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Editorial on the Research Topic

Insights in cellular neurophysiology: 2021

In the framework of Frontiers’ initiative to highlight the latest advancements in

Neuroscience, this Research Topic is focused on new insights, recent developments and

major accomplishments achieved in the Cellular Neurophysiology field. The goal of this

special edition is to shed light on the progress made in the past decade, and on future

challenges, providing a thorough overview of the state of the art of this stimulating area

of research.

This Research Topic gathers contributions (four reviews and twelve research articles)

from editorial board members of the Cellular Neurophysiology Section of the Journal.

Reviews

Luhmann summarizes novel technologies used to explore the developing cerebral

cortex in newborn rodents. In the past decade, high-density multi-electrode arrays and

genetically encoded calcium indicators have been used to detect the activity of large

neuronal ensembles, to characterize their connectivity and architectural layering which

changes in an add-on daily basis process. Moreover, opto-chemogenetic approaches

allowed the identification of transient cortical circuits, hub neurons and their role in

generating spontaneous and sensory evoked activities. At early stages of development,

network synchronization is facilitated by the early depolarizing action of GABA and by

electrical synapses.

In mature neurons, electrical synapses are not only responsible for network

synchronization but, as highlighted by Vaughn and Haas, they provide spike-dependent

inhibition, acting as low-pass filters that can preferentially transfer the slow

spike after-hyperpolarization. Furthermore, gap junctions are instrumental in processing

a variety of neuronal signals. They have been shown to drive asynchronous firing,

regulate excitation via shunting inhibition, and improve the signal to noise ratio.

Computational modeling and imaging approaches will certainly contribute to a better

understanding of how gap junctions integrate neuronal activity in a network.
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The prefrontal cortex plays a key role in neuronal circuits

responsible for social status, a major social determinant of health

in primates (Wilkinson et al., 1998). This leads to hierarchical

behavior, which represent a universal feature among animal

species from insect to fishes, including rodents and primates. It

is crucial for animals’ survival, and is regulated by the interaction

of neuroendocrine factors and neuronal circuits. The current

“prefrontal-centric” view of social hierarchy behavior has been

expanded in Ferreira-Fernandez and Peça’s review, in which, on

the basis of connectivity data, possible interactions at macro,

micro and mesoscale levels of the prefrontal cortex with other

brain regions are discussed.

The biological effects of X-rays, a form of high energy

electromagnetic radiation that can penetrate tissuesmore readily

than light thus affecting neuronal and behavioral functions

in animals, have been reviewed by Mantraratnam et al.

who have examined sensory effects of X-rays mediated by

radiolysis of water and generation of reactive oxygen species

in a variety of animals. The authors focused mainly on

immediate appetitive and consummatory behaviors, radiotaxis

(a locomotor movement toward the source of X-rays including

flight in insects), arousal and olfactory responses.

Research articles

Interferon γ (IFN-γ) is a cytokine with neuromodulatory

properties. In particular, IFN-γ enhances GABAergic

transmission in the hippocampus (Flood et al., 2019). In

view of the key role of GABA in shaping neuronal circuits early

in development, Döhne et al. investigated whether IFN-γ affects

miniature GABAergic currents in layer 5 pyramidal neurons

of developing rat somatosensory cortex. IFN-γ enhanced the

frequency and amplitude of spontaneous GABAA-mediated

events. While the increase in frequency was dependent on nitric

oxide (NO) and guanylate cyclase, the amplitude relied on

protein kinase C. In addition, IFN-γ shifted paired-pulse ratio

toward facilitation in a NO-independent manner.

Piepgras et al. examined the effects Clostridium botulinum

C3 transferase, C3BOT (an exoenzyme known to inhibit Rho-

dependent signaling cascades) and the 26mer peptide derived

from full length protein in regulating glutamate transporter

EAAT3 in primary murine hippocampal neurons. Both

proteins provide neuroprotection by promoting upregulation

of glutamate uptake, an effect that is prevented by tyrosine

Abbreviations: AEA, anandamide; 2-AG, 2-arachidonylglycerol; atVNS,

auricular transcutaneous vagus nerve stimulation; C3BOT, Clostrdium

botulinum C3 transferase; DRN, dorsal raphe nucleus; EA, evernic

acid; EAAT3, excitatory amino acid transporter 3; EPreSPs, excitatory

presynaptic potentials; FABP5, fatty acid-binding protein 5; IFN-γ,

Interferon γ; NO, nitric oxide; OSNs, olfactory sensory neurons; rNST,

rostral nucleus of the solitary tract; SCI, Spinal cord injury; UA, usnic acid.

kinase inhibitors. In pathological conditions, the C3-mediated

increase of glutamate clearance would limit glutamate spillover

and excitotoxicity.

Kamiya used the NEURON simulator to revise the model

proposed by Alle and Geiger (2006) on excitatory presynaptic

potentials (EPreSPs) at mossy fibers-CA3 synapses in the

hippocampus. The model described by the author incorporated

active axonal sodium, potassium and calcium conductance to

affect transmitter release at axon terminals. In addition to their

canonical mode of signaling, somato-dendritic depolarization

can affect action potential amplitude and information transfer in

neuronal circuits through passive propagation. Furthermore, he

showed that activation of axonal GABAA receptors by EPreSPs

generated by spillover of GABA from adjacent synapses reduced

spike’s amplitude via shunting inhibition.

Anandamide (AEA) and 2-arachidonylglycerol (2-AG),

endogenous ligands of endocannabionoid receptors, regulate

synaptic transmission in several brain areas. Recent evidence

suggests that fatty acid-binding protein 5 (FABP5) controls

synaptic 2-AG signaling at excitatory synapses in the dorsal

raphe (Haj-Dahmane et al., 2018). Fauzan et al. investigated

whether a similar effect occurs in the striatum, which expresses

high levels of FABP5 mainly in astrocytes. They found that

FABP5 deletion impairs tonic 2-AG and AEA signaling at

medium spiny neurons synapses and alters short-term synaptic

plasticity in the striatum.

Dysregulation of the activity of serotoninergic (5-HT)

neurons in the dorsal raphe nucleus (DRN) is responsible

for emotional disorders. The activity of 5-HT neurons is

regulated by α1-adrenoreceptors activated by the noradrenergic

input from locus coeruleus. In brain slice preparation,

Wang et al. demonstrated that inhibition of K+ currents

from three K+ channel families, A-type, Kv7/KCNQ and

SK channels, contributes to spontaneous firing triggered in

DRN 5-HT neurons by activation of α1-adrenoreceptors

agonist phenylephrine.

Neurons in the rostral nucleus of the solitary tract

(rNST), which receive taste information from the tongue,

project to brainstem relay nuclei along the taste pathway.

Park et al. used anterograde horseradish peroxidase labeling

and post-embedding immunogold staining for glutamate to

quantify, at the electron microscopic level, rNST terminals

in parabrachial and medullary reticular formation nuclei,

in order to examine how sensory information from rNST

is processed.

Spinal cord injury (SCI) is one of the major causes of

disability whose treatment is very limited. Among different

neuronal populations, interneurons play a key role in circuit

reorganization and partial recovery in less severe, anatomically

incomplete SCI. Vargova et al. developed a new method, in

rodents, aimed at enhancing the intrinsic regenerative properties

of spinal cord interneurons, with the potential of expanding its

use for SCI treatment.
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In the spinal cord, substantia gelatinosa neurons of the

dorsal horn are referred as “central gate” for transmission and

regulation of nociceptive information. Zhu et al. demonstrated

that a subset of these neurons, with particular morphological

and electrophysiological characteristics, exhibit rebound

depolarization (RD). RD is a transient membrane depolarization

following hyperpolarizing pulses that is regulated by cyclic

nucleotide and T-type calcium channels, and can transform

inhibitory signals into excitatory ones. RD-expressing neurons

receiving monosynaptic as well as polysynaptic inputs from Aδ

and C fibers, differentially process somatosensory information

along the pain pathway.

CLC-3-associated Cl−/H+ exchangers are expressed in

multiple endosomal compartments, and regulate pH and [Cl−]

via stoichiometrically coupled exchange of two Cl− and one

H+. Downregulation of CLC-3 alters pain perception in mice

(Pang et al., 2016), suggesting a role of Cl−/H+ exchangers in

pain regulation. Sierra-Marquez et al. analyzed the involvement

of CLC-3 Cl-/H+ transport in nociceptive pathways of the

spinal cord. Genetic ablation of CLC-3-associated Cl−/H+

exchanger did not modify the excitability of DRG neurons, but

enhanced microglia activation within spinal tissue, indicating

that CLC-3 Cl−/H+ transport is needed for maintaining

neuroglia homeostasis.

Brain stimulation devices are increasingly used to treat

various forms of brain disorders. New insights into the

mechanisms of bioelectronics in medicine have been provided

by Brambilla-Pisoni et al. who used a non-invasive auricular

transcutaneous vagus nerve stimulation (atVNS) to study its

effects on cognitive processes in naïve CD-1 mice. Delivery

of atVNS immediately, but not 3 h after the familiarization

phase, induced a clear reorganization of the network leading

to the enhancement of memory consolidation in a novel object

recognition test and a re-distribution of the immediate early

gene c-FOS.

In mammals, the circadian clock synchronizes physiological

functions to day-night rhythms (Neumann et al., 2019).

Disruption of circadian rhythms leads to chronic diseases

including cardio-metabolic and neurodegenerative disorders,

mainly via oxidative stress. Srimani et al., used three different

cell lines and two circadian luminescence reporter systems

to show that two lichen secondary metabolites, evernic and

usnic acids (EA and UA), have marked neuroprotective

and antioxidant effects. Both EA and UA significantly

lower amplitudes and accelerate the dampening of cellular

circadian rhythms.

In the last paper of this Research Topic, Miazzi et al. used

functional imaging and analysis of calcium dynamics to detect

how odors are processed in odorant receptors localized on

olfactory sensory neurons (OSNs) in Drosophila melanogaster.

Insects need chemoreception to identify food, mates, oviposition

sites and, for their survival, to avoid exposure to harmful perils.

In the fly, OSNs are expressed on two easily accessible organs:

the antenna and the maxillary palps. To study odor-induced

responses in OSNs under natural conditions, the authors used

an in vivo and an in vitro preparation of isolated vitalDrosophila

OSNs from the antenna.

We hope that papers included in this Special Topic can

stimulate further studies leading to new advances in the fast-

growing field of Cellular Neuroscience.
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Medicine, Jiangxi Academy of Clinical and Medical Sciences, Nanchang, China, 3 Center for Experimental Medicine,
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Substantia gelatinosa (SG) neurons, which are located in the spinal dorsal horn
(lamina II), have been identified as the “central gate” for the transmission and
modulation of nociceptive information. Rebound depolarization (RD), a biophysical
property mediated by membrane hyperpolarization that is frequently recorded in
the central nervous system, contributes to shaping neuronal intrinsic excitability
and, in turn, contributes to neuronal output and network function. However, the
electrophysiological and morphological properties of SG neurons exhibiting RD remain
unclarified. In this study, whole-cell patch-clamp recordings were performed on SG
neurons from parasagittal spinal cord slices. RD was detected in 44.44% (84 out of
189) of the SG neurons recorded. We found that RD-expressing neurons had more
depolarized resting membrane potentials, more hyperpolarized action potential (AP)
thresholds, higher AP amplitudes, shorter AP durations, and higher spike frequencies
in response to depolarizing current injection than neurons without RD. Based on
their firing patterns and morphological characteristics, we propose that most of
the SG neurons with RD mainly displayed tonic firing (69.05%) and corresponded
to islet cell morphology (58.82%). Meanwhile, subthreshold currents, including the
hyperpolarization-activated cation current (Ih) and T-type calcium current (IT ), were
identified in SG neurons with RD. Blockage of Ih delayed the onset of the first spike in
RD, while abolishment of IT significantly blunted the amplitude of RD. Regarding synaptic
inputs, SG neurons with RD showed lower frequencies in both spontaneous and
miniature excitatory synaptic currents. Furthermore, RD-expressing neurons received
either Aδ- or C-afferent-mediated monosynaptic and polysynaptic inputs. However, RD-
lacking neurons received afferents from monosynaptic and polysynaptic Aδ fibers and
predominantly polysynaptic C-fibers. These findings demonstrate that SG neurons with
RD have a specific cell-type distribution, and may differentially process somatosensory
information compared to those without RD.

Keywords: rebound depolarization, spinal dorsal horn, substantia gelatinosa neuron, morphology,
electrophysiology, primary afferent input
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INTRODUCTION

Rebound depolarization (RD) is a transient membrane
depolarization (sometimes accompanied by a series of spikes)
following hyperpolarizing pulses. It has been observed in various
brain regions, which include the hippocampus (Surges et al.,
2006), auditory midbrain (Sun et al., 2020), medial prefrontal
cortex (Kurowski et al., 2018), thalamus (Wang et al., 2016;
Zhu et al., 2018), and deep spinal dorsal horn (Rivera-Arconada
and Lopez-Garcia, 2015), among others. RD substantially relies
on channels with hyperpolarization-dependent activation
or de-inactivation features. Hyperpolarization-activated
cation current (Ih), a mixed inward current consisting of
sodium and potassium ions, mediated by hyperpolarization-
activated cyclic nucleotide-gated (HCN) channels has been
confirmed to be able to regulate RD. In addition, T-type
calcium channel-induced current (IT) is another vital ionic
conductance supporting RD generation (Sangrey and Jaeger,
2010; Engbers et al., 2011; Duan et al., 2018). Functionally,
RD has been proposed as an inhibition-excitation converter
transforming inhibitory inputs into excitatory signals (Sanchez-
Vives and McCormick, 2000; Tadayonnejad et al., 2009;
Pedroarena, 2010).

Lamina II of the spinal dorsal horn, namely substantia
gelatinosa (SG), is an indisputably important component of
the pain pathway. The SG is referred to as the “central gate”
since it converses inputs from the primary afferents, local
circuit interneurons, and endogenous descending tracts, and
may therefore be essential in transmitting and modulating
nociceptive information from the periphery (Todd, 2010;
Duan et al., 2018). Alterations in SG neuronal excitability
have been implicated as catalysts for the development and
maintenance of pathological pain (Balasubramanyan et al.,
2006; Kuner, 2010; Feng et al., 2019). The SG is composed
of excitatory and inhibitory interneurons with substantial
electrophysiological and morphological heterogeneity (Grudt
and Perl, 2002; Maxwell et al., 2007; Yasaka et al., 2010;
Graham and Hughes, 2020). RD is a striking biophysical
property of SG neurons (Tadros et al., 2012; Hu et al., 2016).
Nevertheless, whether SG neurons with RD display distinct
morphological features, intrinsic electrophysiological properties,
and input of afferent fibers has not yet been well studied. In
addition, the ionic basis for RD in SG neurons also remains
to be elucidated.

Here, we used the whole-cell patch-clamp technique to record
passive and active membrane properties from SG neurons,
which were further categorized to the neurons with RD and
without RD. Interestingly, we found that a majority of the
SG neurons with RD showed tonic firing, and a post hoc
morphological study confirmed that most of the RD-expressing
neurons exhibited islet morphology. Besides, RD neurons also
presented significant differences in intrinsic neural excitability,
as well as spontaneous, miniature, and evoked excitatory synaptic
transmission. Additionally, we confirmed that Ih and IT are vital
ionic contributions to RD responses in SG neurons. Therefore,
our results may provide new insights for unraveling the role of
RD in pain processing.

MATERIALS AND METHODS

Animals
Sprague-Dawley (SD) rats (4–6 weeks old) of both sexes obtained
from the Animal Center of Nanchang University were used. Rats
were housed in same-sex groupings (4–5 animals per cage) in
an air-conditioned room maintained at 24 ± 1◦C and 50–60%
humidity, under a 12:12 light/dark cycle (lights on at 7 a.m.).
They had ad libitum access to food and water. All animal
procedures were performed according to methods approved by
the Institutional Animal Care and Use Committee of Nanchang
University. Maximal efforts were made to minimize animal pain
or discomfort and the number of animals used.

Spinal Cord Slice Preparation
Acute spinal cord slices were prepared as previously described
(Wu et al., 2018; Zhu et al., 2019). Briefly, rats were deeply
anesthetized with urethane (1.5 g/kg, i.p.), and were then
transcardially perfused with an ice-cold sucrose-based artificial
cerebrospinal fluid (sucrose-ACSF) containing (in mM): 204
sucrose, 2.5 KCl, 3.5 MgCl2, 0.5 CaCl2, 1.25 NaH2PO4, 0.4
ascorbic acid, 2 sodium pyruvate, 11 D-glucose, 25 NaHCO3,
and 1 kynurenic acid. The lumbosacral section of the vertebral
column was quickly removed and placed into the same solution.
After laminectomy and removal of the dura mater, the spinal
cord was mounted on a vibratome (VT1000S, Leica, Nussloch,
Germany) cutting stage. Sucrose-ACSF was preoxygenated with
95% O2 and 5% CO2 for at least 30 min before use. Parasagittal
slices (400–600 µm) with or without dorsal root (DR) (8–
12 mm long) attached were prepared and kept in an incubator
at 32◦C for at least 30 min before electrophysiological recording
in carbonated standard ACSF. The standard ACSF consisted of
(in mM) 117 NaCl, 3.6 KCl, 2.5 CaCl2, 1.2 MgCl2, 1.2 NaH2PO4,
25 NaHCO3, 11 D-glucose, and 2 sodium pyruvate.

In vitro Electrophysiological Recordings
Spinal cord slices were transferred into a recording chamber
and perfused continuously with carbogenated standard ACSF
at a flow rate of 2–4 ml/min. Experiments were performed
at room temperature (RT) under visual guidance using an
Olympus microscope (BX51WI, Olympus Corp., Tokyo, Japan)
and an IR-DIC camera (IR-1000, Dage-MTI, Michigan City,
IN, United States). Patch-clamp recordings in the whole-
cell configuration were made using an EPC-10 amplifier and
Patchmaster software (HEKA Electronics, Lambrecht, Germany).
Patch pipettes (3–6 M�) were pulled from borosilicate glass
capillaries (1.5 mm OD, 1.12 mm ID, World Precision
Instruments, Sarasota, FL, United States) with a Sutter P-97 puller
(Sutter Instruments, Novato, CA, United States). The internal
pipette solution contained (in mM) 130 K-gluconate, 5 KCl, 10
Na2-phosphocreatine, 0.5 EGTA, 10 HEPES, 4 Mg-ATP, and 0.3
Li-GTP (pH 7.3 adjusted with KOH, 295 mOsm).

Only neurons with a resting membrane potential (RMP)
more negative than −45 mV and showing overshooting action
potentials (APs) (i.e., exceeding 0 mV) were included for this
study. The series resistance was typically between 10 and 30 M�,
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and cells in which the series resistance changed by more than
20% were discarded from further analysis. No correction for
liquid junction potential (approximate 15 mV) was made in
this study. All data analyses were performed using Clampfit
(Molecular Devices, CA, United States) and Mini Analysis
software (Synaptosoft Inc., GA, United States).

Membrane capacitance (Cm) was estimated from the area
under the transient capacitive current evoked with a 5-
mV depolarizing pulse by Patchmaster software in real-time
automatically. Neuronal RMP was recorded within 20 s after the
break-in. A hyperpolarizing voltage step was used to estimate the
input resistance (Rin) of the tested SG neuron, while negative
current pulses (−120 and−140 pA, 1 s) were applied to generate
RD responses. The firing pattern of each neuron was determined
with a series of depolarizing current pulses (20–140 pA in 20 pA
increments) of 1-s duration in the current-clamp mode. The spike
adaptation index was obtained by dividing the average of the first
two interspike intervals (ISIs) by that of the last two ISIs (Ha
et al., 2016). A subthreshold current was evoked by a series of
hyperpolarizing voltage steps from −50 to −130 mV in 10 mV
decrements (duration 1 s) at a −50 mV holding potential in the
voltage-clamp mode.

To investigate the primary afferent inputs, neurons were
voltage-clamped at −70 mV. DR-evoked excitatory postsynaptic
currents (eEPSCs) were initiated by a constant current source
of a pulse (duration 0.1 ms) at a frequency of 0.05 Hz delivered
through a suction electrode. The stimulation intensities were set
at 50 and 100 µA for the activation of Aδ fibers, 500 µA and
1 mA for the activation of C fibers using a stimulator (Master
8, AMP Instruments Ltd., Israel) and a stimulus isolator (ISO-
Flex, AMP Instruments Ltd., Israel). Neurons without an evident
monosynaptic response at 1 mA were subsequently stimulated
at 3 and/or 5 mA. The Aδ or C-afferent-mediated responses
evoked by DR stimulation were distinguished based on the
stimulus intensity and the conduction velocity of afferent fibers
(<0.8 m/s for C fibers and >1.0 m/s for Aδ fibers). Evoked-
EPSCs were judged to be monosynaptic if there were no failures
during subsequent repeated stimulation (20 times at 2 Hz for Aδ

and 1 Hz for C fibers) and if their latency remained constant
in repetitive trials as reported previously (Cui et al., 2016;
Iwagaki et al., 2016).

Post hoc Morphological Identification
For morphological identification, an internal pipette solution
containing 0.05% neurobiotin 488 was used. After maintaining
the stable whole-cell patch-clamp configuration for at least
20 min, the electrode was gently withdrawn from the targeted
neuron, and the slice was then fixed at RT for 1 h and then
at 4◦C overnight in 4% paraformaldehyde in 0.1 M PB (pH
7.4). Following fixation, slices were rinsed in PBS three times
and treated with 50% ethanol for 30 min. After rinsing in PBS,
the slices were mounted onto slides with a non-fluorescing
mounting medium. Neurobiotin-filled neurons were identified
and reconstructed under 20× magnification, 1.0–1.5 zoom,
and 1.5 µm stack using a confocal microscope (LSM 700,
Zeiss, Germany). Neurons were morphologically grouped on
the basis of the following parameters regarding their dendritic

arborizations (RC: rostro-caudal extent of dentrites, DV: dorsal-
ventral expansion of dendrites, SR, SC, SD, SV: dendrites spread
from center of the soma to rostral, caudal, dorsal and ventral
limit, respectively) (Grudt and Perl, 2002; Yasaka et al., 2007). As
long as the value of RC/DV exceeded 3.5, cells could be classified
as an islet or a central cell. Within this group, islet cells exhibited
abundant dendrites elongated in the RC dimension (>400 µm),
whilst central neurons possessed strikingly shorter RC extents
(<400 µm) of their dendric arbors. Neurons with RC/DV less
than 3.5 were identified as vertical or radial cells. Vertical neurons
generally had a predominantly ventrally oriented dendritic
geometry with SV/SD > 3.5. If the ratio of SV/SD was less
than 3.5, the neurons were defined as a radial neuron. Neurons
differed from the four morphological categories were identified
as unclassified cell.

Chemical Compounds
ZD7288 and tetrodotoxin (TTX) were purchased from Tocris
Bioscience, 3,5-dichloro-N-[1-(2,2-dimethyl-tetrahydro-
pyran-4-ylmethyl)-4-fluoro-piperidin-4-ylmethyl]-benzamide
(TTA-P2) and neurobiotin 488 were obtained from Alomone
Labs and Vector, respectively. All other reagents were obtained
from Sigma-Aldrich. All chemicals were dissolved in distilled
water except for TTA-P2, which was prepared in 0.1% DMSO.
Chemical compounds were applied at final concentrations by
dissolving them in standard ACSF to achieve the necessary final
concentrations of antagonism established in previous studies
(Peng et al., 2017; Wu et al., 2018).

Statistical Analysis
Statistical data analysis was conducted with GraphPad Prism
7 (GraphPad Software, La Jolla, CA, United States). For data
displaying normal distribution and homogeneity of variance
indicated by the Shapiro–Wilk normality test and Levene
test respectively, ANOVA or t-test was used as appropriate.
Numerical data are presented as mean ± SEM. Otherwise,
the Mann Whitney Wilcoxon test or Wilcoxon matched-
pairs signed-rank test was used for non-parametric statistical
comparisons. Data of AP number were analyzed by two-
way ANOVA followed by the Bonferroni post hoc test.
The Chi-squared test or Fisher’s exact test was applied
to analyze the difference between groups regarding the
proportions of the firing patterns, subthreshold currents,
and morphological categories. Differences were considered
significant when p < 0.05.

RESULTS

A total of 189 SG neurons were recorded from parasagittal
spinal cord slices of SD rats. As shown in Figure 1A, RD
exhibits a pronounced depolarization that often results in
spikes at the end of a negative current pulse. According
to their response to this current, SG neurons are divided
into two groups: with RD (Figure 1Aa) and without RD
(Figure 1Ab). The proportions were 44.44% (84/189) and 55.56%
(105/189), respectively.
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FIGURE 1 | Electrophysiological properties of SG neurons with or without RD from rats. (A) SG neurons without (a) or with RD (b) were classified by a
hyperpolarizing current pulse (−120 pA, 1 s). The black arrow indicates the presence of RD. (B) Representative traces showing typical firing patterns recorded from
SG neurons without (black) or with RD (red). (C) Pie graphs showing the proportion of the different firing patterns in SG neurons lacking RD and those expressing
RD. In total, 105 and 84 cells were recorded in each group, respectively. (D) Summary of the passive and active membrane properties of RD-expressing SG neurons
(red) and those lacking RD (black). RD, rebound depolarization; Cm, membrane capacitance; Rin, input resistance; RMP, resting membrane potential; AP, action
potential. *p < 0.05, ***p < 0.001.
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TABLE 1 | Comparison of intrinsic membrane properties of SG neurons with or without RD.

Parameter Neurons without RD Neurons with RD p Value

Cm (pF) 47.24 ± 2.11 54.80 ± 4.60 0.948

Rin (G�) 0.71 ± 0.05 0.59 ± 0.05* 0.013

RMP (mV) −59.18 ± 0.77 −54.05 ± 0.58*** <0.001

APThreshold (mV) −28.59 ± 0.54 −31.53 ± 0.53*** <0.001

APAmplitude (mV) 70.52 ± 1.17 78.13 ± 1.09*** <0.001

APHalf-width (ms) 1.14 ± 0.05 0.87 ± 0.05*** <0.001

APThreshold - RMP (mV) 30.59 ± 0.84 22.52 ± 0.71*** <0.001

Values given as mean ± SEM. RD, rebound depolarization; Cm, membrane capacitance; Rin, input resistance; RMP, resting membrane potential; AP, action potential.
∗p < 0.05.
∗∗∗p < 0.001.

Intrinsic Passive and Active Membrane
Properties
As shown previously, the discharge patterns of SG neurons were
highly heterogeneous, including tonic firing, phasic firing, initial
firing, single firing, delayed firing, and gap firing (Ruscheweyh
and Sandkuhler, 2002; Zhu et al., 2019). We found that the
distribution of the discharge patterns differed between the two
groups (p < 0.001). All six firing categories were encountered in
SG neurons lacking RD: tonic (43.81%), phasic (10.47%), initial
(12.38%), single (10.47%), delayed (19.05%), and gap (3.81%)
(Figures 1B,C). However, delayed firing and gap firing were not
identified in SG neurons with RD, of which 69.05% displayed a
tonic firing. The proportions of phasic, initial, and single firing
in SG neurons with RD were 7.14, 20.24, and 3.57%, respectively
(Figures 1B,C).

The results of the passive and active membrane properties
of SG neurons with or without RD are summarized in
Figure 1D and Table 1. There was no significant difference
in Cm. However, the RMP, Rin, and properties of AP of
the two populations were significantly different. Neurons with
RD had a more depolarized RMP versus those without RD
(−54.05± 0.58 mV vs−59.18± 0.77 mV, p < 0.001). In addition,
RD-expressing neurons showed a smaller Rin (0.59± 0.05 G� vs
0.71 ± 0.05 G�, p = 0.013), a more hyperpolarized AP threshold
(−31.53 ± 0.53 mV vs −28.59 ± 0.54 mV, p < 0.001), a shorter
AP half-width (0.87 ± 0.05 ms vs 1.14 ± 0.05 ms, p < 0.001),
a smaller potential difference between AP threshold and RMP
(22.52 ± 0.71 mV vs 30.59 ± 0.84 mV, p < 0.001), and a
larger AP amplitude (78.13 ± 1.09 mV vs 70.52 ± 1.17 mV,
p < 0.001) compared to SG neurons without RD. These results
suggest that RD-expressing SG neurons exhibit higher neuronal
membrane excitability.

As tonic-firing neuron has repeated APs at relatively regular
rates and is the highest proportion in both types of neurons,
we next compared the responses of tonic-firing neurons
to depolarized current injections (Figure 2A). Tonic-firing
neurons from the group with RD showed significantly higher
spike frequencies compared to those lacking RD (Figure 2B),
suggesting that the former was more excitable. Furthermore, we
found that the spike adaptation index was smaller in neurons
with RD than those without RD (0.45 ± 0.03 vs 0.58 ± 0.05,
p = 0.015) (Figure 2C).

Subthreshold Currents
Based on previous studies, three subthreshold currents, Ih,
IT , and A-type currents (IA) were identified in SG neurons
(Figure 3Aa; Tadros et al., 2012). In this study, we found that
the expression and distribution of the subthreshold currents in
RD-lacking SG neurons varied markedly from those in neurons
with RD (p < 0.001) (Figure 3Ab). Overall, 76.00 and 71.11%
of SG neurons with RD expressed Ih and IT , respectively. IA
was rarely encountered (2.22%) in this population. However,
in neurons without RD, the prevalence rates of Ih and
IT dropped to a relatively low level (30.61 and 20.41%,
respectively), while IA became the dominant subthreshold
current accounting for 35.71%. Measurement of the amplitude
and time constant of subthreshold currents showed that no
significant differences were observed regarding the activation
and inactivation time constants of IT between RD-positive
and RD-negative neurons. However, RD-expressing neurons
possessed faster time constant of Ih, larger current amplitude
and density of both Ih and IT (Supplementary Figure 3 and
Tables 1, 2).

Because Ih along with IT has been proposed to be the major
ionic basis responsible for RD in neurons of the deep cerebellar
nuclei, periventricular preoptic area, etc. (Engbers et al., 2011;
Zhang et al., 2013), we next studied the effects of Ih and IT
on RD in SG neurons. Bath application of ZD7288 (10 µM),
a specific HCN channel blocker, increased RD latency from
42.64 ± 7.93 ms to 117.17 ± 20.11 ms (p = 0.011) but did
not affect the number of spikes generated (3.63 ± 1.25 vs
3.13 ± 0.77, p = 0.750) (Figure 3B). In addition, the blockage
of IT by TTA-P2 (10 µM) markedly decreased RD spiking
number from 4.90 ± 1.06 to 1.50 ± 0.27 (p = 0.002), and
increased RD latency from 58.59± 10.07 ms to 97.79± 23.47 ms
(p = 0.034) (Figure 3C).

In attempt to better addressing the influence of Ih or IT on
RD properties, TTX (0.5 µM) was applied to the bath solution to
eliminate rebound discharge. In the presence of TTX, blockage
of Ih led to a substantial delay in latency (66.71 ± 13.42 ms
to 122.55 ± 14.38 ms, p = 0.008) without alterations of the
RD amplitude (Figure 3D). In addition, the blocking effect
of TTA-P2 almost eliminated RD. As illustrated in Figure 3E,
the RD amplitude dropped by approximately 64.97% ± 8.03%
(p = 0.016), and the RD latency raised from 64.67 ± 8.55 ms
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FIGURE 2 | SG neurons with RD that have a tonic-firing pattern exhibit elevated spike frequencies. (A) Representative current-clamp traces showing the responses
of SG neurons without (black) or with (red) RD to the indicated depolarizing currents of 40, 80, 100, and 140 pA. (B) Population data showing the number of spikes
of SG neurons expressing or lacking RD with a tonic-firing pattern. (C) Summary bar graphs showing that neurons with RD exhibited an elevated spike-frequency
adaptation. RD, rebound depolarization; AP, action potential. *p < 0.05, **p < 0.01, ***p < 0.001.

TABLE 2 | Primary afferent input onto SG neurons with or without RD.

Neurons without RD (n = 24) Neurons with RD (n = 27)

Aδ-fiber monosynaptic 2 (8.33%) 10 (37.04%)

Aδ-fiber polysynaptic 13 (54.17%) 5 (18.52%)

C-fiber monosynaptic 0 (0.00%) 4 (14.81%)

C-fiber polysynaptic 20 (83.33%) 17 (62.96%)

Convergent Aδ- and C-fiber 11 (45.83%) 9 (33.33%)

RD, rebound depolarization.

to 90.05 ± 13.32 ms (p = 0.020) with bath application of TTA-
P2(Figure 3E). Taken together, these results suggest that RD in
SG neurons is mainly mediated by IT , while Ih facilitate its onset.

Properties of Spontaneous and Miniature
Excitatory Postsynaptic Currents
Next, we examined whether SG neurons with RD exhibited any
difference in the excitatory synaptic communication compared
to those lacking RD. As shown in Figure 4, the frequencies
of sEPSCs recorded from neurons with RD tended to be
approximately 56% of those without RD (2.89 ± 0.43 Hz vs
5.10 ± 0.60 Hz, p = 0.010), while the difference of amplitudes

of sEPSCs was not significant (19.02 ± 1.57 pA vs 22.58 ± 1.91
pA, p = 0.182) (Figures 4A–D). SG neurons with and without
RD did not differ in mEPSCs amplitudes (19.02 ± 1.91 pA
vs 22.50 ± 1.56 pA, p = 0.169), but neurons with RD had
considerably lower mEPSCs frequencies compared with neurons
lacking RD (2.36 ± 0.37 Hz vs 3.91 ± 0.52 Hz, p = 0.032)
(Figures 4E–H).

Excitatory Inputs From Both Aδ and C
Primary Afferents
As SG neurons receive different inputs of Aδ and C primary
afferents, we next examined the inputs onto SG neurons with
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FIGURE 3 | Differential modulation of Ih and IT to RD in SG neurons. (A) The subthreshold currents recorded from SG neurons. (a) Representative traces of the
subthreshold currents (Ih, IT , and IA) recorded in SG neurons. (b) The subthreshold currents were differentially distributed among SG neurons with (red) or without
(black). (B) RD in SG neurons was modulated by Ih. (a) Representative traces of RD elicited by a hyperpolarizing current pulse (−120 pA, 1 s) in control (black) and
with 10 µM ZD7288 (red) in the absence of TTX. (b,c). Summary of the blockage effect of ZD7288 on AP No. (b) and first spike latency of RD (c) in the absence of
TTX. (C) RD in SG neurons was modulated by IT . (a) Representative traces of RD in control (black) and with 10 µM TTA-P2 (blue) in the absence of TTX. (b,c)
Summary of the blockage effect of TTA-P2 on AP No. (b) and first spike latency of RD (c) in the absence of TTX. (D) Effect of ZD7288 on RD of SG neurons in the
presence of TTX. (a) Representative traces of RD response in TTX (black) and in TTX along with 10 µM ZD7288 (red) in the presence of TTX. (b,c) Summary of the
blockage effect of ZD7288 on AP No. (b) and first spike latency of RD (c). (E) Effect of TTA-P2 on RD of SG neurons in the presence of TTX. (a) Representative
traces of RD response in TTX (black) and in TTX along with 10 µM TTA-P2 (blue) in the presence of TTX. (b,c) Summary of the blockage effect of TTA-P2 on AP No.
(b) and first spike latency of RD (c). RD, rebound depolarization; Ih, hyperpolarization-activated cation current; IT , T-type calcium current; IA, A-type current; AP,
action potential; TTX, tetrodotoxin. *p < 0.05, **p < 0.01, ***p < 0.001.
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FIGURE 4 | Excitatory synaptic inputs differ in SG neurons with or without RD. (A,B) Exemplar traces of sEPSCs in SG neurons expressing (A) or lacking (B) RD.
The bottom panels show the proportional enlargements corresponding to the upper traces. (C,D) Cumulative probability and summary bar graphs of the inter-event
interval (C) as well as the amplitude (D) showing a lower frequency of sEPSCs in neurons with RD. (E,F) Typical traces of mEPSCs in RD-expressing (E) or
RD-lacking (F) SG neurons. (G,H) Summarized data showing that RD-expressing neurons had a lower mEPSCs frequency compared to those lacking RD (G), while
mean amplitudes of mEPSCs from the two populations were comparable (H). sEPSC, spontaneous excitatory postsynaptic current; mEPSC, miniature excitatory
postsynaptic current. *p < 0.05.

or without RD (Figure 5A). DR stimulation resulted in eEPSCs
in 27 (out of 39) RD-expressing and 24 (out of 34) RD-lacking
neurons, respectively (Figures 5B,C). RD-expressing neurons
received either mono- or polysynaptic inputs from Aδ- and/or
C-fibers (Figure 5C). C-fiber-mediated EPSCs were observed
in 77.78% (21/27) of the cells. Repetitive stimulation at 1 Hz
revealed that in most cases, there was a polysynaptic component

(80.95%, 17/21) (Figures 5Ca,b,E). In addition, 45.56% (15/27)
of RD-expressing neurons exhibited eEPSCs produced by Aδ

fibers, of which 66.67% (10/15) appeared to be monosynaptic
(Figures 5Cc,d,F). Conversely, for neurons lacking RD, DR
stimulation evoked polysynaptic but not monosynaptic C-fiber-
induced EPSCs in 83.33% (20/24) of neurons (Figures 5Ba,D,E).
In addition, we observed Aδ-fiber-mediated EPSCs in 62.50%
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(15/24) of RD-lacking cells, with 13.33% (2/15) and 86.67%
(13/15) of these Aδ-responsive cells displaying monosynaptic
and polysynaptic responses, respectively (Figures 5Bb,c,F).
The conduction velocity, rise time, decay time and mean
amplitude of eEPSCs were comparable between neurons with
or without RD except for the amplitude of Aδ-fiber-evoked
responses (Supplementary Tables 3, 4). RD-expressing neurons
possessed larger Aδ-fiber-mediated EPSCs (235.04± 43.15 pA vs
86.86± 17.95 pA, p = 0.003) (Supplementary Table 4).

Morphological Characterization
It has been well established that SG neurons exhibit complex
and diverse morphologies. In this study, 46 recordings were
attempted to recover morphology among which 33 were finally
morphologically identified, and examples were illustrated in
Figure 6A. All five morphological categories (islet, radial,
central, vertical, and unclassified) were observed in the examined
neurons, and the morphology distributions between the two
groups were statistically similar (Figure 6B) (p = 0.332).
Islet cell was clearly the type with the highest prevalence
encountered in both RD-expressing and -lacking SG neurons
(58.82 and 43.75%, respectively). Given the crucial role of
dendritic dimensions in morphological classification, we further
conducted morphometric analysis by measuring the extents of
the dendritic trees of neurons from the two groups. The mean
rostro-caudal dendritic lengths for neurons with or without RD
were 513.78 ± 56.95 µm and 361.88 ± 31.34 µm, respectively,
and these were significantly different (p = 0.029). A similar
comparison indicated that dendritic extents in the dorsal-ventral
axis did not differ significantly between the two subpopulations
(190.81± 24.12 µm vs 156.85± 21.62 µm, p = 0.305) (Table 3).

DISCUSSION

The aim of the present descriptive study is to define the
electrophysiological and morphological characteristics of SG
neurons with RD, and several key conclusions can be drawn
from this study. First, compared to RD-lacking SG neurons,
RD-expressing neurons showed distinctive electrophysiological
signatures including more depolarized RMP, smaller Rin, more
hyperpolarized AP thresholds, and increased spike frequencies,
representing a higher membrane excitability. Meanwhile, SG
neurons with RD predominantly exhibit a tonic firing pattern.
Second, we found that IT was a vital ionic mechanism basis
responsible for the generation of RD in SG, while the onset
of RD was regulated by Ih. Third, neurons with RD receive
monosynaptic as well as polysynaptic excitatory inputs from both
Aδ and C afferents, and they showed lower frequencies regarding
sEPSCs together with mEPSCs than neurons without RD. Finally,
we found anatomical diversity in RD-expressing neurons, with
islet cells constituting half of the population.

SG Neurons With RD Exhibit Distinct
Intrinsic Neuronal Characteristics
Recent studies have linked Ih/IT to neuronal electrical properties.
For instance, intracellular recording from primary sensory

neurons found that Ih blockage by ZD7288 changed RMP
toward the negative direction, prolonged AP duration, and
resulted in diminished effects on AP frequency (Hogan and
Poroli, 2008). In our prior investigations, we have noted that
impeding Ih by using drugs interfering with the function of
HCN channels robustly decreased firing rate, delayed RD latency,
and lower post-hyperpolarization spike frequency in SG neurons,
indicating an excitatory influence of Ih (Liu et al., 2015; Hu
et al., 2016). Likewise, a number of groups have suggested the
role of IT in establishing intrinsic excitability. We have shown
previously that there were remarkable differences in properties
of SG neurons with or without IT . For IT-expressing neurons,
they displayed a more hyperpolarized AP threshold, a smaller
difference of AP threshold and RMP, as well as elevated firing
frequency (Wu et al., 2018). Meanwhile, a recent study also
showed that AP amplitude was decreased in Cav3.2-ablated SG
neurons (Candelas et al., 2019). Thus, as suggested by identifying
Ih/IT in RD-expressing SG neurons, the intrinsic excitability of
this population might involve a contribution from these two
subthreshold currents.

Previous work on deep dorsal horn neurons, which are
also of paramount importance for integrating somatosensory
information, found that AP threshold was more hyperpolarized
and the difference of AP threshold and RMP tended to be smaller
in neurons with a high-amplitude RD; while RMP, Rin and
AP amplitude in RD-expressing deep dorsal horn neurons were
comparable to those lacking it (Rivera-Arconada and Lopez-
Garcia, 2015). Here, marked differences in active and passive
membrane properties were identified in SG neurons with or
without RD. In line with the aforementioned study from the
mouse deep dorsal horn, we found neurons with RD in superficial
spinal dorsal horn exhibited significantly lower AP threshold and
smaller difference of AP threshold and RMP. However, we also
observed a significant difference in RMP, Rin, AP duration along
with AP amplitude between the two groups. The differences in
our observations raise the possibility that the intrinsic excitability
of different spinal cord neurons may correlate with RD in unique
ways. Besides, we found tonic-firing neurons with RD generated
considerably increased spike frequencies in response to defined
depolarizing currents. Together, these data indicate that SG
neurons with RD display higher membrane excitability.

Additional support for the relationship between RD
and neuron excitability came from the result of the spike
adaption index. Diverse degrees of firing adaptation
have been observed in SG neurons (Ruscheweyh and
Sandkuhler, 2002; Olschewski et al., 2009; Melnick, 2011).
An interesting study analyzed the major factors determining
the appearance of spike frequency adaption in SG neurons
and found that lower Na+ conductance was critical for
the generation of adapting firing (Melnick et al., 2004).
Given that RD-expressing neurons exhibited stronger
adaptation than RD-lacking neurons, the present study
implies that the expression or function of Na+ channels
may differ between these two populations. Moreover, due to
neurons with strong adaptation have been suggested to be
nociceptive neurons with specific cutaneous afferent input
(Lopez-Garcia and King, 1994), it is reasonable to assume
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FIGURE 5 | Primary afferent innervation onto SG neurons with or without RD examined by dorsal root stimulation. (A) Exemplar image shows a customized suction
electrode for the stimulation onto a DR that attached with a parasagittal spinal cord slice. (B) Representative traces of Aδ- and C-fiber induced EPSCs of SG neurons
without RD, evoked by high-frequency stimulation. (a) Polysynaptic C-fiber evoked eEPSC, (b) Monosynaptic Aδ-fiber mediated eEPSC, (c) Polysynaptic Aδ-fiber
mediated eEPSC, (d) Convergent Aδ- and C-fiber mediated inputs onto SG neurons without RD. (C) Representative traces of Aδ- and C-fiber-evoked EPSCs
recorded from SG neurons with RD. (a) Monosynaptic C-fiber evoked eEPSC, (b) Polysynaptic C-fiber evoked eEPSC, (c) Monosynaptic Aδ-fiber mediated eEPSC,
(d) Polysynaptic Aδ-fiber mediated eEPSC, (e) Convergent Aδ- and C-fiber mediated inputs onto SG neurons without RD. (D) Quantification of Aδ- and
C-fiber-induced eEPSCs onto SG neurons with or without RD by electrical stimuli. (E) Quantification of mono- and polysynaptic C-fiber mediated responses in
different groups upon DR stimulation. (F) Quantification of mono- and polysynaptic Aδ-fiber mediated responses in different groups upon DR stimulation. RD,
rebound depolarization; DR, dorsal root; eEPSC, evoked excitatory postsynaptic current.

the importance of SG neurons with RD underpinning spinal
sensory encoding.

SG Neurons With RD Show Specific
Cellular Distributions
The prevalence of rebound spikes in randomly sampled mouse
SG neurons was around 30% according to previous reports

(Tadros et al., 2012; Candelas et al., 2019). However, the
percentage of RD in SG neurons raised to 44.44% in this
study. Reasons for this incidence discrepancy may attribute
to the different species we used in our studies. Furthermore,
recent literature segregating SG neurons in a genetically-
defined approach found two-thirds of cholinergic interneurons
in mouse dorsal horn displayed RD following hyperpolarization
(Mesnage et al., 2011), whilst the fraction of RD in delayed
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FIGURE 6 | Morphological heterogeneity of RD-expressing SG neurons. (A) Confocal images of SG neurons with RD labeled with biocytin. (a) islet, (b) central, (c)
vertical, (d) radial, (e) unclassified. (B) Proportion of SG neurons with (right) or without (left) RD exhibiting different morphologies. RD, rebound depolarization.

TABLE 3 | Morphological dimensions of dendrites measured from SG neurons with or without RD.

Parameter Neurons without RD (n = 16) Neurons with RD (n = 17) p Value

RC (µm) 361.88 ± 31.34 513.78 ± 56.95* 0.029

DV (µm) 156.85 ± 21.62 190.81 ± 24.12 0.305

SR (µm) 165.63 ± 17.51 269.00 ± 19.37*** <0.001

SC(µm) 196.25 ± 19.71 244.78 ± 45.39 0.736

SD (µm) 68.78 ± 11.25 71.35 ± 14.69 0.599

SV (µm) 88.07 ± 13.15 119.46 ± 12.93 0.099

Data reported as mean ± SEM. RC, rostro-caudal extent of dentrites; DV, dorsal-ventral expansion of dendrites; SR, SC, SD, SV, dendrites spread from center of the
soma to rostral, caudal, dorsal, and ventral limit, respectively.
∗p < 0.05.
∗∗∗p < 0.001.

Frontiers in Cellular Neuroscience | www.frontiersin.org 11 September 2021 | Volume 15 | Article 73687919

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-15-736879 September 16, 2021 Time: 15:16 # 12

Zhu et al. SG Neurons With Rebound Depolarization

(short-latency) firing SG interneurons expressing neuropeptide Y
(NPY) Y1 receptor from mice was 32% (Sinha et al., 2021). This
quantitative difference suggests that RD might distribute in SG
neurons in a specific cellular manner.

Substantia gelatinosa neurons are a very heterogeneous
population of interneurons with varied electrophysiological
features, morphologies, and molecular profiles (Lu et al., 2006;
Todd, 2017; Peirs et al., 2020). SG neurons can be divided into
five broad categories on structural grounds, namely islet, central,
vertical, radial, and unclassified cells. A series of pioneering works
well established that islet cells are predominantly inhibitory
(Todd and Sullivan, 1990; Maxwell et al., 2007; Yasaka et al.,
2010), while other morphologies have been proposed to be
associated with both excitatory and inhibitory phenotypes in the
literature (Hantman et al., 2004; Lu and Perl, 2005; Maxwell et al.,
2007; Duan et al., 2014; Punnakkal et al., 2014; Smith et al., 2015;
Boyle et al., 2019).

Given that the most common morphological type in our
sample of SG neurons with RD was “islet,” and that the
majority of these cells discharged tonically when depolarized,
a vital characteristic of inhibitory neurons (Lu and Perl, 2003;
Zheng et al., 2010), a major finding of this study is that RD-
expressing interneurons in SG have probably an inhibitory
nature. However, a strict conclusion could finally be drawn based
on future immunocytochemical studies. Furthermore, combined
with transgenic technologies, recent publications have added
greatly to our understanding of the functional heterogeneity of
inhibitory interneurons in the superficial spinal dorsal horn. So
far, several molecularly distinct inhibitory populations in the
superficial region of the dorsal spinal cord have been described
according to neurochemical classification scheme established
based on the expression of NPY, nitric oxide synthase (nNOS),
parvalbumin (PV), galanin, calretinin (CR), and receptor tyrosine
kinase (Tiong et al., 2011; Polgár et al., 2013; Smith et al.,
2015; Cui et al., 2016; Iwagaki et al., 2016). Future work
that identifies the expression of molecular compounds in RD-
expressing SG neurons will be required to elucidate their exact
neurochemical subtype and hence be useful for addressing their
functional role in-depth.

SG Neurons With RD Have Differential
Excitatory Synaptic Inputs and Primary
Afferent Innervations
Prior anatomical work on SG neurons from both rats and
mice showed islet, central tonic, PV-positive, and CR-positive
cells, which were identified with an inhibitory phenotype by
morphology, electrophysiology, or the expression of particular
molecular markers, received relatively weak excitatory inputs,
as assessed by low-frequency sEPSCs (Grudt and Perl, 2002;
Hughes et al., 2012; Smith et al., 2015; Graham, 2020). In keeping
with these findings, our observation of excitatory synaptic
inputs revealed that although the amplitudes of excitatory events
(sEPSCs and mEPSCs) were comparable between the two clusters
of SG neurons, neurons with RD presented lower frequencies
of both sEPSCs and mEPSCs. Thus, our results mirror these
recent reports indicating that inhibitory interneurons receive a

lower excitatory drive. Because functional dendritic spines are
recognized as sites of presynaptic inputs (Alvarez and Sabatini,
2007), it is tempting to speculate that a possible cause of the
phenomenon reported here is RD-expressing SG neurons in
our sample may exhibit less dendritic spine density in spite of
larger dendritic areas. Another potential source of inconsistency
regarding the EPSC frequency is that the presynaptic release
probabilities for neurons with or without RD from local
excitatory interneurons may differ. Nevertheless, these possible
mechanisms need to be further confirmed by dendritic spine
analysis along with a paired patch-clamp recording.

Numerous studies have investigated synaptic input onto
inhibitory populations in dorsal horn superficial layers, and
interpretations from these datasets suggest that discrete
inhibitory SG interneurons have differing synaptic afferents.
One of the previous studies from rats showed that islet
cell normally received monosynaptic excitatory input from
unmyelinated afferents (C afferents), this result was supported
by an in vitro electrophysiological experiment using mice where
NPY-expressing neurons displayed responses to monosynaptic
inputs originated from C fibers (Grudt and Perl, 2002; Iwagaki
et al., 2016). In contrast, immunolabelling work from Hughes
et al. found that PV-immunoreactive cells, a subpopulation
of islet neurons, were directly associated with VGLUT1-
expressing terminals derived from myelinated afferent fibers,
including both Aδ and Aβ fibers specifically (Hughes et al.,
2012). Other inhibitory neurons belonging to the galanin or
nNOS populations were likely to form contacts from both
myelinated and unmyelinated classes of primary afferent either
directly or indirectly, with many cells receiving convergent
inputs (Hantman et al., 2004; Ganley et al., 2015). Although
evidence from different groups showed disagreement about the
primary innervations onto inhibitory SG neurons, the above
evidence demonstrated that SG neurons with an inhibitory
identity were likely recruited in gating innocuous as well as
noxious information. In agreement with results reported by
Ganley et al. and Hantman et al., we found that SG neurons
with RD received both monosynaptic and polysynaptic inputs
from Aδ and C fibers, the presumed nociceptive primary
afferents. As we proposed that RD-expressing neurons were
inhibitory interneurons based on their morphological and
electrophysiological features, they may counterbalance excitatory
drive through feedforward, feedback, or lateral inhibition
in dorsal horn circuits, and hence contribute to nociceptive
sensation and modulation.

RD in SG Neurons Is Regulated by Ih
and IT
Although several channels, for instance, inwardly-rectifying
potassium channels (Wang et al., 2016), low-threshold TTX-
resistant sodium channels (Kurowski et al., 2018), persistent
sodium channels (Sangrey and Jaeger, 2010), and high-threshold
calcium channels (Zheng and Raman, 2009) have been confirmed
to be involved in regulating RD by hyperpolarizing RMP,
decreasing neuronal input resistances, or enhancing synaptic
inhibition that contributes to post-inhibitory depolarizations,
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currents mediated by HCN channels and T-type calcium channels
are recognized as pivotal ionic factors underlying RD (Boehme
et al., 2011; Engbers et al., 2011). With respect to the role of
IT in RD, pharmacological blockade of T-type calcium channels
by using blockers such as NiCl2, mibefradil, or NNC 55-0396
could produce a significant block on the total number of spikes
generated in RD (Alvina et al., 2009). In addition, in keeping
with a recent study reporting that RD was barely detected in SG
neurons without IT (Wu et al., 2018), data from Candelas et al.
also found that ablation of Cav3.2 but not Cav3.1 downregulated
the proportion of RD in SG (Candelas et al., 2019). On the other
hand, Ih has been proposed to be a key factor in determining
the initiation of the first spike in RD, as both pharmacological
blockade and genetic knockout of HCN2 could considerably
delay RD latency (Zhu et al., 2018).

It has been demonstrated that various isoforms of T-type
calcium channels along with HCN channels are present in SG
(Peng et al., 2017; Candelas et al., 2019; Cheng et al., 2019).
Alterations in the expression and function of these channels are
responsible for the development and maintenance of chronic
pain (Papp et al., 2010; Feng et al., 2019). Therefore, it is
possible to assume a potential effect of RD on nociceptive
processing. In the present work, we also found that abolishment
of IT significantly reduced the RD amplitude, while Ih blockade
modulated the onset of the rebound firing. Our observations are
in line with preceding reports showing the role of Ih and IT in
controlling rebound spike responses.

Functional Implications of RD in SG
Neurons
It has been postulated that as an intrinsic biophysical property
in the sensory system, RD may play a possible role in encoding
stimulus intensity (Large and Crawford, 2002; Oswald et al., 2004;
Rivera-Arconada and Lopez-Garcia, 2015). As indicated by pilot
observations, different firing patterns were linked with distinct
neuronal functions. For instance, neurons showing tonic firing
are proposed to be involved in encoding both the strength and
duration of input signals. In addition to tonic-firing, initial-firing
neurons also contribute to encoding the intensity of afferent
excitation (Ruscheweyh and Sandkuhler, 2002). Thus, as the
tonic and initial firing were the top two patterns recorded
in RD-expressing SG neurons, our results indicate that this
group of cells plays a substantial role in coding the intensity of
ascending impulses. Additionally, RD has also been speculated
to be an inhibition-excitation converter that transforms an
inhibitory input into excitatory output (Sanchez-Vives and
McCormick, 2000; Surges et al., 2006). However, our results only
provide information about excitatory inputs onto RD-expressing

neurons; future studies addressing their presynaptic inhibitory
circuits involving primary afferents may further constitute
circumstantial evidence in favor of this possibility.

CONCLUSION

In summary, our study revealed that SG neurons with RD are not
only electrophysiologically distinct from those lacking RD, but
also differ in synaptic transmission and thus may play a unique
physiological role in the nociception network.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included
in the article/Supplementary Material, further inquiries can be
directed to the corresponding authors.

ETHICS STATEMENT

The animal study was reviewed and approved by Institutional
Animal Care and Use Committee of Nanchang University.

AUTHOR CONTRIBUTIONS

TL and DZ interpreted the data and designed and supervised
the study. MZ and TL drafted and edited the manuscript. MZ
and YY performed the electrophysiological and morphological
experiments. XC, FZ, GX, WS, FL, and LL assisted in analyzing
and interpreting the data. ZW, YZ, and XZ provided discussion
in study design and interpretation of data. All authors read and
approved the final manuscript.

FUNDING

The study was supported by the National Natural Science
Foundation of China (Nos. 81860216, 81560198 to DZ and
32060186 to TL).

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fncel.
2021.736879/full#supplementary-material

REFERENCES
Alvarez, V. A., and Sabatini, B. L. (2007). Anatomical and physiological plasticity of

dendritic spines. Annu. Rev. Neurosci. 30, 79–97. doi: 10.1146/annurev.neuro.
30.051606.094222

Alvina, K., Ellis-Davies, G., and Khodakhah, K. (2009). T-type calcium channels
mediate rebound firing in intact deep cerebellar neurons. Neuroscience 158,
635–641. doi: 10.1016/j.neuroscience.2008.09.052

Balasubramanyan, S., Stemkowski, P. L., Stebbing, M. J., and Smith, P. A.
(2006). Sciatic chronic constriction injury produces cell-type-specific changes
in the electrophysiological properties of rat substantia gelatinosa neurons.
J. Neurophysiol. 96, 579–590. doi: 10.1152/jn.00087.2006

Boehme, R., Uebele, V. N., Renger, J. J., and Pedroarena, C. (2011). Rebound
excitation triggered by synaptic inhibition in cerebellar nuclear neurons is
suppressed by selective T-type calcium channel block. J. Neurophysiol. 106,
2653–2661. doi: 10.1152/jn.00612.2011

Frontiers in Cellular Neuroscience | www.frontiersin.org 13 September 2021 | Volume 15 | Article 73687921

https://www.frontiersin.org/articles/10.3389/fncel.2021.736879/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fncel.2021.736879/full#supplementary-material
https://doi.org/10.1146/annurev.neuro.30.051606.094222
https://doi.org/10.1146/annurev.neuro.30.051606.094222
https://doi.org/10.1016/j.neuroscience.2008.09.052
https://doi.org/10.1152/jn.00087.2006
https://doi.org/10.1152/jn.00612.2011
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-15-736879 September 16, 2021 Time: 15:16 # 14

Zhu et al. SG Neurons With Rebound Depolarization

Boyle, K. A., Gradwell, M. A., Yasaka, T., Dickie, A. C., Polgár, E., Ganley, R. P.,
et al. (2019). Defining a spinal microcircuit that gates myelinated afferent input:
implications for tactile allodynia. Cell. Rep. 28, 526–540. doi: 10.1016/j.celrep.
2019.06.040

Candelas, M., Reynders, A., Arango-Lievano, M., Neumayer, C., Fruquiere, A.,
Demes, E., et al. (2019). Cav3.2 T-type calcium channels shape electrical firing in
mouse Lamina II neurons. Sci. Rep. 9:3112. doi: 10.1038/s41598-019-39703-3

Cheng, X. E., Ma, L. X., Feng, X. J., Zhu, M. Y., Zhang, D. Y., Xu, L. L., et al.
(2019). Antigen retrieval pre-treatment causes a different expression pattern
of Cav3.2 in rat and mouse spinal dorsal horn. Eur. J. Histochem. 63:2988.
doi: 10.4081/ejh.2019.2988

Cui, L., Miao, X., Liang, L., Abdus-Saboor, I., Olson, W., Fleming, M. S., et al.
(2016). Identification of early RET+ deep dorsal spinal cord interneurons in
gating pain. Neuron 91:1413. doi: 10.1016/j.neuron.2016.09.010

Duan, B., Cheng, L., Bourane, S., Britz, O., Padilla, C., Garcia-Campmany, L., et al.
(2014). Identification of spinal circuits transmitting and gating mechanical pain.
Cell 159, 1417–1432. doi: 10.1016/j.cell.2014.11.003

Duan, B., Cheng, L., and Ma, Q. (2018). Spinal circuits transmitting mechanical
pain and itch. Neurosci. Bull. 34, 186–193. doi: 10.1007/s12264-017-0136-z

Engbers, J. D., Anderson, D., Tadayonnejad, R., Mehaffey, W. H., Molineux, M. L.,
and Turner, R. W. (2011). Distinct roles for I(T) and I(H) in controlling the
frequency and timing of rebound spike responses. J. Physiol. 589, 5391–5413.
doi: 10.1113/jphysiol.2011.215632

Feng, X. J., Ma, L. X., Jiao, C., Kuang, H. X., Zeng, F., Zhou, X. Y., et al. (2019).
Nerve injury elevates functional Cav3.2 channels in superficial spinal dorsal
horn. Mol. Pain 15:1744806919836569. doi: 10.1177/1744806919836569

Ganley, R. P., Iwagaki, N., del Rio, P., Baseer, N., Dickie, A. C., Boyle, K. A.,
et al. (2015). Inhibitory interneurons that express GFP in the PrP-GFP mouse
spinal cord are morphologically heterogeneous, innervated by several classes
of primary afferent and include Lamina I projection neurons among their
postsynaptic targets. J. Neurosci. 35, 7626–7642. doi: 10.1523/jneurosci.0406-
15.2015

Graham, B. A. (2020). Transgenic cross-referencing of inhibitory and excitatory
interneuron populations to dissect neuronal heterogeneity in the dorsal horn.
Front. Mol. Neurosci. 13:32. doi: 10.3389/fnmol.2020.00032

Graham, B. A., and Hughes, D. I. (2020). Defining populations of dorsal horn
interneurons. Pain 161, 2434–2436. doi: 10.1097/j.pain.0000000000002067

Grudt, T. J., and Perl, E. R. (2002). Correlations between neuronal morphology
and electrophysiological features in the rodent superficial dorsal horn. J. Physiol.
540, 189–207. doi: 10.1113/jphysiol.2001.012890

Ha, G. E., Lee, J., Kwak, H., Song, K., Kwon, J., Jung, S. Y., et al. (2016). The Ca(2+)-
activated chloride channel anoctamin-2 mediates spike-frequency adaptation
and regulates sensory transmission in thalamocortical neurons. Nat. Commun.
7:13791. doi: 10.1038/ncomms13791

Hantman, A. W., van den Pol, A. N., and Perl, E. R. (2004). Morphological and
physiological features of a set of spinal substantia gelatinosa neurons defined
by green fluorescent protein expression. J. Neurosci. 24, 836–842. doi: 10.1523/
JNEUROSCI.4221-03.2004

Hogan, Q. H., and Poroli, M. (2008). Hyperpolarization-activated current (I(h))
contributes to excitability of primary sensory neurons in rats. Brain Res. 1207,
102–110. doi: 10.1016/j.brainres.2008.02.066

Hu, T., Liu, N. N., Lv, M. H., Ma, L. X., Peng, H. Z., Peng, S. C., et al. (2016).
Lidocaine inhibits HCN currents in rat spinal substantia gelatinosa neurons.
Anesth. Analg. 122, 1048–1059. doi: 10.1213/ANE.0000000000001140

Hughes, D. I., Sikander, S., Kinnon, C. M., Boyle, K. A., Watanabe, M., Callister,
R. J., et al. (2012). Morphological, neurochemical and electrophysiological
features of parvalbumin-expressing cells: a likely source of axo-axonic inputs in
the mouse spinal dorsal horn. J. Physiol. 590, 3927–3951. doi: 10.1113/jphysiol.
2012.235655

Iwagaki, N., Ganley, R. P., Dickie, A. C., Polgár, E., Hughes, D. I., Del Rio, P.,
et al. (2016). A combined electrophysiological and morphological study of
neuropeptide Y-expressing inhibitory interneurons in the spinal dorsal horn of
the mouse. Pain 157, 598–612. doi: 10.1097/j.pain.0000000000000407

Kuner, R. (2010). Central mechanisms of pathological pain. Nat. Med. 16, 1258–
1266. doi: 10.1038/nm.2231

Kurowski, P., Grzelka, K., and Szulczyk, P. (2018). Ionic mechanism underlying
rebound depolarization in medial prefrontal cortex pyramidal neurons. Front.
Cell. Neurosci. 12:93. doi: 10.3389/fncel.2018.00093

Large, E. W., and Crawford, J. D. (2002). Auditory temporal computation: interval
selectivity based on post-inhibitory rebound. J. Comput. Neurosci. 13, 125–142.
doi: 10.1023/a:1020162207511

Liu, N. N., Zhang, D. Y., Zhu, M. Y., Luo, S. W., and Liu, T. (2015). Minocycline
inhibits hyperpolarization-activated currents in rat substantia gelatinosa
neurons. Neuropharmacology 95, 110–120. doi: 10.1016/j.neuropharm.2015.03.
001

Lopez-Garcia, J. A., and King, A. E. (1994). Membrane properties of physiologically
classified rat dorsal horn neurons in vitro: correlation with cutaneous sensory
afferent input. Eur. J. Neurosci. 6, 998–1007. doi: 10.1111/j.1460-9568.1994.
tb00594.x

Lu, V. B., Moran, T. D., Balasubramanyan, S., Alier, K. A., Dryden, W. F.,
Colmers, W. F., et al. (2006). Substantia Gelatinosa neurons in defined-medium
organotypic slice culture are similar to those in acute slices from young adult
rats. Pain 121, 261–275. doi: 10.1016/j.pain.2006.01.009

Lu, Y., and Perl, E. R. (2003). A specific inhibitory pathway between substantia
gelatinosa neurons receiving direct C-fiber input. J. Neurosci. 23, 8752–8758.
doi: 10.1523/jneurosci.23-25-08752.2003

Lu, Y., and Perl, E. R. (2005). Modular organization of excitatory circuits between
neurons of the spinal superficial dorsal horn (laminae I and II). J. Neurosci. 25,
3900–3907. doi: 10.1523/jneurosci.0102-05.2005

Maxwell, D. J., Belle, M. D., Cheunsuang, O., Stewart, A., and Morris, R. (2007).
Morphology of inhibitory and excitatory interneurons in superficial laminae
of the rat dorsal horn. J. Physiol. 584, 521–533. doi: 10.1113/jphysiol.2007.14
0996

Melnick, I. V. (2011). A-type K+ current dominates somatic excitability of delayed
firing neurons in rat substantia gelatinosa. Synapse 65, 601–607. doi: 10.1002/
syn.20879

Melnick, I. V., Santos, S. F., and Safronov, B. V. (2004). Mechanism of spike
frequency adaptation in substantia gelatinosa neurones of rat. J. Physiol. 559,
383–395. doi: 10.1113/jphysiol.2004.066415

Mesnage, B., Gaillard, S., Godin, A. G., Rodeau, J. L., Hammer, M., Von Engelhardt,
J., et al. (2011). Morphological and functional characterization of cholinergic
interneurons in the dorsal horn of the mouse spinal cord. J. Comp. Neurol. 519,
3139–3158. doi: 10.1002/cne.22668

Olschewski, A., Schnoebel-Ehehalt, R., Li, Y., Tang, B., Bräu, M. E., and Wolff,
M. (2009). Mexiletine and lidocaine suppress the excitability of dorsal horn
neurons. Anesth. Analg. 109, 258–264. doi: 10.1213/ane.0b013e3181a3d5d8

Oswald, A. M., Chacron, M. J., Doiron, B., Bastian, J., and Maler, L.
(2004). Parallel processing of sensory input by bursts and isolated
spikes. J. Neurosci. 24, 4351–4362. doi: 10.1523/JNEUROSCI.0459-04.
2004

Papp, I., Holló, K., and Antal, M. (2010). Plasticity of hyperpolarization-activated
and cyclic nucleotid-gated cation channel subunit 2 expression in the spinal
dorsal horn in inflammatory pain. Eur. J. Neurosci. 32, 1193–1201. doi: 10.1111/
j.1460-9568.2010.07370.x

Pedroarena, C. M. (2010). Mechanisms supporting transfer of inhibitory signals
into the spike output of spontaneously firing cerebellar nuclear neurons in vitro.
Cerebellum 9, 67–76. doi: 10.1007/s12311-009-0153-1

Peirs, C., Dallel, R., and Todd, A. J. (2020). Recent advances in our understanding
of the organization of dorsal horn neuron populations and their contribution
to cutaneous mechanical allodynia. J. Neural. Transm. (Vienna) 127, 505–525.
doi: 10.1007/s00702-020-02159-1

Peng, S. C., Wu, J., Zhang, D. Y., Jiang, C. Y., Xie, C. N., and Liu, T. (2017).
Contribution of presynaptic HCN channels to excitatory inputs of spinal
substantia gelatinosa neurons. Neuroscience 358, 146–157. doi: 10.1016/j.
neuroscience.2017.06.046

Polgár, E., Sardella, T. C. P., Tiong, S. Y. X., Locke, S., Watanabe, M., and Todd, A. J.
(2013). Functional differences between neurochemically defined populations
of inhibitory interneurons in the rat spinal dorsal horn. Pain 154, 2606–2615.
doi: 10.1016/j.pain.2013.05.001

Punnakkal, P., von Schoultz, C., Haenraets, K., Wildner, H., and Zeilhofer, H. U.
(2014). Morphological, biophysical and synaptic properties of glutamatergic
neurons of the mouse spinal dorsal horn. J. Physiol. 592, 759–776. doi: 10.1113/
jphysiol.2013.264937

Rivera-Arconada, I., and Lopez-Garcia, J. A. (2015). Characterisation of rebound
depolarisation in mice deep dorsal horn neurons in vitro. Pflugers Arch. 467,
1985–1996. doi: 10.1007/s00424-014-1623-y

Frontiers in Cellular Neuroscience | www.frontiersin.org 14 September 2021 | Volume 15 | Article 73687922

https://doi.org/10.1016/j.celrep.2019.06.040
https://doi.org/10.1016/j.celrep.2019.06.040
https://doi.org/10.1038/s41598-019-39703-3
https://doi.org/10.4081/ejh.2019.2988
https://doi.org/10.1016/j.neuron.2016.09.010
https://doi.org/10.1016/j.cell.2014.11.003
https://doi.org/10.1007/s12264-017-0136-z
https://doi.org/10.1113/jphysiol.2011.215632
https://doi.org/10.1177/1744806919836569
https://doi.org/10.1523/jneurosci.0406-15.2015
https://doi.org/10.1523/jneurosci.0406-15.2015
https://doi.org/10.3389/fnmol.2020.00032
https://doi.org/10.1097/j.pain.0000000000002067
https://doi.org/10.1113/jphysiol.2001.012890
https://doi.org/10.1038/ncomms13791
https://doi.org/10.1523/JNEUROSCI.4221-03.2004
https://doi.org/10.1523/JNEUROSCI.4221-03.2004
https://doi.org/10.1016/j.brainres.2008.02.066
https://doi.org/10.1213/ANE.0000000000001140
https://doi.org/10.1113/jphysiol.2012.235655
https://doi.org/10.1113/jphysiol.2012.235655
https://doi.org/10.1097/j.pain.0000000000000407
https://doi.org/10.1038/nm.2231
https://doi.org/10.3389/fncel.2018.00093
https://doi.org/10.1023/a:1020162207511
https://doi.org/10.1016/j.neuropharm.2015.03.001
https://doi.org/10.1016/j.neuropharm.2015.03.001
https://doi.org/10.1111/j.1460-9568.1994.tb00594.x
https://doi.org/10.1111/j.1460-9568.1994.tb00594.x
https://doi.org/10.1016/j.pain.2006.01.009
https://doi.org/10.1523/jneurosci.23-25-08752.2003
https://doi.org/10.1523/jneurosci.0102-05.2005
https://doi.org/10.1113/jphysiol.2007.140996
https://doi.org/10.1113/jphysiol.2007.140996
https://doi.org/10.1002/syn.20879
https://doi.org/10.1002/syn.20879
https://doi.org/10.1113/jphysiol.2004.066415
https://doi.org/10.1002/cne.22668
https://doi.org/10.1213/ane.0b013e3181a3d5d8
https://doi.org/10.1523/JNEUROSCI.0459-04.2004
https://doi.org/10.1523/JNEUROSCI.0459-04.2004
https://doi.org/10.1111/j.1460-9568.2010.07370.x
https://doi.org/10.1111/j.1460-9568.2010.07370.x
https://doi.org/10.1007/s12311-009-0153-1
https://doi.org/10.1007/s00702-020-02159-1
https://doi.org/10.1016/j.neuroscience.2017.06.046
https://doi.org/10.1016/j.neuroscience.2017.06.046
https://doi.org/10.1016/j.pain.2013.05.001
https://doi.org/10.1113/jphysiol.2013.264937
https://doi.org/10.1113/jphysiol.2013.264937
https://doi.org/10.1007/s00424-014-1623-y
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-15-736879 September 16, 2021 Time: 15:16 # 15

Zhu et al. SG Neurons With Rebound Depolarization

Ruscheweyh, R., and Sandkuhler, J. (2002). Lamina-specific membrane and
discharge properties of rat spinal dorsal horn neurones in vitro. J. Physiol. 541,
231–244. doi: 10.1113/jphysiol.2002.017756

Sanchez-Vives, M. V., and McCormick, D. A. (2000). Cellular and network
mechanisms of rhythmic recurrent activity in neocortex. Nat. Neurosci. 3,
1027–1034. doi: 10.1038/79848

Sangrey, T., and Jaeger, D. (2010). Analysis of distinct short and prolonged
components in rebound spiking of deep cerebellar nucleus neurons. Eur. J.
Neurosci. 32, 1646–1657. doi: 10.1111/j.1460-9568.2010.07408.x

Sinha, G. P., Prasoon, P., Smith, B. N., and Taylor, B. K. (2021). Fast A-type currents
shape a rapidly adapting form of delayed short latency firing of excitatory
superficial dorsal horn neurons that express the NPY Y1 receptor. J. Physiol.
599, 2723–2750. doi: 10.1113/jp281033

Smith, K. M., Boyle, K. A., Madden, J. F., Dickinson, S. A., Jobling, P., Callister,
R. J., et al. (2015). Functional heterogeneity of calretinin-expressing neurons
in the mouse superficial dorsal horn: implications for spinal pain processing.
J. Physiol. 593, 4319–4339. doi: 10.1113/JP270855

Sun, H., Zhang, H., Ross, A., Wang, T. T., Al-Chami, A., and Wu, S. H. (2020).
Developmentally regulated rebound depolarization enhances spike timing
precision in auditory midbrain neurons. Front. Cell. Neurosci. 14:236. doi:
10.3389/fncel.2020.00236

Surges, R., Sarvari, M., Steffens, M., and Els, T. (2006). Characterization of rebound
depolarization in hippocampal neurons. Biochem. Biophys. Res. Commun. 348,
1343–1349. doi: 10.1016/j.bbrc.2006.07.193

Tadayonnejad, R., Mehaffey, W. H., Anderson, D., and Turner, R. W. (2009).
Reliability of triggering postinhibitory rebound bursts in deep cerebellar
neurons. Channels (Austin) 3, 149–155. doi: 10.4161/chan.3.3.8872

Tadros, M. A., Harris, B. M., Anderson, W. B., Brichta, A. M., Graham, B. A.,
and Callister, R. J. (2012). Are all spinal segments equal: intrinsic membrane
properties of superficial dorsal horn neurons in the developing and mature
mouse spinal cord. J. Physiol. 590, 2409–2425. doi: 10.1113/jphysiol.2012.
227389

Tiong, S. Y., Polgár, E., van Kralingen, J. C., Watanabe, M., and Todd, A. J.
(2011). Galanin-immunoreactivity identifies a distinct population of inhibitory
interneurons in laminae I-III of the rat spinal cord. Mol. Pain 7:36. doi: 10.1186/
1744-8069-7-36

Todd, A. J. (2010). Neuronal circuitry for pain processing in the dorsal horn. Nat.
Rev. Neurosci. 11, 823–836. doi: 10.1038/nrn2947

Todd, A. J. (2017). Identifying functional populations among the interneurons
in laminae I-III of the spinal dorsal horn. Mol. Pain 13:1744806917693003.
doi: 10.1177/1744806917693003

Todd, A. J., and Sullivan, A. C. (1990). Light microscope study of the coexistence
of GABA-like and glycine-like immunoreactivities in the spinal cord of the rat.
J. Comp. Neurol. 296, 496–505. doi: 10.1002/cne.902960312

Wang, X. X., Jin, Y., Sun, H., Ma, C., Zhang, J., Wang, M., et al. (2016).
Characterization of rebound depolarization in neurons of the rat medial
geniculate body in vitro. Neurosci. Bull. 32, 16–26. doi: 10.1007/s12264-015-
0006-5

Wu, J., Peng, S. C., Xiao, L. H., Cheng, X. E., Kuang, H. X., Zhu, M. Y., et al.
(2018). Cell-type specific distribution of T-Type calcium currents in Lamina II
neurons of the rat spinal cord. Front. Cell. Neurosci. 12:370. doi: 10.3389/fncel.
2018.00370

Yasaka, T., Kato, G., Furue, H., Rashid, M. H., Sonohata, M., Tamae, A., et al.
(2007). Cell-type-specific excitatory and inhibitory circuits involving primary
afferents in the rat spinal dorsal horn in vitro. J. Physiol. 581, 603–618. doi:
10.1113/jphysiol.2006.123919

Yasaka, T., Tiong, S. Y., Hughes, D. I., Riddell, J. S., and Todd, A. J. (2010).
Populations of inhibitory and excitatory interneurons in lamina II of the
adult rat spinal dorsal horn revealed by a combined electrophysiological and
anatomical approach. Pain 151, 475–488. doi: 10.1016/j.pain.2010.08.008

Zhang, C., Tonsfeldt, K. J., Qiu, J., Bosch, M. A., Kobayashi, K., Steiner, R. A.,
et al. (2013). Molecular mechanisms that drive estradiol-dependent burst
firing of Kiss1 neurons in the rostral periventricular preoptic area. Am. J.
Physiol. Endocrinol. Metab. 305, E1384–E1397. doi: 10.1152/ajpendo.00406.
2013

Zheng, J., Lu, Y., and Perl, E. R. (2010). Inhibitory neurones of the spinal substantia
gelatinosa mediate interaction of signals from primary afferents. J. Physiol. 588,
2065–2075. doi: 10.1113/jphysiol.2010.188052

Zheng, N., and Raman, I. M. (2009). Ca currents activated by spontaneous firing
and synaptic disinhibition in neurons of the cerebellar nuclei. J. Neurosci. 29,
9826–9838. doi: 10.1523/JNEUROSCI.2069-09.2009

Zhu, M. Y., Idikuda, V. K., Wang, J. B., Wei, F. S., Kumar, V., Shah, N., et al.
(2018). Shank3-deficient thalamocortical neurons show HCN channelopathy
and alterations in intrinsic electrical properties. J. Physiol. 596, 1259–1276.
doi: 10.1113/jp275147

Zhu, M. Y., Zhang, D. Y., Peng, S. C., Liu, N. N., Wu, J., Kuang, H. X., et al. (2019).
Preparation of acute spinal cord slices for whole-cell patch-clamp recording in
substantia gelatinosa neurons. J. Vis. Exp. 143:e58479. doi: 10.3791/58479

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2021 Zhu, Yan, Cao, Zeng, Xu, Shen, Li, Luo, Wang, Zhang, Zhang,
Zhang and Liu. This is an open-access article distributed under the terms of
the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) and the
copyright owner(s) are credited and that the original publication in this journal
is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

Frontiers in Cellular Neuroscience | www.frontiersin.org 15 September 2021 | Volume 15 | Article 73687923

https://doi.org/10.1113/jphysiol.2002.017756
https://doi.org/10.1038/79848
https://doi.org/10.1111/j.1460-9568.2010.07408.x
https://doi.org/10.1113/jp281033
https://doi.org/10.1113/JP270855
https://doi.org/10.3389/fncel.2020.00236
https://doi.org/10.3389/fncel.2020.00236
https://doi.org/10.1016/j.bbrc.2006.07.193
https://doi.org/10.4161/chan.3.3.8872
https://doi.org/10.1113/jphysiol.2012.227389
https://doi.org/10.1113/jphysiol.2012.227389
https://doi.org/10.1186/1744-8069-7-36
https://doi.org/10.1186/1744-8069-7-36
https://doi.org/10.1038/nrn2947
https://doi.org/10.1177/1744806917693003
https://doi.org/10.1002/cne.902960312
https://doi.org/10.1007/s12264-015-0006-5
https://doi.org/10.1007/s12264-015-0006-5
https://doi.org/10.3389/fncel.2018.00370
https://doi.org/10.3389/fncel.2018.00370
https://doi.org/10.1113/jphysiol.2006.123919
https://doi.org/10.1113/jphysiol.2006.123919
https://doi.org/10.1016/j.pain.2010.08.008
https://doi.org/10.1152/ajpendo.00406.2013
https://doi.org/10.1152/ajpendo.00406.2013
https://doi.org/10.1113/jphysiol.2010.188052
https://doi.org/10.1523/JNEUROSCI.2069-09.2009
https://doi.org/10.1113/jp275147
https://doi.org/10.3791/58479
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


REVIEW
published: 03 January 2022

doi: 10.3389/fncel.2021.814012

Frontiers in Cellular Neuroscience | www.frontiersin.org 1 January 2022 | Volume 15 | Article 814012

Edited by:

Enrico Cherubini,

European Brain Research

Institute, Italy

Reviewed by:

Rustem Khazipov,

Institut National de la Santé et de la

Recherche Médicale

(INSERM), France

Guillermina Lopez-Bendito,

Miguel Hernández University of

Elche, Spain

*Correspondence:

Heiko J. Luhmann

luhmann@uni-mainz.de

Specialty section:

This article was submitted to

Cellular Neurophysiology,

a section of the journal

Frontiers in Cellular Neuroscience

Received: 12 November 2021

Accepted: 09 December 2021

Published: 03 January 2022

Citation:

Luhmann HJ (2022) Neurophysiology

of the Developing Cerebral Cortex:

What We Have Learned and What We

Need to Know.

Front. Cell. Neurosci. 15:814012.

doi: 10.3389/fncel.2021.814012

Neurophysiology of the Developing
Cerebral Cortex: What We Have
Learned and What We Need to Know

Heiko J. Luhmann*

Institute of Physiology, University Medical Center Mainz, Mainz, Germany

This review article aims to give a brief summary on the novel technologies, the challenges,

our current understanding, and the open questions in the field of the neurophysiology of

the developing cerebral cortex in rodents. In the past, in vitro electrophysiological and

calcium imaging studies on single neurons provided important insights into the function

of cellular and subcellular mechanism during early postnatal development. In the past

decade, neuronal activity in large cortical networks was recorded in pre- and neonatal

rodents in vivo by the use of novel high-density multi-electrode arrays and genetically

encoded calcium indicators. These studies demonstrated a surprisingly rich repertoire of

spontaneous cortical and subcortical activity patterns, which are currently not completely

understood in their functional roles in early development and their impact on cortical

maturation. Technological progress in targeted genetic manipulations, optogenetics,

and chemogenetics now allow the experimental manipulation of specific neuronal cell

types to elucidate the function of early (transient) cortical circuits and their role in the

generation of spontaneous and sensory evoked cortical activity patterns. Large-scale

interactions between different cortical areas and subcortical regions, characterization of

developmental shifts from synchronized to desynchronized activity patterns, identification

of transient circuits and hub neurons, role of electrical activity in the control of glial

cell differentiation and function are future key tasks to gain further insights into the

neurophysiology of the developing cerebral cortex.

Keywords: cerebral cortex, neurophysiology, development, rodent, methods

INTRODUCTION—WHAT ARE OUR TOOLS?

In the last decade life sciences has shown a tremendous progress in developing and improving novel
technologies. In cellular neurophysiology classical electrophysiological recording techniques and
cellular imaging methods are very successfully combined with new tools in molecular biology and
genetics to gain deeper insights into the function of single neurons and defined neuronal networks.
Using the powerful Patch-seq technique, whole-cell patch-clamp recordings can be combined with
morphological reconstructions, immunohistochemistry, and single-cell RNA-sequencing (scRNA-
seq) to perform a multidimensional characterization of a single cell and to correlate the gene
expression profile with its structural and functional properties (Cadwell et al., 2017; Scala et al.,
2021). When combined with retrograde labeling, information on the projection patterns of single
neurons can be added (Peng et al., 2021). Laser capture microdissection allows the transcriptomic
characterization of subcellular compartments, such as soma vs. dendrite (Perez et al., 2021). Paired
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recordings from synaptically connected neurons combined with
precise 3D reconstructions of the cells’ morphology provided
very detailed information on the function of local neuronal
networks, e.g., a cortical column (Feldmeyer et al., 2018).
With the vitro multi-patch approach 10–15 neurons can be
simultaneously patch-clamp recorded, intracellularly labeled and
subsequently analyzed in their synaptic connectivity (Peng et al.,
2019). Functional connectivitymaps at a larger scale, but with less
temporal and spatial precision, can be obtained in brain slices
with caged glutamate laser-scanning photostimulation (Meng
et al., 2020).

Beside these advances in in vitro neurophysiology, in
vivo recording, and stimulation techniques became also very
powerful. Two-photon microscopy can be used to accomplish
whole-cell membrane potential recordings of fluorescently
labeled and genetically defined neurons in awake head-fixed
mice while performing specific behavioral tasks (Petersen,
2017). Juxtacellular stimulation and recording of single cells
in head-fixed or freely moving rats allows to study the role
of single neurons in cognition and behavior (Houweling and
Brecht, 2008; Tang et al., 2014). The number of simultaneously
recorded neurons increased over the last decade from a few
hundreds to a few thousands (Steinmetz et al., 2019; Perez-
Prieto and Delgado-Restituto, 2021) and we may soon approach
the neurophysiologist’s dream (or nightmare?) to “concurrently
record electrical spikes from every neuron in a mammalian
brain” (Kleinfeld et al., 2019). To reach this aim, close
cooperations with other scientific fields are already on-going
(Jun et al., 2017; Garcia-Etxarri and Yuste, 2021). Material
sciences and electronic engineering will foster the development
of biocompatible multi-electrode arrays with very high number
of electrodes, which can be used for recordings of single units and
focal electrical stimulation (Jun et al., 2017; Kleinfeld et al., 2019;
Perez-Prieto and Delgado-Restituto, 2021). Recently, chronic
single unit recordings could be obtained from freely moving rats
over up to 4months with Neuropixel electrodes (Luo et al., 2020).
These technological developments will also have an impact on
experimental and clinical approaches of deep brain stimulation
and brain-machine interfaces.

In the last decade subcellular, cellular, meso-scale, and large-
scale imaging methods also showed tremendous technological
progress. Genetically encoded calcium indicators, mostly from
the GCaMP family, are powerful tools to monitor neuronal
activity in small networks up to large-scale dynamics in
behaving animals (Cardin et al., 2020; Linden et al., 2021; Ren
and Komiyama, 2021). The large majority of these in vivo
studies are restricted to upper neocortical regions because of
technical limitations (Yang and Yuste, 2017). However, red-
shifted fluorescent calcium indicators (Tischbirek et al., 2017)
and three-photon microscopy (Takasaki et al., 2019) now enables
imaging of deep cortical layers with single-cell resolution.
Longitudinal calcium imaging from cortical and also deep
brain structures can be obtained in freely behaving mice with
the (wireless) miniature fluorescence microscope (miniScope)
technology (Barbera et al., 2019; Zhang et al., 2019), which also
allows recording of neuronal activity at single-cell resolution.
Recently high-resolution two-photon calcium imaging of both

cortical hemispheres have been performed in awake head-
fixed mice (Barson et al., 2020; Cardin et al., 2020). This
powerful method allows for the first time the analysis of the
entire cortical mantle with cellular resolution. However, calcium
imaging still has a number of disadvantages when compared to
cellular neurophysiology. Electrophysiological recordings with
sub-millisecond resolution provides high temporal information
on the spiking output of the neuron, whereas calcium imaging
cannot directly monitor the output, but rather monitors the
increase in [Ca2+]i following (subthreshold) synaptic activation
and internal state changes (West et al., 2001). A recent study in
the visual cortex of awake mice using the genetically encoded
calcium indicator GCaMP6f and extracellular recordings with
silicon probes demonstrated the advantages and disadvantages
of both methods (Siegle et al., 2021). While electrophysiological
recordings showed a higher fraction of units with stimulus-
driven activity, GCaMP6f calcium imaging revealed a higher
selectivity (sharper tuning) among responsive neurons. Another
in vivo study in the visual cortex of awake transgenic mice
expressing GCaMP6s or GCaMP6f demonstrated that <10% and
20–30%, respectively, of isolated single spikes were detectable
with calcium imaging (Huang et al., 2021). Critical assessment
of calcium imaging data (Rupprecht et al., 2021) and the
development of new calcium indicators with fast kinetics (such
as jGCaMP8) may solve some of these problems (Zhang et al.,
2021).

Subthreshold synaptic inputs are very difficult to detect with
somatic calcium signals. Genetically encoded voltage indicators
(GEVIs) can monitor subthreshold transmembrane potential
dynamics in vitro and in vivo (Bando et al., 2019). The classical
voltage-sensitive dyes developed over the last 30 years were most
valuable in elucidating cortical function (Grinvald et al., 2016).
The GEVIs have the advantage that they can be targeted to
specific cell types and when combined with 2-photon excitation
allows imaging of membrane potential dynamics with single-
cell resolution in the cerebral cortex in vivo (Bando et al.,
2019). GEVIs can be also used at the subcellular level, e.g., to
study action potential generation at the axon initial segment
or transmitter release at the presynaptic terminal (Panzera and
Hoppa, 2019).

Beside this progress in cellular electrophysiological and
imaging techniques a number of novel genetic and molecular
biological methods became most valuable tools to manipulate
gene expression and activity of defined single cells during
distinct time points of development. Targeted gene delivery via
in vivo (e.g., in utero) electroporation (De Vry et al., 2010),
directed genetic manipulations by CRISPR-based technology
(Kampmann, 2020), viral tools for specific cell and circuit
manipulation (Vormstein-Schneider et al., 2020), Designer
Receptors Exclusively Activated by Designer Drugs (DREADD)-
based chemogenetic tools (Roth, 2016), and optogenetics
(Deisseroth, 2015) are used to activate or silence specific neurons.
Some of these methods, especially optogenetics, become even
more powerful when combined with in vivo targeted whole-cell
recordings in behaving animals (Gasselin et al., 2021) or with
miniScope technology in freely moving mice (de Groot et al.,
2020).
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These impressive methodological developments offer the
chance to booster interdisciplinary cooperations between experts
in cellular electrophysiology, molecular biology, and biostatistics
or biomathematicians, and as in the past, physicists are always
welcome. Does that mean that the times, that a cellular
neurophysiologist is sitting for 6–12 h alone at his/her in vitro or
in vivo set-up, obtaining all relevant data on-line and analyzing
the data with rather simple statistics and mathematics programs
is over?

The next three sections will focus on the cellular
neurophysiology of the developing cerebral cortex in rodents.
Since the function of individual neurons is not only determined
by its intrinsic properties, but also by its synaptic inputs, early
cortical network activity will be also briefly discussed.

THE CHALLENGES OF STUDYING THE

NEUROPHYSIOLOGY OF THE

DEVELOPING CEREBRAL CORTEX IN

RODENTS

Everybody who studies the cellular and network properties of the
cerebral cortex in newborn rodents faces a number of challenges.
In mice and rats (and in many other mammals such as ferrets),
the cerebral cortex at birth has not yet reached its mature
six-layered structure. Neurons are still migrating to their final
location in layer (L) 2 and L3, perhaps even L4, and these layers
are formed until postnatal day (P) 2–3. This migration process,
as neuronal proliferation and differentiation (for review Uhlen
et al., 2015), is controlled by spontaneous intracellular calcium
transients (Bando et al., 2016). Thus, the neocortical network of a
newborn rodent changes its layered architecture on a daily basis!

This add-on process in neocortical layering is accompanied
by the reorganization of an early transient cortical network,
which at birth consists of the marginal zone (later L1), the
cortical plate (later L2–L6) and the subplate (for review Kanold
and Luhmann, 2010; Hoerder-Suabedissen and Molnár, 2015).
At late embryonic and early postnatal stage thalamocortical
afferents form functional glutamatergic synapses with subplate
neurons, which play important roles in synaptic plasticity
and synchronized network activity of the developing cortical
network (for review Colonnese and Phillips, 2018; López-
Bendito, 2018; Luhmann et al., 2018; Molnár et al., 2020).
Between P1 and P2, these thalamocortical fibers disconnect
from the subplate and innervate their final targets in L4 and
L5/6. Another transient thalamocortical circuit is assembled by
infragranular somatostatin (SST) expressing interneurons which
innervate parvalbumin (PV) and pyramidal neurons. This early
thalamocortical-intracortical circuit disappears by the end of
the first postnatal week and is important for the development
of thalamic feedforward inhibition via PV interneurons
(Tuncdemir et al., 2016). Using transgenic mouse lines Marques-
Smith et al. identified in the neonatal mouse somatosensory a
transient and activity-dependent early reciprocal circuit cortex
between L5b SST-positive interneurons and L4 spiny stellate cells
(Marques-Smith et al., 2016). Thus, the newborn rodent cortex

exhibits a number of transient circuits and changes its thalamic
activation pattern within 3–4 days.

Beside subplate cells, other neocortical neurons also fulfill
important roles in early cortical development and are only
transiently present during peri-/neonatal stages. Cajal-Retzius
neurons in the marginal zone/L1 control a number of important
developmental processes and mostly disappear by programmed
cell death (apoptosis) during the first postnatal days after
termination of neuronal migration (Causeret et al., 2021).
Beside subplate and Cajal-Retzius neurons, glutamatergic and
GABAergic neurons also die to a large extent by apoptosis
during the first postnatal week (with a peak at ∼P7) (Causeret
et al., 2018). Notably, this apoptosis process is strongly regulated
by electrical activity (Blanquie et al., 2017; Riva et al., 2019).
Beside the activity-dependent control in overall cell number,
the axonal and dendritic morphology and synaptic connectivity
of single cortical neurons is also regulated by early activity
(Callaway and Borrell, 2011; Malyshevskaya et al., 2013;
Grant et al., 2016) (for review Leighton and Lohmann, 2016).
Defined subpopulations of GABAergic interneurons control
spontaneous cortical activity patterns and play central roles
in the early postnatal development of the cerebral cortex
(Leighton et al., 2021). During the first two postnatal week,
vasocative-intestinal-peptide and somatostatin interneurons
undergo developmental transitions in their cortical function
and their processing of sensory information (Kastli et al., 2020).
Well-connected early generated interneurons with relatively
mature electrophysiological and morphological properties
exert a strong influence on cortical activity and ablation of
these neurons disturbs spontaneous activity and inhibitory
synapse formation (Wang et al., 2019). Using longitudinal in
vivo calcium imaging of somatosensory cortical activity in non-
anesthetized mouse pups, Duan et al. convincely demonstrated
that developmental network patterns in interneurons and
pyramidal cells are essential for the assembly of neocortical
circuits and for the control of interneurons’ cell death (Duan
et al., 2020). Using in vivo imaging in the developing mouse
barrel cortex, Modol et al. show that PV interneurons form
transient periphery-driven and experience-dependent patches of
correlated activity (Modol et al., 2020). Embryonic disturbances
in interneuron generation and cortical network integration
cause a transient dysfunction with long-term behavioral
consequences (Magno et al., 2021). Thus, during the first two
postnatal weeks the rodent cerebral cortex is characterized
by the deconstruction of transient neuronal networks and
simultaneously by the construction of its characteristic six-
layered, columnar architecture, intracortical microcircuits,
corticothalamic connections, and corticocortical connections.

Spontaneous and sensory evoked activity, monitored by
calcium imaging in vivo, has been not only observed in
neurons of the developing cerebral cortex (Rochefort et al.,
2009; Yuryev et al., 2018), but also in astrocytes (Wang
et al., 2006). In the embryonic ventricular zone spontaneous
calcium waves propagate through radial glia cells and modulate
proliferation (Weissman et al., 2004). Astrocytes in newborn
mouse neocortical slices reveal spontaneous ultraslow (∼2 per
hour) and very long (∼8min) sodium fluctuations that are

Frontiers in Cellular Neuroscience | www.frontiersin.org 3 January 2022 | Volume 15 | Article 81401226

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles


Luhmann Neurophysiology of the Developing Neocortex

largely restricted to the first postnatal week (Felix et al., 2019).
The mechanisms underlying this slow activity and its functional
role are currently unknown. Spontaneous activity controls
myelination since oligodendrocytes preferentially myelinate
electrically active axons via axo-glial interactions leading to
local calcium rises in glial cell processes (Wake et al., 2015).
In vitro data indicate that patterned neuronal activity promotes
the survival of oligodendrocytes (Gary et al., 2012) and that
GABA released from inhibitory neurons controls myelination
and internode length thereby tuning the conduction velocity
(Hamilton et al., 2017). Vice versa, oligodendrocyte precursor
cells not only respond to, but also modulate neuronal network
function, demonstrating a bidirectional glia-neuron cross-talk
(Sakry et al., 2014).

This developmental reorganization in cortical structure is
accompanied by four neurophysiological processes, which have
a strong impact on early cortical function and development.
As in the hippocampus (Ben-Ari, 2014), the cerebral cortex
also shows a developmental shift in GABA action from
depolarizing/excitatory to hyperpolarizing/inhibitory (for review
Kirmse et al., 2018; Kilb, 2020). This shift in GABA action
differs between in vitro and in vivo preparations as shown by
optogenetic studies (Valeeva et al., 2016). Electrophysiological
differences between in vitro and in vivo preparations have been
further reported following the deletion of NKCC1, the primary
chloride inward transporter (Graf et al., 2021). In vivo reports
(Kirmse et al., 2015; Murata and Colonnese, 2020) and modeling
studies (Lombardi et al., 2021) provide a more complex picture
of the developmental shift in GABA action, especially when
on-going spatiotemporal interactions between GABAergic and
glutamatergic inputs are taken into account (for review Kilb,
2021). It is not the aim of this short review to summarize
the current data on this topic, but it is well-accepted that the
intracellular chloride concentration is regulated by development,
various molecular factors, and neuronal activity (Kaila et al.,
2014; Watanabe and Fukuda, 2015; Virtanen et al., 2020, 2021).
Thus, the action and function of the important neurotransmitter
GABA, and also glycine and taurine (for review Kilb and Fukuda,
2017), changes dramatically during the first postnatal week in
rodent cortex!

The second developmental change in cortical function is
the transition from electrical coupling via gap junctions to
mostly chemical synaptic transmission (Valiullina et al., 2016; Yao
et al., 2016). During embryonic and early postnatal development,
gap junctions play important roles in various developmental
processes (Allene and Cossart, 2010; Niculescu and Lohmann,
2014). Yu et al. found strong electrical coupling between clonally
related excitatory neurons in columnar manner forming the
functional template of ontogenetic columns (Yu et al., 2012).
Lineage-related electrical coupling has been also demonstrated
between interneurons of the same subtype over an extended
period of time and across a range of distances (Zhang et al., 2017).
At later stages electrical synapses may interact with chemical
synapses (Pereda, 2014). Neonatal connexin 26 removal impairs
neocortical development and leads to elevated anxiety (Su et al.,
2017). With maturation intercellular communication via gap
junctions largely disappears during the second postnatal week

and remains restricted to specific cell types, mostly interneurons
(Connors, 2017), or cell compartments as axo-axonal coupling
(Traub et al., 2004). Thus, intercellular functional interactions
shift from electrical coupling to chemical synaptic transmission!

The third developmental change in cortical function is the
transition from highly synchronized network activity during the
late prenatal/early postnatal period to a more desynchronized
state at later stages. Using two-photon calcium imaging
of the barrel cortex in vivo, Mizuno et al. demonstrated
that during the first postnatal week L4 neurons within
one barrel show synchronized spontaneous activity (Mizuno
et al., 2018). This patchwork activity pattern disappeared
during the second postnatal week when L4 neurons fired
asynchronously within one barrel. Several spontaneous network
activity patterns (cortical early network oscillations, spindle
bursts/delta brushes, early gamma oscillations, cortical giant
depolarizing potentials, spontaneous activity transients, and
others) have been characterized in the neonatal cerebral cortex of
various mammalian species, from mouse to human (Colonnese
and Khazipov, 2012; Luhmann et al., 2016; Luhmann and
Khazipov, 2018; Molnár et al., 2020). For some of these patterns,
the subplate and other transient cortical circuits play a central
role (Kanold and Luhmann, 2010; Colonnese and Phillips, 2018;
Luhmann et al., 2018). Beside these developmental changes in
the pattern of spontaneous activity, cortical processing of sensory
evoked activity undergoes a similar transition from bursting
in pre- and neonatal stages to continuous “adult-like” activity
during further development (Colonnese et al., 2010). Thus,
during early development the neocortex shifts from a highly
synchronized to a more desynchronized state!

The fourth developmental change in cortical function is
the gradual innervation of the cortical layers by ascending
neuromodulatory systems, such as the cholinergic, serotonergic,
dopaminergic, and the noradrenergic system. Although
the subplate receives functional neuromodulatory inputs
already at early stages (Hanganu and Luhmann, 2004; Dupont
et al., 2006; Hanganu et al., 2009), cortical layers 2 to 6
are only gradually innervated in an inside first—out side
last sequence (Calarco and Robertson, 1995; Mechawar and
Descarries, 2001). The emergence of the neuromodulatory
inputs accompanies the developmental switch from bursting
to continuous desynchronized activity (Colonnese et al., 2010)
and the developmental changes in vigilance states and active
movements (Mukherjee et al., 2017; Dooley et al., 2020; Glanz
et al., 2021). Thus, these neuromodulatory systems have a
progressively stronger influence on spontaneous and sensory
evoked cortical function during the early postnatal period.

These dramatic structural and functional changes in the
rodent developing cortex represent a major problem for
everybody studying early neocortical development in mice and
rats, because one should not (or better cannot) merge data from
different postnatal days. The neocortex of a P0 mouse is different
from that of a P1 mouse, and that differs from a P2 mouse!
In a careful and detailed study, one should either focus on one
single postnatal day (Mojtahedi et al., 2021) or form groups that
differ in age not more than 1–2 days (Yang et al., 2009; Shen and
Colonnese, 2016).
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NEUROPHYSIOLOGY OF THE

DEVELOPING CEREBRAL CORTEX: WHAT

WE HAVE LEARNED

Although recording techniques from freely moving rodents
are important and become increasingly more powerful, such
recordings from newborn rodents are only of limited value,
because newborn mice and rats do not actively move so
much during the first 10 postnatal days (van der Bourg et al.,
2017). However, newborn rodents are exposed to a variety of
sensory stimuli (e.g., from the proprioceptive and probably
vestibular system) and from passive interactions with the mother
and littermates. Sensory feedback from passive stimulation
by littermates trigger cortical activity (Akhmetshina et al.,
2016). Furthermore, spontaneous self-generated movements
(myoclonic twitches) can be already observed very early and play
an important role in the development of the sensorimotor system
(Inacio et al., 2016; Dooley et al., 2020; Gomez et al., 2021). Head-
fixation of newborn rodents allows simultaneous recordings of
large-scale neuronal activity and spontaneous movements of the
animal’s snout including the whiskers, the forelimbs, hindlimbs,
and the tail using electromyography (EMG) or multiple video
camera monitoring (Dooley and Blumberg, 2018; Glanz et al.,
2021; Gomez et al., 2021). Neuronal structures involved in
the generation or modulation of spontaneous movements in
newborns can be studied with imaging or multi-electrodes
recording techniques. Central pattern generator (CPG) networks
in spinal cord, brainstem, thalamus, motor cortex, and also
cerebellum are of pivotal interest (Colonnese and Khazipov,
2012; Blumberg et al., 2013; Luhmann et al., 2016) and as many
brain regions as possible should be recorded simultaneously
in awake animals. CPGs and motor-related networks may
trigger spontaneous movements, which subsequently activate the
sensory system, thereby promoting the spatio-temporal binding
of developing neuronal networks in the sensory-motor system. In
the somatosensory and motor cortex of newborn rodents spindle
burst and gamma oscillations mediate this binding process
(Khazipov et al., 2004, 2013; Yang et al., 2009, 2013; Minlebaev
et al., 2011; An et al., 2014; Luhmann and Khazipov, 2018; Dooley
et al., 2020; Glanz et al., 2021).

Spindle burst and gamma oscillatory activity has been also
demonstrated in the visual cortex of rodents before eye opening
(Ackman and Crair, 2014; Colonnese and Phillips, 2018). Spindle
bursts in the visual cortex are triggered by retinal bursts
(Hanganu et al., 2006; Colonnese and Khazipov, 2010) and are
modulated by the cholinergic system (Hanganu et al., 2006;
Ackman et al., 2012). Spontaneous activity generated in the
cochlea before hearing onset controls the development of central
auditory pathways (Tritsch et al., 2007;Wang et al., 2015), but the
function of spindle bursts and gamma oscillations in the auditory
cortex of newborn rodents is less clear as compared to those in
the visual and somatosensory system.

Nested gamma spindle bursts have been demonstrated
in the prefrontal–hippocampal network of the neonatal rat
(Brockmann et al., 2011; Bitzenhofer et al., 2015) and cholinergic
projections facilitate this oscillatory coupling by activation

of muscarinic acetylcholine receptors (Janiesch et al., 2011).
In neonatal mice optogenetic activation of channelrhodopsin-
expressing pyramidal neurons in L2/3, but not L5/6, of the
prefrontal cortex boost oscillatory activity in beta–gamma
frequency bands (Bitzenhofer et al., 2017).

In summary, spontaneous and sensory evoked activity pattern
recorded in sensory, motor and prefrontal cortex of newborn
rodents share many similarities and most likely fulfill similar
functions. It is not surprising that these activity patterns also
occur in the cerebral cortex of preterm human babies, when
the cortex resembles in its structure and function the cortex
of a newborn rodent (Colonnese et al., 2010; Luhmann and
Fukuda, 2020). The activity patterns recorded in different cortical
areas of preterm human babies are termed spindle bursts, delta
brushes, tracé discontinue, tracé alternant, and spontaneous
activity transients (SAT) (Vanhatalo and Kaila, 2006; Milh et al.,
2007; Colonnese et al., 2010; Chipaux et al., 2013; Koolen et al.,
2016) and serve as biomarkers for the cognitive and motor
development of the child (Iyer et al., 2015; Tokariev et al., 2019;
Moghadam et al., 2021).

Over the last decade we got deeper insights into the functional
roles of these early cortical activity patterns. During embryonic
stages spontaneous activity arising from the thalamus regulates
coordinate cortical sensory area patterning and drives the
emergence of functional cortical maps (Moreno-Juan et al.,
2017; Anton-Bolanos et al., 2018, 2019; Martini et al., 2021).
In newborn rodent cortex spontaneous and sensory evoked
cortical activity often locally synchronizes column-like networks
resembling early topographic cortical maps (Yang et al., 2013;
Kummer et al., 2016). At perinatal stage this columnar cortical
activity (“columnar burst,” Colonnese et al., 2010) is mediated
by the activation of a local network in the subplate (Dupont
et al., 2006; Hanganu et al., 2009). Removal of the subplate
in the neonatal rat barrel cortex reduces spindle burst activity
and prevents the development of the thalamocortical barrel field
patterning (Tolner et al., 2012). Li et al. have demonstrated that
not only the development of barrel-related columns, but also
the emergence of L4 depends on early activity, specifically on
glutamate released from thalamocortical afferents (Li et al., 2013).

In a number of elegant studies Hanganu-Opatz and
coworkers demonstrated how genetic or experimentally
induced manipulations in the oscillatory network activity in

neonatal prefrontal cortex results in long-term functional and
behavioral deficits (Chini and Hanganu-Opatz, 2021). In a

mouse model of mental disorders, Chini et al. demonstrated
an early-emerging prefrontal network dysfunction that

subsequently gives rise to cognitive deficits. They show that

this deficiency can be rescued by minocycline administration,
thus identifying a potential biomarker (Chini et al.,
2020). Bitzenhofer et al. manipulated early activity in the
prefrontal cortex of neonatal mice, resulting in disruption
of coordinated patterns of electrical activity, excitation-
inhibition imbalance, and impaired cognitive abilities at
adult age. Thus, prefrontal activity during development is
critical for adult network function and behavioral performance
(Bitzenhofer et al., 2021).

Frontiers in Cellular Neuroscience | www.frontiersin.org 5 January 2022 | Volume 15 | Article 81401228

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles


Luhmann Neurophysiology of the Developing Neocortex

THE OPEN QUESTIONS AND FUTURE

TASKS

This last section provides a personal viewpoint on the open
questions and tasks that should be addressed in the third
decade of the 21st century to gain further insights into
the neurophysiology of the developing cerebral cortex. If
possible, these studies should be performed in vivo in non-
anesthetized animals.

1) Study with cell resolution recording and imaging techniques
the large-scale interactions between different cortical areas
(sensory, association, prefrontal, motor) and subcortical
regions in pre- and early postnatal development. What are
the underlying mechanisms of local vs. global interactions
and what are their functions? Define the relationship and the
role of local vs. propagating activity.

2) Identify at different developmental stages the interactions
between spontaneous, movement related and sensory
evoked activity. Characterize the developmental shift from
synchronized to desynchronized network activity in sensory,
prefrontal, and motor system including subcortical regions.

3) What is the functional role of early cortical activity patterns
in shaping the pre- and early postnatal cortex at micro- (e.g.,
spines), meso- (e.g., microcircuitry), and macroscale (e.g.,
cortico-cortical connections)?

4) Determine the dynamic spatio-temporal action of GABA
and glycine during earliest (prenatal) stages of development
under non-anesthetized in vivo conditions and by the use of
non-invasive techniques?

5) Characterize the role of neuromodulators (e.g.,
acetylcholine, noradrenaline, serotonin) on cortical
neurophysiology at different developmental stages.

6) Define and elucidate the emergence of cognitive
functions, e.g., learning and memory, spatial navigation,
social interactions.

7) Characterize the role of distinct populations of early
generated GABAergic interneurons (Wang et al., 2019)
and identify and manipulate hub neurons in developing
neocortical networks (cf. hub neurons in immature
hippocampal networks Bonifazi et al., 2009; Picardo et al.,
2011; Bocchio et al., 2020).

8) In their seminal review article Connors and Gutnick
described in the rodent cerebral cortex three distinct
functional cell types based on their intrinsic firing pattern
(Connors and Gutnick, 1990): regular spiking, fast spiking
and bursting neurons. Over the last 30 years we learned
that cortical neurons, especially interneurons, can be
subdivided into many more cell type classes (DeFelipe et al.,
2013). A recent single-cell transcriptomic analysis of the
mouse primary motor cortex identified over 56 neuronal
cell types (Yao et al., 2021). Kriegstein and coworkers
recently characterized 138 neocortical cell type clusters
throughout the second trimester of human development
and demonstrated that “gene-expression patterns are
highly dynamic across cortical regions” and “borders
between clusters are fluid” (Bhaduri et al., 2021). Since it
is well-established that the firing pattern of neocortical

neurons in vivo is strongly regulated by the action of
modulatory systems (Steriade, 2001a), cell classifications
based on firing patterns may be also more “fluid” as
estimated by experimental protocols used in mostly in
vitro slice preparations. Thus, cell type classifications
in (developing) cerebral cortex should take technical
limitations (c.f. Steriade, 2001b) and dynamic changes
into account.

9) Identify the mechanisms and the functional role of activity-
dependent interactions between neurons and astrocytes,
oligodendrocytes, radial glia, and microglia in perinatal
cortex. How do certain spontaneous activity patterns
promotemyelination (for review Zuchero and Barres, 2013)?
How does neuronal activity influence the development of
the tri-partite synapse (for review Dallerac et al., 2018)
and “quad-partite” synapse including microglia (for review
Schafer et al., 2013)?

10) Characterize the neuro-glia-vessel communication in
perinatal cortex (Segarra et al., 2018) and identify a potential
role of early spontaneous and sensory evoked activity in
cortical vascularization and development of the blood-brain
barrier (Whiteus et al., 2013).

11) Critically evaluate the use of rodent models in
understanding early cortical development in humans
(Luhmann and Fukuda, 2020) and whether rodents fulfill
criteria to study preclinical manifestations of human
diseases (Al Dahhan et al., 2019).

12) Organoids may become most valuable models for early
cortical development in humans (Trujillo et al., 2019; Chan
et al., 2021). However, it needs to be studied whether
important cortical circuits present in pre- and neonatal
human cortex are also present in organoids (e.g., the fetal
subplate circuits Kostovic, 2020; Kostovic et al., 2021).
Further, it remains to be studied in more detail whether the
spontaneous activity patterns present in pre- and neonatal
human cortex (Stjerna et al., 2012; Omidvarnia et al.,
2014; Koolen et al., 2016) can be also demonstrated in
human organoids.

13) Complement experimental studies with computational
modeling of neocortical circuit development (Richter and
Gjorgjieva, 2017; Shenoy and Kao, 2021).

14) The Introduction gave a brief overview on the recent
technological developments. However, as Frégnac stated
in his review we may face “dangers of letting technology-
driven—rather than concept-driven—strategies shape the
future industrialization of neuroscience through the rapid
emergence of very-large-scale data-mining initiatives”
(Frégnac, 2017).
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Spinal cord interneurons (SpINs) are highly diverse population of neurons that play
a significant role in circuit reorganization and spontaneous recovery after spinal cord
injury. Regeneration of SpIN axons across rodent spinal injuries has been demonstrated
after modification of the environment and neurotrophin treatment, but development
of methods to enhance the intrinsic regenerative ability of SpINs is needed. There is
a lack of described in vitro models of spinal cord neurons in which to develop new
regeneration treatments. For this reason, we developed a new model of mouse primary
spinal cord neuronal culture in which to analyze maturation, morphology, physiology,
connectivity and regeneration of identified interneurons. Isolated from E14 mice, the
neurons mature over 15 days in vitro, demonstrated by expression of maturity markers,
electrophysiological patch-clamp recordings, and formation of synapses. The neurons
express markers of SpINs, including Tlx3, Lmx1b, Lbx1, Chx10, and Pax2. The neurons
demonstrate distinct morphologies and some form perineuronal nets in long-term
cultivation. Live neurons in various maturation stages were axotomized, using a 900 nm
multiphoton laser and their fate was observed overnight. The percentage of axons that
regenerated declined with neuronal maturity. This model of SpINs will be a valuable tool
in future regenerative, developmental, and functional studies alongside existing models
using cortical or hippocampal neurons.

Keywords: spinal interneurons, culture, maturation, axon regeneration, laser axotomy

INTRODUCTION

The intrinsic regeneration capacity of mature mammalian central nervous system (CNS) is poor.
This makes spinal cord injury (SCI) a detrimental condition that represents one of the major causes
of disability, and treatment possibilities are limited. However, continued research in the field has
led to an increased understanding of the causes of the regeneration failure, which if appropriately
modulated, can be used for treatment of the SCI. The extracellular environment of the CNS is not
favorable for axon outgrowth due to production of growth-inhibiting molecules such as NogoA and
CSPGs from glial scars surrounding the damaged tissue (Shen et al., 2009; Schwab and Strittmatter,
2014; Uyeda and Muramatsu, 2020), and there is a lack of some necessary growth factors that
provide trophic support for neurons and act as chemoattractants for axons (Blesch et al., 2012;
Anderson et al., 2018). Another important limiting factor is the intrinsic loss of regenerative ability
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in CNS neurons that comes with neuronal maturation. Various
factors contribute to this loss of regeneration, including
failure of CNS neurons to activate appropriate transcriptional,
translational and epigenetic programs at appropriate subcellular
locations that would enable axon growth after injury (van
Niekerk et al., 2016; Petrova et al., 2021), changes in axonal
transport that exclude growth-related molecules from mature
axons and decreased signaling in some pathways. A high level of
intrinsic regeneration ability is present in immature neurons but
ceases abruptly with maturation (Nicholls and Saunders, 1996; Lu
et al., 2014; Koseki et al., 2017).

Maturation and aging in the CNS involve complex and
numerous pathways, so it is challenging to study their effect
on the regeneration ability of neurons in vivo. In vitro models,
on the other hand, can offer a wide variety of tools to
study individual neuronal cell types, to regulate and describe
neuronal behavior, and to uncover molecular pathways relating
to development and regeneration of neurons (Abu-Rub et al.,
2010; Franssen et al., 2015). Therefore, describing axon growth
inhibition mechanisms in vitro is a valuable approach that
could lead to further comprehension of the limits of CNS
regeneration and subsequently to discovery of new therapeutic
avenues. Various in vitro models have been established to explore
CNS axon regeneration. These include primary cell cultures
created by dissociating neural tissue from animals at various ages
(Donaldson and Höke, 2014). Dorsal root ganglia (DRGs) (Cheah
et al., 2016), hippocampal (Kaech and Banker, 2006; Moore et al.,
2009), and cortical cultures (Koseki et al., 2017) are among the
most commonly used models. Primary spinal cord cultures have
been described as well (Thomson et al., 2008; Eldeiry et al., 2017),
but their application in axon regeneration studies has so far
been limited. Investigation of the regenerative capacity of spinal
interneurons (SpINs) is of particular interest, as it was shown,
that less severe, anatomically incomplete SCI can result in partial
recovery that follows after spontaneous reorganization of neural
circuits (Bareyre et al., 2004; Martinez et al., 2012), and growth
of spinal interneuron neurites across mouse spinal injuries can
be stimulated by treatments to enhance neuronal regenerative
ability, astrocyte permissiveness and axonal chemoattraction
(Anderson et al., 2016). Key components of neuroplasticity in
these incomplete lesions are SpINs, as they form alternative
routes to convey information between cells above and below the
lesion (Courtine et al., 2008; May et al., 2017).

Here, we describe a robust model of long-term dissociated
embryonic spinal cord cultures. During cultivation, neurons in
these cultures form synapses, acquire mature electrical properties
and markers of mature neurons, lose regenerative capacity,
and express markers of SpINs. The culture model will be
valuable for future developmental, functional as well as axonal
regeneration studies.

MATERIALS AND METHODS

Cell Culture
The method of generating mature spinal cord neurons was
based on previously published methods for culturing spinal

cord (Thomson et al., 2008), hippocampal and cortical neurons
(Barbati et al., 2013; Koseki et al., 2017; Petrova et al., 2020),
with modifications. Spinal neurons were isolated from E13.5-
E14.5 embryos of the C57BL/6J mice. Spinal cords were dissected
from embryos immersed in a cold Hibernate-E medium (Gibco,
Thermo Fisher). The meninges were removed, and tissue was
stored over ice in Hibernate-E (Gibco, Thermo Fisher). The
collected tissue was washed with 1 ml of HBSS without Ca2+

or Mg2+ (Gibco, Thermo Fisher) two times. Next, the tissue
was digested in papain-based Neuron Isolation Enzyme (Thermo
ScientificTM Pierce) by adding 30 µl of enzyme solution per
1 spinal cord for 9 min at 37◦C. After digestion, the enzyme
was carefully removed, and the tissue was placed in disruption
medium 1 (DM1) (Table 1). Tissue was disrupted by trituration
with P1000 tip and left to settle for 2 min. The supernatant was
transferred to a new tube, while the tissue pellet was triturated
again in disruption medium 2 (DM2) (Table 1). This step was
repeated once more if any tissue fragments remained after the
second disruption. Supernatant containing disrupted tissue was
transferred by a polished Pasteur pipette into a new falcon tube
through a 40 µm cell strainer to remove undisrupted tissue
fragments. Plating medium (PM) (Table 1) was added in a
1:1 ratio to the filtered solution containing the cells. The cell
suspension was centrifuged for 5 min at 90 g at 37◦C, the
supernatant was removed, and the pellet was resuspended in
2 ml of PM. Then, the cells were counted (approximate expected
amount is 1.2 million cells per spinal cord) and plated on glass
coated with 100 µg/ml poly-D-lysine (Thermo Fisher) dissolved
in pH 8.6 borate buffer. The cells were cultured either in a 24-
well plate on sterilized 12 mm borosilicate glass coverslips (Karl
Hecht), or glass-bottom 10-well CELLviewTM Cell Culture Slides
(Greiner). The optimal plating density of dissociated spinal cord
cells in our cultures was around 93,000 cells/cm2. The best plating
method that resulted in evenly distributed cells on the coverslips,
was to dilute the dissociated cells in PM to a final concentration of
500,000 cells/ml and then add 350 µl of cell suspension into 24-
well plate, or 80 µl into 10-well cell culture slide. After 1 h, most of
the cells adhered to the coverslips, and cultivation medium (CM)
was added to the PM in 1:1 proportion, but not before some of
the PM was discarded. Final media volume used for cultivation
in the 24-well plate was 500 µl and in the 10-well cell culture
slide, it was 150 µl. Cultures were maintained by exchanging
1/2 of the media volume every 2 days. To limit the proliferation
of glia, CM with the ITS+ supplement was replaced with CM
without ITS+ after 7 days of culture. Importantly, we were able
to maintain the cultures for 72 days.

Plasmid Transfection
Cultures were transfected with CAG-GFP plasmid using
NeuroMag magnetofection (OZ Biosciences) at DIV3. The
CM was removed from the wells, stored, and replaced with
80% of regular cultivation volume of unsupplemented MACS
Neuro Medium (Miltenyi Biotech). An appropriate amount of
DNA plasmid was mixed with magnetic beads in OptiMEM
medium (Gibco, Thermo Fisher) and incubated for 15 min at
room temperature (RT), facilitating the binding reaction. The
amount of reagents used for the transfection depended on the
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TABLE 1 | Media compositions used for preparation and maintaining
spinal cord cultures.

Medium Composition Approximate total
volume needed

Disruption medium
1 (DM1)

Hibernate-E (Gibco, Thermo
Fisher), 0.8% BSA
(Sigma-Aldrich) 100 µg/ml
DNase (Sigma-Aldrich)

1 ml

Disruption medium
2 (DM2)

Hibernate-E, 0.4% BSA
20 µg/ml DNase

2 ml

Plating medium
(PM)

50% DMEM, low glucose
(Gibco, Thermo Fisher) 25%
Horse serum (Gibco, Thermo
Fisher) 25% HBSS without
Ca2+ or Mg2+ (Gibco, Thermo
Fisher) 1%
Penicillin-Streptomycin (10,000
U/mL) (Gibco, Thermo Fisher)

30 ml

Cultivation medium
(CM)

MACS Neuro Medium (Miltenyi
Biotech) 2% NeuroBrew 21
(Miltenyi Biotech) 1% Glutamax
(Thermo Fisher) *1%
ITS+ (Sigma-Aldrich) 1%
Penicillin-Streptomycin

50 ml

*ITS+ was excluded from cultivation media in cultures cultivated for
more than 7 days.

cultivation volume of the particular plate used in experiment.
The proportions were calculated according to an optimized 24-
well plate protocol, where 0.2 µg of DNA, 0.8 µl of magnetic
beads, and 100 µl of OptiMEM were added per well. OptiMEM
volume represented 20% of the regular cultivation volume. After
the incubation, the mixture was added dropwise into wells with
cells and unsupplemented medium. Plates were incubated on top
of a strong magnet, purchased along with NeuroMag Starting
Kit (OZ Biosciences), for 20 min at 37◦C. The magnetic plate
was removed and cells were incubated for another 40 min,
after which original CM was returned to the wells. GFP was
expressed in the culture 24 h after transfection. The conditions
of transfection were optimized to attain low-efficacy transfection
so that only a few of the cells in the culture expressed GFP and
their morphology could be observed.

Immunocytochemistry
Cells were fixed using 4% paraformaldehyde in phosphate-
buffered saline (PBS) for 15 min at RT, washed twice, and kept
in PBS at 4◦C until further use. The staining protocol was started
with permeabilization and blocking of the sample using solution
containing 10% goat or donkey serum (according to secondary
antibodies used) and 0.4% Triton-X in PBS for 1 h at RT with
shaking. Next, primary antibodies were diluted in 2% goat serum
and 0.1% Triton-X in PBS according to concentrations indicated
in Table 2. Primary antibodies were incubated with the cells
overnight at 4◦C with gentle shaking, after which the solution
was aspirated and the coverslips were washed twice with PBS.
Secondary antibodies, diluted in the same solution as primary
antibodies, were incubated with the samples for 1 h at RT. Next,
nuclei were stained with DAPI (1/3,000 in PBS) for 5 min.

Coverslips were then washed two times with PBS and mounted
on microscopy slides with Aqua-Poly/Mount (Polysciences) and
kept in the dark at 4◦C until imaging.

Microscopy and Image Analysis
Brightfield images of live cultures were captured on a
Zeiss Axio Vert.A1 inverted microscope equipped with
AxioCam ERc 5s camera.

Fluorescence microscopy of the cultures was done on a
LEICA CTR 6500 microscope. Analysis of neuronal and non-
neuronal composition of the culture during cultivation was done
by counting DAPI+ nuclei and DAPI+ nuclei colocalized with
βIII-tubulin-positive cells with Fiji software (Schindelin et al.,
2012). Expression of doublecortin (DBC) and neurofilament
70 kDa (NF70) during cultivation was analyzed by measuring the
average gray value of captured fluorophore of a random region
on coverslips using Fiji software. To define the background
signal, the mean gray value was also measured in three
random, smaller areas of the analyzed region without apparent
signal. Morphological analysis of GFP-transfected neurons was
performed using Fiji SNT plugin (Arshadi et al., 2020). Analyzed
morphological metrics were: average length of branches, cable
length, number of branches, axonal length, number of axonal
branch points, length of axonal branches, average dendrite
length, cable length of dendrites, and number of dendrites.
Axons and dendrites were identified by morphologic norms
established by Kaech and Banker (2006).

Confocal microscopy images were captured on a Zeiss LSM
880 Airyscan inverted microscope. Confocal images were used
for presynaptic and postsynaptic marker colocalization analysis
as well as spinal cord neuronal markers visualization. A Z-stack
of images with 0.5 µm thickness increment was captured in
random regions of the coverslip. Maximum frontal orthogonal
projection of the Z-stack made in ZEN 3.1 (blue edition) was used
for colocalization analysis. Synapses were counted using Puncta
Analyzer v2.0, a Fiji plugin written by Bary Wark1.

Laser Axotomy
Cells cultured on Greiner Bio-One CELLviewTM Cell Culture
Slides, transfected with GFP plasmid at DIV3, were kept in the
microscope incubation chamber at 37◦C and 5% CO2. After
finding regions of interest, cells were captured before cutting
using Carl Zeiss AxioObserver.Z1 microscope with confocal
module LSM 880 NLO. Objective LD LCI Plan-Apochromat
25x/0.8 Imm Corr DIC M27 with oil immersion was used in the
experiment. Next, axotomy was performed using a Ti: Sapphire
femtosecond laser Chameleon Ultra II (Coherent), set at 900 nm.
The cut was achieved by scanning a 3.4 µm long line across the
axon, approximately 250 µm (253.8 ± 75.160 µm) from the cell
body, in line-scan mode repeatedly 100–200 times, using 80–
100% of the laser power. Axons were identified by morphologic
norms established by Kaech and Banker (2006). Cells were then
scanned every 30 min for 14 h to observe the post-axotomy
response. Images were analyzed using ZEN 3.1 (blue edition)
(Carl Zeiss Microscopy GmbH) and Fiji.

1https://github.com/physion/puncta-analyzer
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Electrophysiological Recordings
The patch-clamp technique in the whole-cell configuration
was used to evaluate the cell membrane properties of neurons.
Micropipettes with a tip resistance of approximately 10 M�
were made of borosilicate glass using a P-97 Flaming/Brown
micropipette puller (Sutter Instruments) and filled with
intracellular solution (0.5 mM CaCl2, 130 mM KCl, 2 mM
MgCl2, 3 mM ATP, 5 mM EGTA, and 10 mM HEPES with pH
7.2). Coverslips with the cultures were placed on the recording
chamber of an upright Axioskop microscope (Zeiss), equipped
with a high-resolution AxioCam HR digital camera (Zeiss)
and electronic micromanipulators (Luigs and Neumann).
Electrophysiological data were recorded on cells perfused in
artificial cerebrospinal fluid (2.7 mM KCl, 135 mM NaCl, 1 mM
MgCl2, 2.5 mM CaCl2, 10 mM glucose, 1 mM Na2HPO4 and
10 mM HEPES with osmolality 312.5 ± 2.5 mOsmol/kg and
pH 7.4). The signals were measured with a 10 kHz sample
frequency and amplified with an EPC9 amplifier, controlled by
the PatchMaster software (HEKA Elektronik), and filtered using
a Bessel filter. Resting membrane potential (Em) was recorded
by switching the EPC9 amplifier to the current-clamp mode.
Raw data were processed with the FitMaster software (HEKA
Elektronik). Input resistance (IR) was assessed from the current
value at 40 ms after the onset of the 50 ms depolarizing pulse
from the holding potential of −70 mV to −60 mV. Membrane
capacitance (Cm) was determined by Lock-in protocol in the
PatchMaster software. To measure the sodium currents (INa+),
neurons were depolarized, and amplitude of the current was
recorded at voltage step with the maximal current activation.
In order to isolate the Na+ component only, the time- and
voltage-independent currents were subtracted, and the peak
value was considered the INa+. Action potentials (AP) were
recorded in the current-clamp mode. The current varied from
50 pA to 1 nA, in 50 pA increments; the pulse duration was
300 ms. Cells that produced at least one AP were considered
capable of generating AP.

Statistics
Statistically significant differences between multiple time points
during culture cultivation groups were determined by Mann–
Whitney test, one-way or two-way ANOVA, followed by Tukey’s
multiple comparisons post hoc test (GraphPad Prism 9 software).
Differences were regarded as significant at p < 0.05. Graphs were
drawn using GraphPad Prism 9 software as means ± standard
error of the mean (SEM), while the level of statistical significance
was marked as follows: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

RESULTS

The study aimed to establish culture conditions that would
enable stable cultivation, maturation, and characterization of
spinal cord interneurons isolated from E14 mice embryos. The
composition of the culture during cultivation was analyzed using
immunocytochemistry; maturity of the neurons was analyzed
by immunocytochemistry and patch-clamp, and regenerative
capacity of neurons was established by laser axotomy.

Cellular Composition Changes During
Cultivation
At day in vitro (DIV) 1, cells were attached and started to
grow processes (Figure 1). Cells formed processes at DIV1,
which extended during DIV3 and DIV10. Formation of complex
network of processes over the whole culture surface could
be seen at DIV17, and more robustly in older cultures at
DIV41 and DIV70.

The total number of neurons in spinal cord culture was
assessed by counting βIII-tubulin-positive cells per unit area of
the fluorescence microscopy images (Figure 2). Although the
total number of neurons remained stable (Figure 2E), the total
number of cells, assessed by counting DAPI-stained nuclei in
the culture, continued to rise during cultivation (Figure 2F).
Due to the proliferation of glia, the neuronal fraction of the
culture steadily, but significantly, declined from the average of
60.6% at DIV3 to 29.5% at DIV20 (Figure 2G). Despite the
glial proliferation, long-term cultivation was achieved, with the
longest maintained culture surviving past DIV72.

Electrophysiological Properties of
Neurons Mature by DIV16
To describe the maturation process of embryonic spinal cord
culture on the functional level, electrophysiological properties
of neurons were recorded using patch-clamp technique in
the whole-cell configuration at four timepoints: DIV2, DIV9,
DIV16, and DIV24.

The Em is considered a general characteristic of mature
neurons (Sun et al., 2018). Average Em of neurons significantly
decreased from −55 ± 12.2 mV and −51.1 ± 10 mV at DIV2
and DIV9, respectively, to −59.6 ± 8.8 mV at DIV16 (p = 0.01
and p = 0.006) and to −59.9 ± 7.1 mV at DIV24 (p = 0.009
and p < 0.001) (Figure 3A), a figure consistent with mature
interneurons. No further significant shift in Em was observed
between the neurons cultured for 16 and 24 days.

The IR is inversely proportional to the number of open ion
channels and the size of the cell. A decrease in IR has been
routinely used as an indicator of maturation of neurons in
previous studies (Takazawa et al., 2012; Kopach et al., 2020).
The average IR of studied neurons dropped significantly from
1,832 ± 591.7 M� at DIV2 to 817 ± 224.7 M� at DIV9
(p = 0.021) (Figure 3B). At later timepoints, IR values of
392.7 ± 111.1 M� at DIV16 and 387.3 ± 79.39 M� at DIV 24
were not significantly decreased, compared to IR at DIV9.

Cell size increased during development due to growth of
the cells, which is why total Cm, a physical quantity directly
proportional to the membrane surface area, is a useful tool to
assess changes in neuronal maturation in culture (Golowasch
et al., 2009). We found that a statistically significant shift in
Cm value occurred between DIV2 and DIV9, after which no
significant changes ensued (Figure 3C). At DIV2, the average
Cm was 6.63 ± 0.13 pF while at DIV9, it was 14.77 ± 5.09 pF
(p = 0.042).

The INa+ plays a significant role in the action potential
amplitude and has been reported to change during differentiation
of embryonic and human-induced pluripotent stem cells into
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TABLE 2 | List of antibodies used for immunocytochemistry.

Primary antibodies

Immunogen Dilution Manufacturer Cat. #

Chx10 1/100 Santa Cruz sc-365519

Doublecortin 1/200 Santa Cruz sc-271390

GDNF Receptor alpha 1 1/100 Abcam ab8026

Gephyrin 1/500 Synaptic systems 147111

GFP 1/1,000 Thermo Fisher A10262

Homer 1 1/500 Synaptic systems 160003

Lbx1 1/10,000 Prof. Dr. Carmen Birchmeier-Kohler’s lab

Lmx1b (guinea pig) 1/10,000 Prof. Dr. Carmen Birchmeier-Kohler’s lab

Lmx1b (rabbit) 1/10,000 Prof. Dr. Carmen Birchmeier-Kohler’s lab

Neurofilament 70 kDa 1/400 Sigma-Aldrich MAB1615

Parvalbumin 1/500 Synaptic systems 195002

PAX2 1/200 Thermo Fisher 71–6,000

PKC γ 1/100 Santa Cruz sc-166385

Tlx3 (guinea pig) 1/20,000 Prof. Dr. Carmen Birchmeier-Kohler’s lab

Tlx3 (rabbit) 1/10,000 Prof. Dr. Carmen Birchmeier-Kohler’s lab

VGAT 1/500 Synaptic systems 131008

VGLUT 1 1/500 Synaptic systems 135011

WFA 1/500 Sigma-Aldrich L1516

βIII tubulin 1/1,000 Abcam ab78078

βIII tubulin 1/1,200 Abcam ab68193

Secondary antibodies

Immunogen Fluorophore Dilution Manufacturer Cat. #

Chicken IgY Alexa Fluor 488 1/200 Thermo Fisher A-11039

Guinea Pig IgG (H + L) Alexa Fluor 546 1/200 Thermo Fisher A-11074

Mouse IgG (H + L) Alexa Fluor 633 1/200 Thermo Fisher A-21052

Mouse IgG (H + L) Alexa Fluor 594 1/200 Thermo Fisher A-11032

Mouse IgG (H + L) Alexa Fluor 488 1/200 Thermo Fisher A-11001

Rabbit IgG (H + L) Alexa Fluor 594 1/200 Thermo Fisher A-11012

Rabbit IgG (H + L) Alexa Fluor 546 1/200 Thermo Fisher A-11035

Rabbit IgG (H + L) Alexa Fluor 488 1/200 Thermo Fisher A-11034

Rabbit IgG (H + L) Alexa Fluor 405 1/200 Thermo Fisher A-31556

neuronal cells (Song et al., 2013). At DIV9, neurons in our
culture exhibited an average INa+ of −785.4 ± 387.5 pA,
which was significantly lower compared to DIV24 INa+ of
−1,248± 684.3 pA (p = 0.031) (Figure 3D).

Neurons in primary cultures were reported to have little
spontaneous activity in the initial stages of cultivation, however,
they exhibit it in later stages during cultivation, corresponding
with synapse formation (Norris et al., 2006). The fraction of
neurons generating AP increased significantly between DIV2 and
DIV9 (p = 0.003) (Figure 3E) and did not change significantly in
more mature cultures.

Maturity Markers of Primary Cortical
Cultures Are Regulated in Primary Spinal
Cord Cultures
Koseki et al. (2017) identified maturity markers in embryonic
cortical neuron in vitro model by RNA sequencing and
confirmed by immunocytochemistry. NF70 is upregulated, while

DBC is downregulated during maturation of these cultures.
To assess the maturation process of spinal cord cultures,
we analyzed expression of above-mentioned markers using
immunocytochemistry (Figure 4). We found that the greatest
downregulation of DBC expression in our cultures was between
DIV6 and DIV13 (p = 0.011). NF70 immunoreactivity increased
most significantly at DIV20, compared to DIV3 (p = 0.025) and
DIV6 (p = 0.029).

Cells in the Spinal Cord Culture Form
Inhibitory and Excitatory Synapses
To investigate neuronal connectivity and network development
in the culture, we investigated colocalization of pre-synaptic
and post-synaptic markers using immunocytochemistry
(Figure 5). The excitatory pre-synaptic marker, vesicular
glutamate transporter 1 (VGLUT1), was colocalized with
Homer1, a post-synaptic density protein, that has a role in
directing glutamate receptors. The largest shift in colocalization
of these two markers was detected between DIV7 and DIV15
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FIGURE 1 | Brightfield images of live spinal cord culture in day in vitro (DIV) 1 (A), DIV3 (B), DIV10 (C), DIV17 (D), DIV41 (E), and DIV70 (F). Growth of processes
was observed already at DIV3, while more complex network occurred in older cultures, after DIV17. Scale bars: 50 µm.

(p = 0.003) (Figure 5C). After DIV15, we saw no significant
increase in the colocalization of excitatory synapse markers.
Regarding inhibitory synapses, colocalization of vesicular GABA
transporter (VGAT) and gephyrin, a scaffold protein responsible
for shaping the inhibitory postsynaptic density, was analyzed
(Figure 5E). Similar to excitatory synapses, inhibitory synaptic
marker colocalization increased significantly between DIV7
and DIV15 (p = 0.043). However, we also detected a significant
increase in inhibitory synapse numbers between DIV15 and
DIV28 (p = 0.029).

To assess whether the individual synaptic markers colocalize
to differing extents during maturation, we analyzed the
average ratio of co-localized synaptic puncta compared to
total puncta counted for each individual synaptic marker
(Figures 5D,F). We found that during cultivation, VGLUT1,
Homer1, and VGAT colocalized in similar ratios, meaning
that in immature and mature cultures, the same fraction of
these synaptic markers did not colocalize with their counterpart
synaptic marker. On the other hand, the gephyrin co-localized
fraction was not as stable (Figure 5F). We detected an
increase in the colocalized gephyrin fraction between DIV7 and
DIV15 (p = 0.005).

Diverse Neuronal Markers Are Expressed
in Primary Spinal Cord Culture
Utilizing immunocytochemistry in mature cultures, we
confirmed that neurons express transcription factors associated

with particular types of spinal interneuron. Lbx1 (Figure 6A),
Lmbx1 (Figure 6B), Chx10 (Figure 6C), Tlx3, and Pax2
(Figure 6I) were expressed in differing proportions of neurons
in our in vitro model. These transcription factors have been
used as markers of neuronal classes in developing spinal cord
(Alaynick et al., 2011; Lu et al., 2015). Counting the number of
neurons stained by these markers, the most frequent markers
in the culture were Pax2 and Tlx3. By counting Tlx3+ and
Pax2+ nuclei of neurons identified by βIIItubulin staining,
we observed that Pax2 is expressed by approximately 28.5% of
neurons and Tlx3+ by 24.3% of neurons in the culture on average
and these values did not change significantly during cultivation
(Figure 6H). Coexpression of both markers by the same cell was
almost non-existent and the ratio of expression of both markers
did not change significantly during maturation. Similarly,
we estimated that 5.8% of neurons were Lbx1+ and 35.3%
of neurons were Lmx1b+ at DIV17. Chx10+ neurons were
sparsely present in the culture at DIV20, on average 30 cells per
coverslip. Some motoneurons identified by ChAT staining were
present in the culture in the first few days of the culture (data
not shown), however, none of them survived during long-term
cultivation. Next, we confirmed that subsets of neurons in the
culture expressed protein kinase C gamma (PKCγ) (Figure 6D),
parvalbumin (PV) (Figure 6F) at DIV20, and GDNF family
receptor alpha-1 (GFRα1) at DIV 17 (Figure 6E). These three
proteins were expressed by the majority of neurons in the culture.
Wisteria floribunda agglutinin (WFA) staining around neuronal
cell bodies and dendrites identifies perineuronal nets (PNNs).
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FIGURE 2 | βIII tubulin and DAPI immunocytochemistry analysis of the cultures during day in vitro (DIV) 3 (A), DIV6 (B), DIV13 (C), and DIV20 (D). The number of
neurons was stable during cultivation (E), but the number of cells assessed by DAPI increased continuously (F), which led to a decrease in the ratio of neuronal
population in the culture (G). Scale bars: 50 µm. Data are shown as means + SEM of N = 3 biological replicate cultures; *p < 0.05.

Neurons expressing perineuronal nets were only observed in
exceptionally aged cultures (Figure 6G). At DIV72, we observed
on average 23.5 WFA+ neurons per coverslip.

Neurons in Primary Culture Have Distinct
Morphologies
To investigate the morphology of neurons present in the culture,
we transfected the cultures with GFP at DIV3 using a low
transfection efficiency protocol. This resulted in expression of
GFP by only a few cells on the coverslip, whose morphology
could then be studied. The number and length of processes and
their branches were analyzed with the SNT plugin in Fiji. DIV7-
8 cells were sorted into three groups, simple, intermediate, and
branched, based on the number of processes (Figure 7A and
Table 3). Successful separation of the groups was confirmed
by significant differences of multiple morphological parameters
between the groups. In older cultures, at DIV14-15 (Figure 7B),
DIV21-22 (Figure 7C), and DIV28-29 (Figure 7D), cable length
(sum length of all analyzed processes) was identified as a better
parameter for segregating morphologies. Morphologies identified
in these timepoints were named small, medium, and large, but in
all three DIVs, the range of cable length in each group was slightly
different (Table 3).

In an effort to identify neuronal subtypes that these distinct
morphologies belong to, we costained the GFP expressing
neuronal cultures for Pax2 and Tlx3 (data not shown). We chose
these markers because they were expressed by a large portion of
neurons in the culture and because they allowed us to identify
two different types of interneurons. We found that there were
no clear differences between the morphologies of Pax2+ and
Tlx3+ neurons at any of the analyzed time points of cultivation.

Comparison of morphological parameters of all neurons at
different maturation stages revealed marked changes in the
morphology of the neurons between DIV7-8 and DIV14-15
(Figure 8). The majority of the studied parameters did not
significantly change after DIV15, except for the sum of all
processes (cable length) and the sum of axonal branches.
This indicates that even in older cultures, neuronal processes
continue to grow.

Regenerative Capacity of Axons
Decreases With Maturity
To characterize the regenerative capacity of neurons in the
cultures, axons of individual cells at DIV7, 16, and 23 were cut
using a 900 nm laser and observed over 14 h. Individual cells
and their processes were visualized utilizing low-efficiency GFP
transfection at DIV3. After the cut, cells either died or managed
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FIGURE 3 | Electrophysiological properties of cultured neurons during maturation. Resting membrane potential (A) and sodium current (D) did not change
significantly after day in vitro (DIV) 16. Input resistance (B), membrane capacitance (C), and the percentage of neurons producing action potentials (E) did not change
significantly after DIV9. Data are presented as means ± SEM of N = 3 biological replicate cultures and n number of cells; ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

to close the damaged area and form a characteristic retraction
bulb—a swollen structure at the tip of the axon still attached
to the cell (Figure 9A). The maturity of neurons did not affect
the percentage of dead cells following the injury, which varied
between 6–25% across individual experiments.

Formation of the retraction bulb sometimes occurred right
next to the site of injury, or there was more retraction, and
the retraction bulb formed further up the axons (Figure 9F).
The time needed for formation of the retraction bulb was
also variable. These two parameters—retraction distance and
bulb formation time—were found to be significantly different
in young neurons at DIV7, compared to DIV16 and DIV23
neurons (Figures 9B,C). In DIV7 neurons retraction distance
was 31 ± 16.81 µm, while the bulb formation time was on
average 1.7 ± 1.6 h. At DIV16, retraction distance was longer,
at 40.6 ± 28.1 µm, while bulb formation time of 3.8 ± 2.7 h
was prolonged significantly (p = 0.004). DIV23 neurons had both
significantly longer retraction distance (56.1 ± 43.5 µm) and
bulb formation time (4 ± 2.2 h), compared to DIV7 (p = 0.02
and p = 0.002). Correlation analysis of all cells at all time points
revealed a positive correlation between retraction distance and
bulb formation time (p < 0.001) (Figure 9D), which indicates
that longer retraction leads to slower sealing of the axon tip.

After successful bulb formation, the axons either initiated
regeneration by forming a growth cone or failed to regenerate.

Failure of regeneration increased with maturity of the culture
(Figure 9E). While at DIV7, 59.3% of axotomized neurons
regenerated, only 25% regenerated at DIV16; no regenerating
axons were observed at DIV23. In regenerating axons, initiation
time, the time between retraction bulb and growth cone
formation, was also evaluated (Figure 9F). We observed that
regenerating DIV16 cells had longer initiation time compared to
DIV7 neurons (p = 0.02). The speed of regeneration (length of
newly synthesized axon in 2 h after initiation time) was lower at
DIV7, although not significantly (Figure 9G).

DISCUSSION

In the present study, we optimized a method of culturing primary
spinal cord neurons, investigated their growth and maturation,
and tested their regenerative ability. The cultures are robust,
able to survive long term (>2 months), and are maintained
in defined, simple serum-free medium. With increasing time
in culture, we observed proliferation of glia. The use of anti-
mitotic agents, such as 5-Fluoro-2′-deoxyuridine (FdU) and
arabinosylcytosine C (AraC) has been routinely used previously
in primary neuronal cultures to eradicate dividing cells (Stahl
et al., 2007; Roppongi et al., 2017). However, their use in long-
term cultivation has been reported to be problematic. It can lead
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FIGURE 4 | Immunocytochemical analysis of maturity markers doublecortin (A,C) and neurofilament 70 kDa (NF70) (B,D) expression during cultivation. Doublecortin
expression was downregulated after DIV6, while a significant increase in NF70 signal was observed after DIV13. Scale bars: 100 µm. Data are presented as
means + SEM of N = 3 biological replicate cultures; ∗p < 0.05, ∗∗p < 0.01.

to death of neurons through glutamate excitotoxicity (Ahlemeyer
et al., 2003), oxidative stress (Geller et al., 2001), or neurotrophic
factor deprivation (Martin et al., 1990). On top of that, glial cells
have been shown to be a crucial factor in synaptogenesis and
in recreating complex functionality of the CNS in an in vitro
system (Allen and Barres, 2005; Hui et al., 2016; Enright et al.,
2020). For these reasons, we excluded the use of anti-mitotic
agents in our culture, which led to proliferation of glia but did not
affect the survival of neurons and probably encouraged neuronal
maturation (Figure 2).

Our goal was to create a culture of spinal cord neurons that
models the maturing and mature CNS and which is suitable
for future experiments designed to enhance the ability of the
neurons to regenerate. The viability of embryonic neuronal
cultures is a great advantage in culture preparation, but the
immaturity of the neurons after seeding is a problem as they
display entirely different properties compared to mature neurons
that have lost their intrinsic ability to regenerate (LaBarbera et al.,
2021). To evaluate the maturity of our cultures, we investigated
the expression of DBC, NF70, synaptic development, and
electrophysiological properties of neurons during cultivation.

The alterations in the electrophysiological properties
are hallmarks of neurodevelopment of spinal cord neurons
(Durand et al., 2015) and have been used to stage neuronal
maturation in cortical cultures (Koseki et al., 2017). The
electrophysiological properties of neurons in our culture
showed the typical changes associated with maturation until
DIV16 after which there was no further change (Figure 3).
In more detail, the major shift in most parameters in our
functional studies already transpired before DIV9. Comparing
these parameters to the electrical activity of neurons in P6-10
spinal cord slices recorded in a previous study by Sun and
Harrington (2019), it can be argued that our neuronal culture
is composed solely of interneurons. Interneurons in the cited
study had high IR (305 ± 33 M�), Em of −54.2 ± 1 mV, and
65% of them exhibited spontaneous activity, which helped in
distinguishing interneurons from motoneurons. Actual postnatal
maturity of the neurons in the culture is difficult to assess using
electrophysiological properties. We compared the properties in
our cells with spinal cord slice recordings of P6-14 mice (Wilson
et al., 2005; Sun and Harrington, 2019) and P0-3 whole cord
recordings (Zhong et al., 2006). While some parameters, such
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FIGURE 5 | Immunocytochemical analysis of synapse formation during cultivation of spinal cord culture. For excitatory synapse analysis, colocalization of VGLUT1
and Homer1 was examined (A,C,D), while colocalization of synaptic markers VGAT and Gephyrin was used for analysis of inhibitory synapses (B,E,F). Formation of
new excitatory synapses was the most prominent between day in vitro (DIV) 7 and 15 (C). A similar pattern was observed in colocalization analysis of inhibitory
synapses (E). VGLUT1, Homer1, and VGAT colocalization ratios were stable during cultivation (D,F), while an increase of ratio of Gephyrin marked synapses that
colocalized with VGAT occurred between DIV7 and DIV15 (F). Scale bars: 25 µm. Data are presented as means + SEM of N = 3 biological replicate cultures;
∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

as Em, were comparable to neurons of P0-3 spinal cord, other
properties such as IR and percentage of spontaneously firing
neurons indicated that our neurons were more mature at DIV16
than those of the P4-16 spinal cords. These results suggest that
our cultures at around DIV16 exhibit electrical properties of
early to late postnatal neurons.

DBC is a microtubule-associated protein expressed by
migrating neurons during development. It has been used as a
marker of neuronal precursors (Ayanlaja et al., 2017), while its
downregulation has been reported in mature neurons (Brown
et al., 2003). Developmental regulation of DBC was also observed
in vivo. In mouse embryonic extracts, DBC expression is absent
at E10.5, but present from E12.5 to newborn. Although DBC
expression is still present in neonatal mouse brain, it is absent
in adult mice (Francis et al., 1999). We observed a significant
decrease in DBC immunoreactivity after DIV6 of culture
(Figure 4). NF70 has been previously used as a mature axonal
marker (Lu et al., 2017). NF70 mRNA analysis in embryonic and

early postnatal mouse spinal cords shows, that this transcript
is present already in E13. The expression is downregulated
until E18 and then starts to increase until postnatal day 21
(Pernas-Alonso et al., 1996). In our cultures, there was a sharp
upregulation of this marker at DIV20. Maturity of the culture was
also confirmed by observing the formation of neural networks
(Figure 5). The number of excitatory and inhibitory synapses was
increasing during the first 2 weeks of culture, after which they
plateaued, which was previously observed to occur in cultures of
primary cortical and striatal neurons between DIV14 and DIV21
(Moutaux et al., 2018).

Although there is no consensus of neuronal subtypes
classification in adult spinal cord, there have been several recent
studies that tackled this problem in various approaches (Zeng
and Sanes, 2017; Hayashi et al., 2018; Dobrott et al., 2019).
The most efficient way is to classify cell types by molecular
markers- proteins expressed by only specific cell groups.
Transcription factors have been used to classify spinal neurons,
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FIGURE 6 | Markers of spinal interneurons Lbx1 (A), Lmx1b (B), Chx10 (C), Pax2, and Tlx3 (I) are present in primary spinal cord cultures. Pax2+ and Tlx3+ cells
represent approximately half of neurons in the culture (H). Neurons also expressed PKCγ (D), GDNFR1α (E), parvalbumin (PV) (F), and Wisteria floribunda agglutinin
(WFA) (G). Scale bars: 50 µm.

as they control neuronal specialization during development (Lu
et al., 2015; Russ et al., 2021). Although the expression of
the transcription factors can be transient- their expression is
decreased after differentiation (Gosgnach et al., 2017), some
continue to be expressed during adulthood (Del Barrio et al.,
2013). We identified expression of several of these transcription
factors in our cultures, namely Lbx1, Lmx1b, Chx10, Pax2,
and Tlx3 (Figure 6). Lbx1 transcription factor participates in
differentiation of dorsal horn neurons (Müller et al., 2002), it is
expressed by laminae III-IV neurons of adult spinal cord, which
are mostly excitatory, but not exclusively. Lmx1b+ neurons also
express Lbx1, but they are only excitatory and expressed at high
levels in laminae I-III (Del Barrio et al., 2013). Lmx1b+ neurons
in our cultures were colocalized with majority of Tlx3 neurons
(data not shown), which was also previously confirmed in vivo
(Dai et al., 2008). Tlx3 transcription factor, present mostly
in laminae I-II, has been identified to have direct control in
specifying excitatory neurons in the dorsal horn (Monteiro
et al., 2021). Apart from the previously mentioned, mostly
excitatory, interneurons, we have also observed a large population
of Pax2+ neurons in our cultures. Pax2 is essential for the

differentiation of GABAergic neurons and its expression has been
used as a marker of inhibitory neurons in the mouse dorsal
horn (Larsson, 2017). The presence of ventral interneurons was
also confirmed using Chx10 staining. Chx10 has been used as a
marker of V2a excitatory interneurons in the ventral spinal cord,
which participate in control of the limbs (Hayashi et al., 2018).
In addition to transcription factors, other proteins have also been
used to classify neurons in adult spinal cord. PKCγ is one such
protein that is expressed by excitatory interneurons in lamina II
that participate in mechanical and thermal allodynia (Neumann
et al., 2008). Parvalbumin, on the other hand, is a marker
of inhibitory interneurons, both GABAergic and glycinergic,
located between the lamina II and III, which act as filters of
low-threshold mechanoreceptive inputs (Petitjean et al., 2015;
Häring et al., 2018). Both PKCγ and PV were expressed by
our neuronal cultures. We found that ChAT positive cells do
not survive long in the described culture. Motor neurons are
known to be particularly vulnerable and rely heavily on trophic
support of peripherally connected cells, such as muscle cells and
Schwann cells for survival (Bucchia et al., 2018). The loss of
trophic support after dissection could have eventually led to death
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FIGURE 7 | Morphological groups of neurons transfected with GFP (black) during various days in vitro (DIV), DIV7-8 (A), DIV14-15 (B), DIV21-22 (C), DIV28-29 (D).
While DIV7 neurons were successfully categorized according to the number of processes into simple, intermediate, and branched, from DIV14 onward, the length of
processes was found to be a better parameter for segregating morphologies into small, medium, and large. Scale bars: 200 µm. One-way ANOVA with Turkey’s
post hoc test was used for analyzing the difference between morphological groups. Data are presented as means + SEM of N number of cells from 3 biological
replicates; ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

of motor neurons in our cultures. Due to the lack of specific
markers, we can only speculate if projection neurons shared the
same fate. Projection neurons represent a very small portion
(<1%) of neurons of the dorsal horn. They are located in lamina
I and dispersed throughout lamina III–VI (Abraira and Ginty,
2013). The majority of projection neurons retrogradely traced by
cholera toxin B subunit (CTb) were found to express neurokinin
1 receptor (NK1r) (Spike et al., 2003; Cameron et al., 2015), but a

big portion of lamina I, IV, V and VI neurons, therefore mostly
interneurons, express this receptor as well (Todd et al., 1998).
NK1r immunostaining alone is therefore not sufficient to prove
the presence of projection neurons.

To analyze the morphology of neurons during maturation
and to attempt to classify them into characteristic groups, we
measured the length and number of their processes. Previous
studies classified the spinal cord neuron morphology according
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TABLE 3 | Morphological groups of neurons identified during cultivation of
spinal cord cultures.

Morphological group Range N N total

DIV7-8 Simple 1–9 b 16 53

Intermediate 10–19 b 23

Branched 20–58 b 14

DIV15-16 Small 300–3,000 µm 20 58

Medium 3,000–6,000 µm 18

Large 6,000–13,000 µm 20

DIV21-22 Small 900–3,000 µm 13 44

Medium 3,000–7,500 µm 22

Large 7,500–14,000 µm 9

DIV28-29 Small 1,700–4,500 µm 12 38

Medium 4,500–8,000 µm 18

Large 8,000–20,000 µm 8

DIV7-8 neurons were separated according to the number of branches (b), while
older neurons were grouped according to the sum length of their processes.

to laminar location, particular geometry, and neurite orientation
(Grudt and Perl, 2002; Hantman et al., 2004), which is not
possible in vitro. Gertz et al. (2010) reported increasing length
and number of neurites of spinal cord motoneurons during
cultivation, but 48 h. We analyzed the morphology parameters
in the course of 4 weeks in vitro, during which we distinguished
individual morphologies and observed growth of processes

even in older cultures. The morphological groups that were
identified were not characteristic of either Tlx3+ or Pax2+ cells,
which are markers of two different interneuronal subtypes.
Electrophysiological characteristics of the morphological groups
were not assessed. Additionally, we observed that even in
older cultures, neuronal processes continue to grow (Figure 8).
Electrophysiological parameters IR and Cm correlate with cell
size (Sun et al., 2018), but we did not see changes in these
parameters after DIV9 (Figures 3B,C). It is important to note,
that the morphological changes in older cultures were identified
at DIV28, while the oldest cultures recorded by patch-clamp
were at DIV24, which could be the reason for this inconsistency.
On the other hand, we observed an increase in the number
of synapses at DIV28 (Figure 5), which could indicate that
elongation of the processes observed at the same timepoint in
morphology analysis is due to formation of new connections
between neurons in the culture.

By following events that occurred after axotomy of spinal
cord neurons, we observed that more mature cells react
more slowly to laser-induced injury and retract further from
the injury site compared to younger cells (Figure 9). By
DIV23, neurons lost all regenerative capacity and even at
DIV16, the axon regeneration was slower. These results indicate
that spinal neurons lose their regenerative capacity during
maturation in vitro, similarly to cortical cultures, as was
shown before (Koseki et al., 2017). We observed a similar
transition in neuronal properties in other experiments around

FIGURE 8 | Comparison of all studied morphological parameters between various days in vitro (DIVs). A major shift in morphological properties was observed
between DIV7 and DIV15. Growth of processes was observed even in prolonged cultivation periods, as parameters related to length of processes increased
significantly at DIV28. Two-way ANOVA followed by Turkey’s post hoc test was used for analyzing the difference between DIVs. Data are presented as
means ± SEM, means of plotted values are annotated in each bar; ∗∗p < 0.01, ∗∗∗p < 0.001 of N number of cells from 3 biological replicates.
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FIGURE 9 | Axotomy of the GFP (black) transfected neurons was achieved using a 900 nm laser (A). Red arrow points at the location of the cut. Retraction bulb
formed at certain distance from the injury site as indicated by the blue arrow. Bulb formation time (B) and retraction distance (C) were lower in DIV7 neurons. These
two parameters have a positive linear relationship demonstrated by Pearson’s correlation coefficient (D). Percentage of regenerating axons decreased significantly
between DIV7 and DIV16 (E). Time between retraction bulb formation and growth cone formation increased significantly at DIV16 (F), while speed of regeneration
decreased marginally (G). Scale bars: 25 µm. Data are presented as means ± SEM of n number of cells from 3 biological replicates; ∗p < 0.05, ∗∗p < 0.01,
∗∗∗p < 0.001.

this time point as well. The major shift in morphology
during in vitro maturation was observed between DIV7 and
DIV15 (Figure 8). The same cultivation period was critical in
changes of maturity marker expressions, synaptic connectivity,
and most of the electrophysiological properties. These results
indicate that major intrinsic maturation events are occurring
at this time point in the cultured neurons. Loss of plasticity
and regenerative ability in CNS neurons during development
in vivo is well established (Fawcett, 2020). Apart from the
inhibitory environment that is created at the injury site, mature
neurons themselves lack intrinsic regenerative properties. During
the loss of regenerative ability, neurons show changes in
expression of growth-related molecules, and they also become
polarized into somatodendritic and axonal domains. Axons
alone lack molecules such as growth-related receptors, as well
as mechanisms deemed vital for regeneration (Kappagantula

et al., 2014; Franssen et al., 2015; Cheah et al., 2016). Apart
from non-regenerating axons, CNS neurons do not express
the regenerative program that is seen with the upregulation of
many genes that is initiated after injury of peripheral nerves
(Ben-Yaakov et al., 2012).

In conclusion, we developed, validated, and described a new
culture of spinal cord neurons. We believe that the described
culture efficiently models the biology of the spinal cord, which
makes it a valuable tool for future studies.
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Insects decode volatile chemical signals from its surrounding environment with the help
of its olfactory system, in a fast and reliable manner for its survival. In order to accomplish
this task, odorant receptors (ORs) expressed in olfactory sensory neurons (OSNs) in the
fly’s antenna process such odor information. In order to study such a sophisticated
process, we require access to the sensory neurons to perform functional imaging. In
this article, we present different preparations to monitor odor information processing in
Drosophila melanogaster OSNs using functional imaging of their Ca2+ dynamics. First,
we established an in vivo preparation to image specific OSN population expressing the
fluorescent Ca2+ reporter GCaMP3 during OR activation with airborne odors. Next,
we developed a method to extract and to embed OSNs in a silica hydrogel with
OR activation by dissolved odors. The odor response dynamics under these different
conditions was qualitatively similar which indicates that the reduction of complexity did
not affect the concentration dependence of odor responses at OSN level.

Keywords: insect olfaction, Drosophila melanogaster, olfactory sensory neuron, calcium imaging, silica hydrogel,
waterglass

INTRODUCTION

In order to build their representation of the external world, animals must acquire and integrate a
plethora of different visual, auditory, tactile, magnetic and chemical stimuli. Chemoreception, i.e.,
the detection of volatile and non-volatile compounds by olfaction and taste, respectively, plays a
pivotal role in the ecology for example of nematodes, vertebrates and insects. With the use of genetic
tools such as the GAL4-UAS system, it became possible to study molecular mechanisms in insect
physiology (Brand and Perrimon, 1993). Especially in the vinegar fly Drosophila melanogaster the
GAL4-UAS system is extensively used to study tissue specific gene expression and function due to
advantages such as short life cycle and complete availability of genomic sequence (Jennings, 2011).
For Drosophila, olfaction – as for other insects – is the main sense to assess food, mates, oviposition
sites and to avoid perils (Hansson and Stensmyr, 2011; Mansourian and Stensmyr, 2015). Volatile
compounds in particular are detected by the two main olfactory organs of the fly: the antennae
and the maxillary palps. They are covered by porous hair-like structures called sensilla, each one
housing the dendrites of up to four olfactory sensory neurons (OSNs). They possess three main
classes of olfactory receptors: the odorant receptors (ORs), the ionotropic receptors (IRs), related
to the ionotropic glutamate receptors and specific gustatory receptors (GRs), which in the antennae
detect, e.g., carbon dioxide (Touhara and Vosshall, 2009; Joseph and Carlson, 2015). ORs are used
to perceive a variety of compounds, from food odors and harmful bacterial contaminations to
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pheromones (Mansourian and Stensmyr, 2015). These receptors
are heteromers composed of a ubiquitous odorant co-receptors
(Orco) and a neuron-specific receptor (OrX) (Larsson et al.,
2004; Neuhaus et al., 2005; Benton et al., 2006). They share
a seven transmembrane-domain topology, but unlike canonic
G protein-coupled receptors they show an inverted topology
with an intracellular N-terminus (Benton et al., 2006; Lundin
et al., 2007; Smart et al., 2008; Tsitoura et al., 2010). ORs form
ligand-gated cationic channels (Sato et al., 2008; Wicher et al.,
2008), which are regulated by multiple metabotropic cascades
influencing for example the receptor sensitivity (Nakagawa and
Vosshall, 2009; Wicher, 2015).

In vivo studies on insect olfaction have greatly benefited from
the position of these organs, which are extrovert and easily
accessible in the fly’s head, in comparison to the mammalian
olfactory epithelium, which is deeply buried inside the nasal
cavity. This allowed researchers to perform comprehensive odor-
response profile screenings from antennal and palp sensilla
using extracellular electrophysiological recordings (de Bruyne
et al., 2001; Dobritsa et al., 2003; Hallem et al., 2004; Dweck
et al., 2016). On the other hand, imaging experiments from
these organs suffer from a limited space resolution, particularly
using epifluorescence microscopy, due to the light scattering
induced by the cuticle and the sensory hairs. Reports on cellular,
functional imaging and patch clamp from OSNs are based on
antennal preparations and involved in slicing the antenna and
fixing it on a support via silicon-based media and delivering
stimuli in water solutions (Mukunda et al., 2014, 2016; Cao et al.,
2016). Such approaches are certainly limited due to the invasive
techniques used to prepare the samples, but their success clearly
shows their potential and urges for further improvements to
refine them to and expand the range of biological questions that is
possible to address. Insect ORs are also heterologously expressed
in in vitro and in vivo systems to study functional properties
and identify specific ligands (Fleischer et al., 2018). For example,
the in vivo expression system “Drosophila empty neuron” allows
the ectopic expression of ORs in Drosophila OSNs by removing
the native OrX protein (Dobritsa et al., 2003; Kurtovic et al.,
2007; Gonzalez et al., 2016). Insect OR function is also studied
in in vitro expression systems as Human Embryonic Kidney
(HEK) 293 cells (Große-Wilde et al., 2007; Sato et al., 2008;
Wicher et al., 2008; Corcoran et al., 2014). Mammalian HeLa cells
(Sato et al., 2008), Spodoptera frugiperda Sf9 cells (Kiely et al.,
2007), and also Xenopus laevis oocytes (Wagner et al., 2000).
However, such systems also bear the risk of a low expression level,
inadequate protein translation or impaired OR trafficking to the
plasma membrane.

In this study, we present preparations of different complexity
to study the function of D. melanogaster OSNs. We first present
an in vivo preparation that allows the OSN stimulation with
airborne odors, i.e., to study odor-induced responses elicited
under natural conditions. We then developed a technique to
isolate vital Drosophila OSNs from antennal tissue. To allow
further functional studies on these isolated cells we established
a new embedding method based on sodium silicate (also called
waterglass) (Avnir et al., 2006; Pierre and Rigacci, 2011) without
any need of greasy or silicon media, which may affect the odor

delivery and the response temporal properties. Finally, we offer
proof of principle of the effectiveness of such preparations and we
discuss their potential to advance our knowledge about olfactory
transduction mechanisms in insects.

MATERIALS AND METHODS

Insect Rearing
Drosophila melanogaster with genotype (w, UAS-GCaMP3.0;
+; Or22a-Gal4), (w; UAS-GCaMP6f; Orco-Gal4), (w; UAS-
GCaMP6f; Or22a-Gal4), and (+; Orco-Gal4/CyO; UAS-Syn21-
GFP-p10/TM6B) were reared on conventional cornmeal agar
medium under a 12 h light: 12 h dark cycle at 25◦C.
UAS-GCamP3.0; Orco-Gal4; UAS-GCaMP6f parental line was
obtained from Bloomington Stock Center (#32234), (#42747),
(#26818), and Or22a-Gal4 line was kindly provided by Dr. Leslie
Vosshall, The Rockefeller University.

Chemicals
VUAA1 (N-(4-ethylphenyl)-2-((4-ethyl-5-(3-pyridinyl)-4H-
1,2,4-triazol-3-yl)thio)acetamide) was synthesized by the group
“Mass Spectrometry/Proteomics” of the Max Planck Institute
for Chemical Ecology (Jena, Germany). Ethyl hexanoate
(99%, Sigma-Aldrich), L-Cysteine hydrochloride (Cat. Nr.
C1276, Sigma-Aldrich), Papain (Cat. Nr. 5125, Calbiochem,
San Diego, CA, United States), cOmplete protease inhibitor
cocktail (Cat. Nr. 04693116001, Roche, Basel, Switzerland),
methanol (≥99.5%, Roth) HCl (≥32%, Sigma-Aldrich), H2SO4
(95∼97%, Sigma-Aldrich), sodium metasilicate solution (Cat.
Nr. 13729, Sigma-Aldrich), low Ca2+-Schneider’s medium (Cat.
Nr. S9895, Sigma-Aldrich), Benzaldehyde (Acros Organics, NJ,
United States) were used in following experiments.

Functional Calcium Imaging From an
in vivo Antennal Preparation
Flies with the genotype (w, UAS-GCaMP3.0; +; Or22a-Gal4)
were anesthetized in ice for 30 min, and then placed into a
truncated 1 ml pipette tip, leaving the head out of the tip and
fixed using odor-free glue. The truncated tip was fixed using
modeling clay on a custom Plexiglas mounting block (Strutz
et al., 2012). Next, a custom holder to fix the antenna in vertical
position was produced (Figures 1A–C and Supplementary
Figure 1). A piece of aluminum foil (5 mm × 5 mm) with
a slit (0.5 mm) for inserting the antenna and a small plastic
ring (cut from an Eppendorf MicroloaderTM) were glued on
a glass coverslip (18 mm × 24 mm, #0 thickness, Menzel-
Gläser, Braunschweig, Germany). The arista was then glued
on the top of the glass coverslip with odor-free glue and the
funiculus was manually cut at around half of its length with a
scalpel blade #22 (Fine Science Tools, Heidelberg, Germany).
Immediately after cutting the antenna, a small glass coverslip
(15 mm × 15 mm, #00 thickness, Menzel-Gläser) moistened
with a very thin layer of halocarbon oil 700 (Sigma-Aldrich)
was laid on the open funiculus to seal it. Both coverslips were
fixed to each other and to the Plexiglas holder with odor-free
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glue to prevent movement artifacts. Imaging was performed
using a BX51W1 wide field fluorescence microscope (Olympus,
Hamburg, Germany) equipped with a DCLP490 dichroic mirror
and a 60x/0.90 water immersion LUMPFL objective (Olympus).
The objective was immersed in a drop of distilled water
put on top of the coverslip sealing the funiculus. GCaMP3.0
stimulation with a 475 nm light and an exposition time of 50 ms
was performed using a monochromator (Polychrome V, TILL
Photonics, Gräfelfing, Germany). Emitted light was filtered with a
LP515 filter and acquired at a 4 Hz frequency using a cooled CCD
camera (Sensicam, PCO Imaging, Kelheim, Germany) controlled
by TILLVision 4.5 software (TILL Photonics). Odor stimuli were
sampled from the headspace of a 50 ml volume glass bottle
(Schott, Jena, Germany) containing 2 ml of ethyl hexanoate
(99% purity, Sigma-Aldrich) diluted in mineral oil to a 10−2

dilution. A stimulus controller (Syntech, Kirchzarten, Germany)
was used to deliver for 2 s the bottle headspace into a charcoal-
filtered and humidified constant air flow (0.5 m/s) in a Teflon
tube, where inlet was positioned 5–10 mm from the recorded
antenna. The stimulus was delivered at 10 s from the start of
the recording; the total duration of the experiment was 35 s. The
response magnitude was calculated for each frame as the average
1F/F0 and expressed in percentage after background subtraction.
Regions of interest (ROIs) were selected using the built-in tools
of TILLVision 4.5 and F0 was estimated as the mean fluorescence
level calculated for each selected region of interest as the average
intensity from 3 to 5.25 s of the recording and paired t-tests were
performed using Prism 4 software (GraphPad Software Inc., La
Jolla, CA, United States).

Functional Calcium Imaging From an
ex vivo Antenna Preparation
Four to eight old female flies of the genotype (w; UAS-
GCaMP6f; Orco-Gal4), (w; UAS-GCaMP6f; Or22a-Gal4) were
decapitated, then the antennae were excised and fixed on
a Sylgard-coated support using the two-component silicon
curing medium and immersed in Drosophila Ringer solution
(130 mM NaCl, 5 mM KCl, 4 mM MgCl2 × 6H2O,
2 mM CaCl2, 36 mM sucrose, 5 mM Hepes, pH = 7.3,
osmolality = 312 mOsm/kg). Samples were immersed in
Drosophila Ringer solution and imaged using the imaging setup
described above with a LUMPFL 60x/0.90 water immersion
objective (Olympus, Hamburg, Germany). Emitted light was
separated by a 490 nm dichroic mirror and filtered with a
515 nm long-pass filter. GCaMP6f was excited with a 475 nm
light for 50 ms per frame and a temporal resolution of
0.2 Hz. Stimuli consisted of 100 µl of ethyl hexanoate (99%,
Sigma-Aldrich) or VUAA1 (N-(4-ethylphenyl)-2-((4-ethyl-5-(3-
pyridinyl)-4H- 1,2,4-triazol-3-yl)thio)acetamide, synthesized by
the working group “Mass Spectrometry/Proteomics” of the
Max Planck Institute for Chemical Ecology, Jena) at the
required concentration. Ethyl hexanoate and VUAA1 working
solutions were freshly prepared from 100 mM (or 500 mM,
for final concentrations >100 µM) stocks in DMSO, kept at
−20◦C. DMSO at a 1:1000 dilution in Drosophila Ringer was
used as control.

Calcium Imaging and Data Analysis From
D. melanogaster Olfactory Neurons
Females between 4 and 8 days old were decapitated, the antennae
were excised and fixed on a Sylgard-coated support (Sylgard 184,
Dow Corning Corp., Midland, MI, United States) using a two-
component silicon curing medium (Kwik-Sil, World Precision
Instruments, Sarasota, FL, United States). The antennae were
immersed in dissecting solution (Au – Sicaeros et al., 2007)
(Solution A: 137 mM NaCl, 5.4 mM KCl, 0.17 mM Na2HPO4,
0.22 mM KH2PO4. Solution B: 9.9 mM HEPES). For 500 ml of
dissecting solution: 400 ml ultra-filtered water, 25 ml of Solution
A, 14 ml of Solution B, 3.0 g (33.3 mM) D(+)-Glucose, 7.5 g
(43.8 mM) Sucrose. Brought to pH 6.7 with 1 N NaOH and to
the final volume of 500 ml with ultra-filtered water supplemented
with 1 mM EDTA, 5 mM L-Cysteine hydrochloride (Cat. Nr.
C1276, Sigma-Aldrich), and after equilibrating the pH to 6.7
with 1 N NaOH, 0.5 mg/ml Papain (Cat. Nr. 5125, Calbiochem,
San Diego, CA, United States). Funiculi were cut between one
third and one-half of their length and incubated at 27◦C for
30 min. After incubation, the dissecting solution was removed
and the antennae were rinsed twice for 5 min at 27◦C with Ca2+-
free Ringer (130 mM NaCl, 4 mM MgCl2 × 6H2O, 36 mM
sucrose, 5 mM HEPES, 5 mM KCl. Osmolality = 312 mOsm/kg,
pH = 6.7 adjusted with 1 N NaOH) supplemented with 1:75
cOmplete protease inhibitor cocktail (Cat. Nr. 04693116001,
Roche, Basel, Switzerland) dissolved in a 100 mM PBS solution
(50.93 mM Na2HPO4, 60.22 mM KH2PO4, 80.42 mM NaCl;
pH = 6.7 adjusted with 1 N NaOH). A stock of Protease
inhibitory solution was prepared by dissolving one tablet of
cOmplete Protease Inhibitor Cocktail in 2 ml of 100 mM
PBS. The solution was aliquoted and stored at −20◦C for max
3 months. As an excessive concentration of cOmplete protease
may cause cell permeabilization, the protease solution was added
to the Ca2+-free Ringer in a 1:75 dilution, as suggested by
the manufacturer.

Glass Coverslip Preparation
Round glass coverslips (12 mm diameter, Cat. Nr. P231.1,
Carl Roth, Karlsruhe, Germany) were cleaned by immersion
in methanol (≥99.5%, Roth) and HCl (≥32%, Sigma-Aldrich)
1:1 for 30 min and after rinsing in double distilled water, by
immersion in H2SO4 (95∼97%, Sigma-Aldrich) for 30 min
(Cras et al., 1999). Coverslips were then thoroughly rinsed and
kept in methanol under N2; immediately before use, they were
thoroughly washed in double distilled water and dried under N2.

Glass Capillaries and Dissociated
Antennal Tissue Preparation
Borosilicate glass capillaries (0.86 mm × 150 mm × 80 mm,
Cat. Nr. GB150-8P, Science Products, Hofheim, Germany) were
pulled using a P-97 Micropipette puller (Sutter Instrument,
Novato, CA, United States) and their tip was cut and fire
polished in order to obtain holding micropipettes with an
internal diameter ∼0.4 mm. The capillary tip size was found
to be critical in order to extract viable neurons. The inner
diameter of the tip should be slightly larger than the width
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FIGURE 1 | Functional calcium imaging from an in vivo antennal preparation. (A) Image of the in vivo preparation from the side view. (B) Schematic representation of
the fly placed in a pipette tip with it’s excised antenna held in vertical position on a custom holder, for the detailed information see Supplementary Figure 1.
(C) Image of the in vivo preparation from a top view, Scale bar = 0.5 mm. (D) Representation of the in vivo preparation from a top view, where open antenna is held
within a #0 glass coverslip with support of an aluminum foil holder and a plastic ring around the antenna. A posterior slit on the plastic ring allowed fixing the arista
directly on the #0 coverslip with odor-free glue. (E) Normalized fluorescence base level intensity from a fly preparation expressing GCaMP3.0 in Or22a olfactory
neurons. The regions of interest (ROIs) are marked in yellow and the area used for the background subtraction (Bkgr) are marked in white, Scale bar = 10 µm. (F,G)
Example of the recorded fluorescence intensity (expressed in 1F/F0) over time from the same preparation as shown in (D). (F) The fly was first stimulated with
mineral oil (MO, negative control); the stimulus duration is marked with a vertical gray bar, each ROI as in (E) is represented in gray and the mean value in black.
(G) The fly was then stimulated with ethyl hexanoate (EH) at a 10−2 dilution in mineral oil; the stimulus duration is marked with a vertical gray bar, each ROI as in (E)
is represented in light red and the mean value in red. (H) Pooled responses from n = 5 antennae to MO (black) and EH 10−2 (red). Traces represents mean ± SEM.
(I) Intensity of the responses to MO (black) and EH 10−2 (red) calculated subtracting the fluorescence value at the moment of stimulation (7 s) from the fluorescence
intensity at a given time expressed in seconds after stimulation. The response to EH is long lasting and is statistically significant until 20 s after stimulation
[correspondent to time = 27 s plotted in (G)]. Paired t-tests, without multiple comparison correction, *p < 0.05, **p < 0.01, ns, not significant. Graphs represent
mean ± SEM. Statistics for each test is reported in the Supplementary Table 4.
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of the cut antenna when fixed in a vertical position. The
capillaries were subsequently silanized by immersion for 10–
15 s in 5% dimethyldichlorosilane in toluene (Cat. Nr. 33065,
Supelco, Sigma-Aldrich) and rinsed twice in toluene (≥99.5%,
Sigma-Aldrich) and three times in methanol (≥99.5%, Sigma-
Aldrich). The capillaries were then dried under N2 and heated
at 200◦C for 2 h.

To embed the dissociated antennal tissue, we first used 0.01%
sterile filtered poly-L-lysine (Sigma-Aldrich, article no. P4707),
Concanavalin A/laminin (Sigma-Aldrich: article no. C2010,
L2020) or Collagenase Clostridium (Sigma-Aldrich, article no.
C9891) on the coverslips to adhere cells but Drosophila OSNs
did not attach to the cover slip. We next used a sodium
metasilicate solution (Avnir et al., 2006; Pierre and Rigacci,
2011) to adhere the cells, for that, this solution was prepared
immediately before use by mixing 2.71 µl of HCl 0.05 M, 2.43 µl
of sodium metasilicate solution (Cat. Nr. 13729, Sigma-Aldrich)
diluted 1:10 in double distilled water and 13.86 µl of low Ca2+-
Schneider’s medium [Cat. Nr. S9895, Sigma-Aldrich, modified
with 0.4 g EGTA (1 mM), 22.2 mg CaCl2 (free Ca2+ = 500 nM),
0.4 g NaHCO3, total volume: 1 L, pH = 6.7 adjusted with
1 N NaOH; sterile filtered and kept at 4◦C]. After a 1 µl
drop of Ca2+-free Ringer was deposited on a cleaned coverslip,
the content of the treated antennae was gently sucked using
a silanized capillary attached to a 2 µl micropipette. Usually
∼0.5/1 µl of liquid was sucked together with each antenna.
Within 10 min from mixing, the complete volume of the
silicate gel solution was added to the coverslip and distributed
uniformly. The total volume of liquid on a coverslip should be
∼ 25 µl, for a final Na2SiO3 concentration equal to 0.972% of
the Na2SiO3 (≥27% SiO2 basis) stock solution. Coverslips were
incubated for 1 h at 26◦C in a high humidity environment, to
avoid desiccation.

Data Analysis
Imaging data were exported as uncompressed tiff files and
analyzed using custom scripts in Fiji-ImageJ2 (Schindelin et al.,
2012; Rueden et al., 2017) where the regions of interest were
selected using a semi-automatic procedure and the 1F/F0
values were calculated after background, flat-field and movement
correction. Statistical analysis was performed in R (R Core
Team, 2017) using custom scripts including add-on packages
(Chang, 2014; Ritz et al., 2015; Wickham, 2016; Arnold, 2017;
Auguie, 2017). Parametric statistics for data analysis of the
standard deviation of base level 1F/F0 values for GCaMP6f
(Figure 3I) was used after evaluation of the pooled 1F/F0
values distribution of all analyzed cells (ROIs) (Supplementary
Figure 5 and see section “Statistical Methods” below). In all
preparation types we occasionally observed a reduction in base
level fluorescence (e.g., Figure 1 and Supplementary Figure 5).
Such artifacts, e.g., due to fluophore bleaching were compensated
during data analysis.

Statistical Methods
The appropriate statistics for data analysis on Supplementary
Figures 2D,E and Figure 3I was evaluated after assessment
of the data distributions. For GCaMP6f 1F/F0 data relative

FIGURE 2 | Embedding of dissociated D. melanogaster antennal tissue in a
sodium metasilicate gel. (A) Schematic procedure for dissociation and
embedding of vinegar fly antennal tissue (see section “Materials and
Methods”). After fixing the antenna with a silicon-based curing medium, the
funiculus was cut and incubated with a papain solution for 30 min. Then, the
dissociated tissue was extracted with a silanized glass capillary and then
single neuron was extracted from this fly (+; Orco-Gal4/CyO;
UAS-Syn21-GFP-p10/TM6B), using this preparation. (B) Confocal image of
single cell as shown in transmission (gray) and fluorescence (green) signals,
Scale bar = 8 µm. In the next illustration (C), after tissue extraction, the
sample was mixed with a modified Drosophila Schneider’s medium containing
0.972% of a Na2SiO3 stock solution (≥27% SiO2 basis) on a methanol
treated cover slip. Ca2+ imaging was performed after a 60 min incubation
time, to allow the Na2SiO3 gelation.

frequency distributions− including all regions of interest (ROIs)
selected for each treatment− were evaluated for the basal
intracellular free Ca2+ concentration ([Ca2+]i) at time t = 0 s
(Supplementary Figure 4). Moreover, the standard deviation
of 1F/F0 values before stimulus application was calculated for
each ROI and the relative frequency distribution of values
for each treatment was assessed (Supplementary Figure 5).
In this case, none of the treatments showed a terminal long
tail, meaning that the number of ROIs with skewed high
values − and consequently with the chance to skew the mean
− was negligible. Consequently, the mean value between all
ROIs was selected for each independent measure and the
difference between groups was evaluated using two-tailed Welch’s
t-tests.
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FIGURE 3 | Comparison between Ca2+ imaging from OSNs in sodium
metasilicate-embedded and undissociated antennal tissue. (A–D) 1F/F0 (%)
from antennal dissociated tissue with (A) Orco expressing neurons and (C)
Or22a OSNs following the application of ethyl hexanoate (EH) and VUAA1,
respectively, at dose-dependent concentration. White boundaries indicate
regions of interest (ROIs) for quantitative analysis. Gray lines show the 1F/F0

(%) of each ROI shown in the corresponding left panel; the black line
represents the average taken for subsequent analysis (n = 1). Scale bar = 8
µm. (B,D) Concentration-response curves for Na2SiO3-embedded
dissociated antennal tissue with Orco (B, Orco-DT) and Or22a OSNs (D,
Or22a-DT) stimulated with VUAA1 (4 ≤ n ≤ 11 for each concentration, 49
total data points) and ethyl hexanoate (8 ≤ n ≤ 10 for each concentration, 60
total data points), respectively. Examples of Ca2+ imaging from Orco (E) and
Or22a-expressing (G) OSNs from undissociated antennal tissue with the ROIs
highlighted in white. (F,H) Concentration-response curves from Orco (F) and
Or22a-expressing OSNs (H) from undissociated antennal tissue after
stimulation with increasing concentrations of VUAA1 (Orco-AP) (F) and ethyl
hexanoate (Or22a-AP) (H). 5 ≤ n ≤ 11 (F) and 6 ≤ n ≤ 11 (H) for each
concentration, 60 and 71 total data points, respectively. Parameters for curve
fits are reported in Supplementary Table 5. (I,J) Comparison between the
1F/F0 standard deviation (SD) before stimulus application
(I) and the half maximal effective concentrations (EC50) (J) of the OSNs from the

(Continued)

FIGURE 3 | undissociated antennal preparation (AP) and the dissociated
tissue (DT) after stimulation of Or22a OSNs with ethyl hexanoate and Orco
OSNs with VUAA1. (I) Or22a-AP: n = 71, Or22a-DN: n = 60, Or22a AP vs.
DT: p = 0.9036. Orco-AP: n = 60, Orco-DN: n = 49, Orco AP vs. DT: p =
0.9816. Two-tailed Welch two-sample t-tests. Graphs represent mean ± SD.
Test statistic values, confidence intervals and degrees of freedom are given in
Supplementary Table 6. (J) Or22a AP vs. DT: p = 0.1313. Orco AP vs. DT: p
= 0.06676. Parameter comparison using the compParm function of the R (R
Core Team, 2017) drc (Ritz et al., 2015) package. Statistic values are given in
Supplementary Table 7. Graphs represent mean ± 95% CI.

RESULTS

In vivo Cellular-Resolution Calcium
Imaging From Antennal Olfactory
Sensory Neurons
The isolated antenna preparation according to Mukunda et al.
(2014) allows to study OR activation in the OSNs. This approach,
however, requires dissolved OR activators. To overcome this
limitation we developed a whole animal preparation that allows
to stimulate OSNs with airborne odorants. To access the antennal
olfactory neurons in a living fly, we first immobilized the
animal in a custom Plexiglas holder inside a pipette tip and
we fixed the antenna in vertical position using a custom holder
without disrupting the antennal sensilla (Figures 1A,B and
Supplementary Figure 1). After that, we made a transversal cut
of the funiculus, stimulated the animal with airborne odorants,
and recorded their neuronal activity (Figures 1C–E). The
transversal cut did not induce disruption of the antennal tissue
sufficient to impair the ability of olfactory neurons to respond to
odors. Using a fly line expressing GCaMP3.0 in Or22a olfactory
neurons we checked for the viability of these cells by recording
their responses first to mineral oil (solvent) and comparing them
to the responses elicited by ethyl hexanoate at a 10−2 dilution
in mineral oil. We could show the viability of this preparation
as cells were responding to a 10−2 dilution of the odor, but not
to the solvent alone (Figures 1F,G). Moreover, the response was
sustained and lasted up to 20 s after stimulation (Figures 1H,I
and Supplementary Table 4).

In vitro Cellular-Resolution Calcium
Imaging From Dissociated Antennal
Tissue
With the whole animal preparation and open antenna
preparation, calcium imaging on Drosophila OSNs can be studied
under in situ conditions. However, to apply high-resolution
techniques such as cryogenic electron microscopy (Cryo-EM) or
direct stochastic optical reconstruction microscopy (dSTORM;
Heilemann et al., 2008) imaging requires single Drosophila
OSNs. We thus established a protocol to mildly digest Drosophila
antennal tissue and then isolate OSNs. In detail, after funiculi
from excised antennae were transversally cut, the antennal tissue
was partially digested with papain − allowing the extraction of
the digested content using silanized glass capillary (see schematic
diagram Figure 2A). A drop of low Ca2+ Schneider’s medium
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containing Drosophila OSNs from (+; Orco-Gal4/CyO; UAS-
Syn21-GFP-p10/TM6B) fly line were kept on a glass slide, covered
with a cover slip and then single cell was immediately captured
using laser scanning microscopy [Figure 2B, transmission (left),
fluorescence (right)]. Next, in order to perform physiological
recordings from dissociated tissue, it was necessary to adhere
the cells. Initially, we used standard histology procedures to
adhere the isolated OSNs on to the coverslip by coating it
with Poly-L-lysine, Collagenase Clostridium, or Concanavalin
A/Laminin but we failed to attach the cells using this approach.

We thus established a sodium metasilicate hydrogel system
to embed biological tissue in hope to successfully apply this
embedding system for the isolated Drosophila OSNs. First
we started by assessing the effects of the gelation process
on the properties of pH-buffered solutions. We found that
Na2SiO3 had significantly smaller effects on the buffer osmolality
than other embedding media as agarose and sodium alginate
(Supplementary Figure 2B) and this parameter was not
affected by the silicate polymerization process (Supplementary
Figures 2C, 3), making sodium silicate hydrogels suitable for
functional studies. In particular, sodium metasilicate (Na2SiO3)-
based aqueous solutions constitute an interesting case as they
polymerize through a pH-driven condensation reaction (Pierre
and Rigacci, 2011) with salts and water as the only byproducts.
Partial neutralization of basic Na2SiO3 solutions (pH ∼ 12.5)
to physiological (pH ∼ 6.7–7.4) pH levels induce the gelation
of colloidal silica particles through a chain of condensation
reactions (Rao et al., 2011; Supplementary Figure 2A).

Na2SiO3 + 2HCl+ (x− 1) H2O→ SiO2 · xH2O+ 2NaCl

We then explored the effects of Na2SiO3 on the dynamics of
the morphology and the free intracellular calcium concentration
([Ca2+]i) of adherent HEK293 cells (Supplementary
Figures 2D–F). Calcium imaging using the dye Fura2-AM
demonstrated that Na2SiO3 did not affect the cell basal [Ca2+]i
(Supplementary Figure 2D) and did not induce variations of
the [Ca2+]i over time (Supplementary Figure 2E). Moreover,
we observed changes in the cell morphology due to Na2SiO3
only at high concentrations (>1.5% of a ≥27% SiO2 basis stock
solution, see section “Materials and Methods”), where cells
tended to aggregate in clusters (Supplementary Figure 2F). We
can conclude that Na2SiO3 hydrogels are compatible with the
embedding of living cells for functional studies. Therefore, we
now dissociated Drosophila antennal tissue and then embedded
on a clean glass coverslip using a modified Schneider’s medium
containing 0.972% Na2SiO3 stock solution (see schematic
diagram Figure 2C). This concentration of Na2SiO3 allowed us
to reliably embed the tissue samples while having minimal effects
on the cell physiology (Supplementary Figure 3). Following this
procedure, we obtained OSNs that retained their morphology,
including the ciliated outer dendritic segment (Figures 3A,C).
The density of isolated OSNs was about 20 OSNs/100 µ m2.

We then asked whether the embedded neurons also retained
their functional properties. We performed Ca2+ imaging
from OSNs expressing the calcium indicator GCaMP6f (Chen
et al., 2013) under the co-receptor Orco or the odorant

receptor Or22a promoters and stimulated OSNs expressing
Orco or Or22a with their respective agonists, the synthetic
compound VUAA1 (Jones et al., 2011; Figure 3A) and
ethyl hexanoate (Münch and Galizia, 2016; Figure 3C and
Supplementary Video 1). After extraction of regions of interest
(see section “Materials and Methods”), we calculated the
changes in GCaMP6f fluorescence intensity with respect to
the base level expressed in percent (% 1F/F0). In both cases,
OR agonists induced calcium responses in a concentration-
dependent manner (Figures 3B,D). In order to determine
if the OSN response profile was affected by the tissue
dissociation process or Na2SiO3, we performed calcium imaging
from excised antennae immediately after the funiculus cut
(Figures 3E–H), and we compared the response profiles
of Orco and Or22a-expressing OSNs from dissociated and
undigested antennal tissue (Figures 3I,J). The response profiles
between the OSNs in dissociated and undigested tissues showed
differences in the maximal intensity and time course of
Ca2+ responses (Supplementary Figure 5). Nevertheless, we
did not find significant differences in the fluctuation of the
basal fluorescence levels (Figure 3I) and in the EC50 of
concentration-response curves for Or22a neurons stimulated
with ethyl hexanoate and Orco expressing neurons stimulated
with VUAA1 (Figure 3J). In addition to the excitatory ethyl
hexanoate, we tested the inhibitory benzaldehyde. At 10−3

dilution we observed a decrease in GCaMP6f fluorescence
intensity 1F/F0 by 7 ± 4% (n = 6) (Supplementary Figure 7).
This illustrates that after cell isolation and embedding the
inhibitory response remained conserved, as observed upon
heterologous expression of Or22a (Wicher et al., 2008). OSN
isolation removes the direct contact of these neurons to
their support cells. Ablation of thecogen cells which directly
envelop OSNs did not affect the odor selectivity of tested cells
(Prelic et al., 2022).

This suggests that the tissue dissociation and embedding
procedures, at the Na2SiO3 concentration used, did not
significantly affect the viability of OSNs as well as the diffusion
of the OR agonists through the embedding medium.

DISCUSSION

We here report the development and the validation of new
preparations to access antennal OSNs and to perform functional
imaging experiments in in vivo and dissociated tissue conditions.
As olfactory stimuli are usually carried by air, studies of
olfactory function using water-borne stimuli may lead to
artifacts, due to the much higher time scale in which these
experiments are usually carried and the irreversible change of
the sensillum and antennal fluids to a standard Ringer solution.
Therefore, we designed an in vivo preparation to study the
activity of antennal OSNs at cellular resolution under more
natural conditions. We could obtain Ca2+ imaging responses
from olfactory neurons expressing the Or22a receptor, after
stimulation with the agonist ethyl hexanoate, but not with
the mineral oil solvent (Figure 1). This preparation is most
suited for experiments, which require delivering odors through

Frontiers in Cellular Neuroscience | www.frontiersin.org 7 February 2022 | Volume 16 | Article 83981158

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-16-839811 February 19, 2022 Time: 15:25 # 8

Miazzi et al. Imaging Insect Olfaction

an airstream with higher temporal resolution, or where it is
important to keep unaltered the composition of the antennal and
sensillum fluids. By combining it with the genetic tools available
in Drosophila, e.g., RNA interference, such technique can be
of great help to investigate signal transduction mechanisms
of insect olfactory neurons in their native environment. Thus,
this in vivo preparation fills the gap between techniques that
allow odor stimulation via air but getting no spatially resolved
output like single sensillum recordings and those allowing
to observe odor response on OSN level but with stimuli
provided via solution. Our finding that the odor responses
observed with the in vivo preparation do not qualitatively
differ from those obtained in the previous open antenna
preparation supports the view that both approaches provide
consistent results.

We next isolated Drosophila OSNs and embedded them
in a permeable watery-based medium sufficiently rigid to
allow the fixation of the preparation, but at the same time
allowing the stimulus to penetrate through it. Remarkably,
such medium did not require any sort of heating making it
more suitable than low temperature-melting agarose media,
which tended to damage the neurons and compromise
functional imaging experiments (Figure 3 and Supplementary
Figure 2B). Here, the gelation process is driven by a series
of hydrolysis and condensation reactions happening at
room temperature and with the fastest kinetics at pH ∼ 7
(Pierre and Rigacci, 2011), making this method extremely
attractive for applications in physiology and neuroscience.
Moreover, the use of silica aero- and hydro-gels is already
established in biotechnology to build reactors for the
encapsulation of DNA molecules, enzymes and bacteria to
accelerate biochemical reactions (Gill and Ballesteros, 2000;
Depagne et al., 2011) or to design ceramics for medical
applications (Vallet-Regí, 2001). We here demonstrated for
the first time − to our knowledge − that sodium metasilicate
hydrogels are excellent cell and tissue embedding agents for
imaging experiments as they stabilize samples on uncoated
glass surfaces, while retaining the function of neural cells
without appreciable signs of cellular stress. The absence
of toxic byproducts, the ability to form the gel at room
temperature, together with the colloidal organization of
silicate particles, which does not interfere with the osmolality
of saline solutions during the gelation process, and its
complete transparency make Na2SiO3 hydrogels an attractive
choice, when embedding neural cell and tissue samples for
physiological investigations.

This preparation maintains the native cellular environment
of the ORs which is in contrast to a heterologous expression
system or even in an empty neuron system (Fleischer et al.,
2018). In the latter one, although the ORs are expressed
in OSNs, the sensillar composition might be less compatible
with the OR (Fleischer et al., 2018). On the other hand,
the isolated OSN preparation lacks the surrounding support
cells present in the native tissue. As shown in Prelic et al.
(2022), these support cells contribute to the management
of ion homeostasis. This might be one reason that we
observe differences in the odor response size and time course

between isolated OSNs and OSNs in the antenna preparation
(Supplementary Figure 5).

As the isolated OSN preparation is an acute procedure,
there are no changes in the protein expression level which can
be observed in long term cell cultures. In cockroach neurons
occurred, for example, a neosynthesis of Na+ channels after 24 h
culture (Tribut et al., 1991).

CONCLUSION

These two new preparations described here form the basis for
the development of new tools to access and to investigate OSNs
under controlled conditions. This is much of a necessity in order
to validate studies based on the expression of insect proteins in
heterologous systems and to advance our knowledge of olfactory
signal transduction in insects.
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Neurons in the rostral nucleus of the solitary tract (rNST) receive taste information
from the tongue and relay it mainly to the parabrachial nucleus (PBN) and the
medullary reticular formation (RF) through two functionally different neural circuits. To
help understand how the information from the rNST neurons is transmitted within these
brainstem relay nuclei in the taste pathway, we examined the terminals of the rNST
neurons in the PBN and RF by use of anterograde horseradish peroxidase (HRP)
labeling, postembedding immunogold staining for glutamate, serial section electron
microscopy, and quantitative analysis. Most of the anterogradely labeled, glutamate-
immunopositive axon terminals made a synaptic contact with only a single postsynaptic
element in PBN and RF, suggesting that the sensory information from rNST neurons,
at the individual terminal level, is not passed to multiple target cells. Labeled terminals
were usually presynaptic to distal dendritic shafts in both target nuclei. However, the
frequency of labeled terminals that contacted dendritic spines was significantly higher in
the PBN than in the RF, and the frequency of labeled terminals that contacted somata or
proximal dendrites was significantly higher in the RF than in the PBN. Labeled terminals
receiving axoaxonic synapses, which are a morphological substrate for presynaptic
modulation frequently found in primary sensory afferents, were not observed. These
findings suggest that the sensory information from rNST neurons is processed in a
relatively simple manner in both PBN and RF, but in a distinctly different manner in the
PBN as opposed to the RF.

Keywords: gustatory, rNST neurons, synapse, central connectivity, ultrastructure

INTRODUCTION

Information on the central connectivity of axon terminals of specific neurons can help understand
how the neuronal signals are transmitted and processed by the targeted brain areas. We and
others have shown that the pattern of central connectivity of primary sensory afferents differs
among individual fiber types (Alvarez et al., 1992, 1993; Bae et al., 2005a; Yeo et al., 2010; Kim
et al., 2014). The central connectivity of the primary sensory afferents of a single type also differs
with respect to their target nucleus in which they are associated with functionally different neural
circuits (Alvarez, 1998). For example, the connectivity of the terminals of a single Aβ low-threshold
mechanoreceptive afferent in the trigeminal principal nucleus is different from that found in
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the trigeminal oral nucleus. These differences may relate to the
fact that the principal nucleus is involved in the discriminative
aspect of orofacial mechanosensation, while the oral nucleus is
involved in reflexive jaw movement (Bae et al., 1994, 2000).

Neurons in the rostral nucleus of the solitary tract (rNST)
relay gustatory information from the tongue to the parabrachial
nucleus (PBN) and the medullary reticular formation (RF). These
two second-order relay nuclei in the taste pathways are involved
in the discriminative aspect of taste perception and reflexive
orofacial movements, respectively (Travers and Hu, 2000; King,
2006; Zaidi et al., 2008; Jarvie et al., 2021). Electrophysiological
studies and immunohistochemical studies with retrograde neural
tracing have shown that rNST neurons that project to PBN and
RF are mainly glutamatergic (Gill et al., 1999; Nasse et al., 2008).

Recently, we showed that the terminals of chorda tympani
afferents, primarily an Aδ fiber, convey gustatory information
from the anterior part of the tongue and make simple synaptic
connections in the first relay nucleus, the rNST. This organization
differs from that of the complex synaptic connections made by
non-gustatory Aδ fibers in the trigeminal nuclei (Alvarez et al.,
1992; Park et al., 2016). However, less is yet known about the
central connectivity of the glutamatergic rNST neurons in the
PBN and RF. More detailed study of these structures may help
us understand how sensory information from rNST neurons is
processed at these secondary relay nuclei in the taste pathway.

To address this issue, we investigated the synaptic connectivity
of rNST neurons in the PBN and RF by anterograde tracing with
horseradish peroxidase (HRP), postembedding immunogold
staining for glutamate, serial section electron microscopy, and
quantitative analysis.

MATERIALS AND METHODS

Anterograde Labeling of Axon Terminals
of the Rostral Nucleus of the Solitary
Tract Neurons
All animal procedures were performed according to the National
Institute of Health guidelines and were approved by the
Kyungpook National University Intramural Animal Care and
Use Committee. Seven 9–10-week-old male Sprague-Dawley rats
weighing 300–320 g were used for this study. Animals were
anesthetized with an i.p. injection of a mixture of ketamine
(40 mg/kg) and xylazine (4 mg/kg) and fixed on a stereotaxic
frame (Narishige, Tokyo, Japan). A glass micropipette (internal
tip diameter, 20–30 µm) was filled with HRP (5% HRP in 5%
DMSO, TOYOBO Co., Osaka, Japan) and inserted stereotaxically
into rNST (AP: 2.6–2.65 mm caudal to the interaural line,
L: 1.7 mm to the midline, and H: 8.0 mm below the bone
surface; Paxinos and Watson, 2005). The tracer was injected
iontophoretically (1.2–2 µA, 7 s on/off cycle, for 8 min),
and the micropipette was kept in position for another 6 min
after the injection.

Tissue Preparation
After 24–27 h, the rats were deeply anesthetized with a mixture
of ketamine (80 mg/kg) and xylazine (10 mg/kg, i.p.) and were

perfused transcardially with freshly prepared fixative containing
2.5% glutaraldehyde, 1% paraformaldehyde, and 0.1% picric
acid in 0.1 M phosphate buffer (PB, pH 7.4). The brainstem
was removed and postfixed in the same fixative for 2 h at
4◦C. Then, sections were cut coronally on a vibratome at
60 µm. Anterogradely transported HRP was revealed using
a tungstate/tetramethylbenzidine protocol (Weinberg and van
Eyck, 1991) and stabilized with diaminobenzidine in PB (pH
6.0). Wet sections were examined on a light microscope, and
further studies were performed only on the material in which
the tracer was concentrated in the rNST, including its rostral
central subdivision. Sections of three rats showing that HRP
is confined to rNST, among seven rats that HRP was injected
iontophoretically, were used for electron microscopy. Sections
containing HRP-labeled puncta in the PBN and RF were selected,
postfixed in 0.5% osmium tetroxide in PB for 25 min, dehydrated
in the graded alcohols, flat-embedded in Durcupan ACM (Fluka,
Buchs, Switzerland) between strips of Aclar plastic film (EMS,
Hatfield, PA, United States), and cured for 48 h at 60◦C. Chips
containing numerous HRP-labeled puncta in the central medial
subdivision of the PBN or in the RF were cut and glued
onto blank resin with cyanoacrylate. Serial thin sections were
collected on formvar-coated single slot nickel grids. Grids were
stained with uranyl acetate and lead citrate and examined on
a Hitachi H-7500 electron microscope (Hitachi, Tokyo, Japan)
at 80 kV accelerating voltage. Electron micrographs at a final
magnification of 30,000× were taken from every other section
through the HRP-labeled boutons with a Digital Micrograph
software driving a cooled CCD camera (SC1000; Orius; Gatan,
Pleasanton, CA, United States), attached to the microscope, and
saved as TIFF files. The brightness and contrast of the images
were adjusted using Adobe Photoshop CS5.1 (Adobe Systems
Inc., San Jose, CA, United States).

Postembedding Immunogold Staining for
Glutamate
One in every 5–6 grids containing serial thin sections were
selected for immunogold staining for glutamate, which was
performed as described previously from our laboratory (Park
et al., 2019; Paik et al., 2021). In brief, grids were treated in
1% periodic acid for 6 min to etch the resin, followed by 9%
sodium periodate for 10 min to remove the osmium tetroxide,
and then washed in distilled water. After incubation in 2%
human serum albumin (HSA) in Tris-buffered saline containing
0.1% Triton X-100 (TBST; pH 7.4) for 10 min, the grids were
incubated with rabbit antiserum against glutamate (1:30,000;
G6642; Sigma-Aldrich, St. Louis, MO, United States) in TBST
containing 2% HSA for 3.5 h at room temperature. To eliminate
cross-reactivity, the diluted antiserum was preadsorbed with
glutaraldehyde (G)-conjugated amino acids, namely, 300 µM
glutamine-G, 100 µM aspartate-G, and 200 µM β-alanine-G.
After rinsing in TBST, the grids were incubated for 1.5 h in
goat anti-rabbit IgG coupled to 15 nm gold particles (1:25 in
TBST containing 0.05% polyethylene glycol; BioCell Co., Cardiff,
United Kingdom). After washing in distilled water, the grids
were counterstained with uranyl acetate and lead citrate and
then examined on a Hitachi H-7500 electron microscope at
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FIGURE 1 | Light micrographs showing the tracer injection site in the rostral part of the nucleus of the solitary tract (rNST; A) and anterogradely labeled axon
terminals in the parabrachial nucleus (PBN; B,C) and the reticular formation (RF; D–F). (A) The horseradish peroxidase (HRP) injection, outlined with a dashed line, is
confined to the rNST. (B–F) Dark HRP-labeled axons and terminals (arrowheads) are observed in the central medial subnucleus of the PBN (B,C) and the medullary
RF (D–F). Panel (C) is the enlargement of the square in panel (B). Panels (E,F) are enlargements of the medial and lateral squares, respectively, in panel (D). Sp5,
spinal trigeminal nucleus; Vmo, trigeminal motor nucleus; 7, facial nucleus. Scale bars, 200 µm in panels (A,B,D) and 20 µm in panels (C,E,F).

80 kV accelerating voltage. To assess the immunoreactivity for
glutamate, the gold particle density of HRP-labeled boutons was
compared with the average tissue density in 10–15 randomly
selected areas (2 µm2 each, a total area of 20–30 µm2 per section).
Boutons containing gold particles at a density greater than the
average tissue density + 2.576 SD (significant difference at 99%
confidence level) were considered glutamate-immunopositive
(Paik et al., 2019, 2021); immunogold labeling over mitochondrial
profiles was excluded from the analysis. Measurements were
performed on electron micrographs using a digitizing tablet and
Image J software. We analyzed synaptic connectivity of 50 and 43
labeled boutons that are Glut+ in the PBN and RF, respectively,
from three rats (15–18 boutons per rat in the PBN and 13–16
boutons per rat in the RF).

The specificity of the glutamate antiserum was confirmed on
test thin sections of “sandwiches” of rat brain macromolecule-
glutaraldehyde fixed complexes of different amino acids, such
as GABA, glutamate, taurine, glycine, aspartate, and glutamine
(Ottersen, 1987; Bae et al., 2000). Test sections were also
incubated in the same drops of glutamate antiserum as
the tissue sections, and the respective conjugate in the test
sections was selectively labeled. Omission or replacement of
the primary antisera with normal goat serum abolished the
immunostaining. Consistency of immunostaining was also
confirmed in consecutive thin sections of the same boutons.

RESULTS

At the light microscopic level, the injected HRP was confined to
the rNST (Figure 1A). Dark HRP-labeled puncta, which is how
labeled axon terminals appear at that level of magnification, were

dense in the medial PBN (Figures 1B,C) and in the medullary RF
(Figures 1D–F), ipsilateral to the tracer injection. At the electron
microscopic level, HRP-labeled axon terminals (boutons) were
identified by the presence of HRP reaction product (arrows,
Figure 2), appearing as electron-dense rods or amorphous
deposits within the axoplasm. Most labeled boutons had dome
or ellipsoid shape, whereas scalloped or glomerular shape,
typical of the primary somatosensory afferent terminals, was
not observed. In glutamate-immunopositive (Glut+) boutons,
the gold particles labeling for glutamate were dense over
regions containing synaptic vesicles and over mitochondria
(Figure 2): the gold particle density for Glut was 1.2–19.5 times
higher than the average tissue density + 2.576 SD. Boutons
labeled with anterogradely transported HRP were mostly Glut+
and established synaptic contacts (arrowheads, Figure 2) of
asymmetrical type with postsynaptic dendrites or somata. Glut
immunoreactivity was consistent in the adjacent serial sections
of the labeled boutons, confirming their glutamatergic nature
(Figure 2). Most of the profiles postsynaptic to the anterogradely
labeled terminals were also Glut+ (Figures 2A–D,G,H), although
the number of gold particles over others did not reach the level of
Glut+ (Figures 2E,F). By EM observation, postsynaptic targets
of Glut+ labeled boutons differed in the PBN compared with the
RF, which led to statistical analysis on the serial sections of the
Glut+ labeled boutons.

We analyzed 50 anterogradely labeled boutons that were
Glut+ in the centromedial nucleus of the PBN and 43
anterogradely labeled boutons that were Glut+ in the
parvocellular and intermediate regions of the RF. The large
majority of the labeled boutons (94.0% in the PBN and 97.7% in
the RF) established a synaptic contact with a single postsynaptic
element, and the remaining with two postsynaptic elements
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FIGURE 2 | Electron micrographs of immunogold staining for glutamate in
adjacent thin sections through anterogradely labeled Glut+ terminals (#1–#4)
in the parabrachial nucleus (PBN, A–D) and medullary reticular formation (RF,
E–H) after tracer injection in the rNST. Postsynaptic targets of Glut+ labeled
terminals (boutons) are different in the PBN and RF. Glut+ labeled terminals
are presynaptic to the dendritic spine more frequently in the PBN than in the
RF, while they are presynaptic to soma or proximal dendrite more frequently in
the RF than in the PBN. (A–D) The labeled terminals (#1, #2) in the PBN
establish synaptic contacts (arrowheads) with a dendritic shaft (d; A,B) and a
dendritic spine (ds; C,D). (E–H) The labeled terminals in the RF (#3, #4)
establish synaptic contacts (arrowheads) with a small dendritic shaft (d; E,F)
and a cell body (soma; G,H). The labeled terminals can be identified by the
presence of the HRP reaction product (arrows) within the axoplasm. Labeled
terminals that are Glut+ were analyzed in this study: note the high density of
gold particles coding for glutamate over the areas of the axoplasm containing
synaptic vesicles. Glut immunoreactivity is consistent in the pairs of serial
sections of the labeled terminal, confirming their glutamatergic nature. The
labeled terminals and the postsynaptic dendritic spine are outlined with a
dashed line for clarity. Scale bar, 500 nm.

(we did not observe any boutons that established synaptic
contacts with more than two postsynaptic elements, Table 1).
Most postsynaptic elements in both PBN and RF were dendritic

TABLE 1 | Frequency (%) of occurrence of terminals of the rostral nucleus of the
solitary tract (rNST) neurons in the parabrachial nucleus (PBN) and medullary
reticular formation (RF), according to the number of their postsynaptic profiles.

Region Number of terminals examined No. of postsynaptic profiles

1 2

PBN 50 94.0 (47/50) 6.0 (3/50)

RF 43 97.7 (42/43) 2.3 (1/43)

n in parentheses indicates the number of terminals/total number of
terminals examined.

shafts. Glut+ labeled boutons in the PBN frequently established
synapses with dendritic spines (14.0% vs. 2.3% in the PBN vs.
RF, respectively), whereas Glut+ labeled boutons in the RF
frequently established synapses with soma or proximal dendrites
that contained rough endoplasmic reticulum, suggesting their
proximity to the cell body (4.0% vs. 27.9% in the PBN and RF,
respectively). The frequency of synaptic contacts between labeled
boutons and dendritic spines was significantly higher in the
PBN than in the RF, whereas the frequency of synaptic contacts
between labeled boutons and soma or proximal dendrites was
significantly higher in the RF than in the PBN (Table 2). None of
the labeled boutons established axoaxonic synapses.

DISCUSSION

The main finding of this study is that most Glut+ terminals from
the rNST contact a single dendrite in both PB and RF, suggesting
that sensory signals from the rNST are processed in a relatively
simple manner in both these nuclei. In contrast, we observed
that the frequency with which these labeled terminals established
contacts on somata and proximal dendrites vs. dendritic spines
differed between the PBN and RF target nuclei. This suggests that
there are distinct differences in how the sensory information from
the rNST is handled by the PB and RF.

Rostral Nucleus of the Solitary Tract
Afferent Terminals Establish Simple
Synaptic Connections in the
Parabrachial Nucleus and Reticular
Formation
In both PBN and RF, most Glut+ axon terminals of rNST
neurons synapsed with a single postsynaptic dendrite or cell
body, suggesting that, at the single bouton level, the afferent
signal is transmitted to a specific group of target neurons with
less synaptic divergence. This type of synaptic connectivity is
analogous to that of axon terminals of the second-order neurons
receiving primary sensory input and involved in the reflexive
jaw movement, such as the neurons in the supratrigeminal
nucleus, that receive proprioceptive input from jaw-closing
muscle spindle afferents and project to trigeminal motor nucleus
(Paik et al., 2009). However, it is very different from the synaptic
connectivity of the chorda tympani afferents conveying gustatory
input from the anterior tongue to the rNST. In this nucleus,
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TABLE 2 | Frequency of occurrence (mean ± SD) of different types of synaptic contacts per labeled terminal of rNST neurons in the PBN and medullary RF.

Region Number of terminals examined Type of postsynaptic profile Total number of contacts

Soma/proximal dendrite Dendritic shaft Dendritic spine

PBN 50 0.04 ± 0.20*
(n = 2)

0.88 ± 0.44
(n = 44)

0.14 ± 0.35*
(n = 7)

1.06 ± 0.24
(n = 53)

RF 43 0.28 ± 0.45*
(n = 12)

0.72 ± 0.45
(n = 31)

0.02 ± 0.15*
(n = 1)

1.02 ± 0.15
(n = 44)

“n” is the total number of synaptic contacts for all examined boutons.
*Indicates statistically significant differences between PBN and RF (unpaired t-test, p < 0.05).

the large majority of their axon terminals contact two or more
dendrites (Park et al., 2016). Similarly, the organization of the
rNST projections is also simpler than that of the somatosensory
primary afferents in the spinal dorsal horn and trigeminal
sensory nuclei, where the terminals usually contact multiple
(2–13) dendrites (Alvarez et al., 1992; Bae et al., 2003, 2005a;
Kim et al., 2008; Yeo et al., 2010; Park et al., 2019). Thus, the
axon terminals of second-order neurons that receive gustatory
or proprioceptive input from primary sensory afferents contact
few postsynaptic neurons in the second-order relay nuclei, in
contrast with the axon terminals of primary sensory afferents,
which usually contact multiple dendrites in the first-order relay
nuclei, suggesting the spread of sensory information to multiple
postsynaptic neurons.

In some cases, axoaxonic synapses in the dorsal horn and
trigeminal nuclei provide the basis for presynaptic modulation of
the primary afferent input and are implicated in the sharpening
of the sensory signal (Gray, 1962; Rudomin and Schmidt, 1999).
For example, the primary somatosensory afferents, including Aβ

and Aδ afferents, frequently receive axoaxonic synapses from
GABAergic terminals (Alvarez et al., 1992; Bae et al., 2005b;
Moon et al., 2008; Park et al., 2019). Chorda tympani afferents
also frequently receive axoaxonic synapses from GABAergic
axon terminals in the rNST, suggesting presynaptic modulation
of the gustatory signal before it is relayed to the postsynaptic
neurons in the first-order relay nuclei (Park et al., 2016).
In this study, however, none of the rNST afferents in PBN
and RF were involved in axoaxonic synapses, suggesting that,
in contrast to the primary sensory afferents, rNST neurons
relay taste information to their postsynaptic neurons without
presynaptic modulation.

Afferents of Rostral Nucleus of the
Solitary Tract Neurons Have Different
Somatodendritic Targets in the
Parabrachial Nucleus and Reticular
Formation
The spatial distribution of excitatory input along the soma-
dendritic tree of the postsynaptic neuron plays a role
in determining its influence, so that the input onto the
soma/proximal dendrite compartment exerts a more powerful
effect on the excitability of the postsynaptic neurons, and that
onto the distal dendrites exerts a weaker effect (Burke, 2004).
The frequency of labeled boutons of rNST axons establishing

synapses within the soma/proximal dendrite was seven times
higher in the RF, a center for reflexive orofacial motor control,
than in the PBN, a center for taste perception (Bradley and Kim,
2006; King, 2006). This arrangement is analogous to the primary
somatosensory afferents that show more frequent contact with
the soma/proximal dendrite compartment of the postsynaptic
neurons in the trigeminal oral nucleus, which controls reflexive
oral motor behavior, than in the trigeminal principal nucleus,
which is involved in the somatosensory perception (Bae
et al., 2000). Axon terminals of premotor neurons also very
frequently form synapses with the soma/proximal dendrite
compartment of the postsynaptic neurons in the trigeminal
motor nucleus (Shigenaga et al., 2000; Paik et al., 2009). All of
the above suggests that the terminals of excitatory neurons that
mediate motor reflexes may exert a stronger influence on the
activity of the postsynaptic neurons than those that mediate
sensory perception.

We observed far more contacts between rNST terminals
and spines in the PBN. Dendritic spines undergo activity-
dependent plasticity with respect to their profile diameter,
number, and the size of their postsynaptic densities, all resulting
in changes in the strength of the synaptic transmission (Harms
and Dunaevsky, 2007; Baczynska et al., 2021). Many studies have
shown that synaptic plasticity is common in the brain regions
involved in gustatory perception (Hill, 2004; Dekkers et al.,
2021; Martin et al., 2021). rNST afferent terminals established
synaptic contacts with dendritic spines much more frequently
in the PBN than in the RF, and the number of dendritic spines
receiving synaptic contact from an rNST afferent terminal was
six times higher in the PBN than in the RF. Thus, the plasticity
of dendritic spines and the changes in the postsynaptic neuron
excitability due to alteration of the input from rNST neurons
under pathological or experimental conditions, such as sodium
restriction or gustatory nerve section, may be more extensive in
the PBN than in the RF.

Many postsynaptic dendrites of the Glut+ labeled boutons
in the PBN and RF showed dense gold particles for glutamate,
suggesting that they are Glut+, whereas some postsynaptic
dendrites showed few gold particles for glutamate, suggesting
Glut-immunonegative. Considering that GAD+ or tyrosine
hydroxylase+ neurons exist in the PBN and RF (Guthmann
et al., 1998; Weihe et al., 2006; Travers et al., 2007), the
Glut-immunonegative postsynaptic neurons might be either
GABAergic or dopaminergic neurons. Activation of various types
of postsynaptic neurons by Glut+ labeled boutons of rNST
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neurons in the PBN and RF may be involved in the precise
modulation of taste perception and reflexive jaw movement.

In summary, our findings suggest that sensory information
from rNST neurons in the second-order relay nuclei of taste
pathways is processed in a distinct manner that is different
from gustatory information from the tongue in the first relay
nucleus, rNST, and that it is processed differently between in the
PBN and in the RF.
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Brain electrical stimulation techniques take advantage of the intrinsic plasticity of

the nervous system, opening a wide range of therapeutic applications. Vagus nerve

stimulation (VNS) is an approved adjuvant for drug-resistant epilepsy and depression.

Its non-invasive form, auricular transcutaneous VNS (atVNS), is under investigation for

applications, including cognitive improvement. We aimed to study the effects of atVNS

on brain connectivity, under conditions that improved memory persistence in CD-1

male mice. Acute atVNS in the cymba conchae of the left ear was performed using a

standard stimulation protocol under light isoflurane anesthesia, immediately or 3 h after

the training/familiarization phase of the novel object-recognition memory test (NORT).

Another cohort of mice was used for bilateral c-Fos analysis after atVNS administration.

Spearman correlation of c-Fos density between each pair of the thirty brain regions

analyzed allowed obtaining the network of significant functional connections in stimulated

and non-stimulated control brains. NORT performance was enhanced when atVNS

was delivered just after, but not 3 h after, the familiarization phase of the task. No

alterations in c-Fos density were associated with electrostimulation, but a significant

effect of atVNS was observed on c-Fos-based functional connectivity. atVNS induced

a clear reorganization of the network, increasing the inter-hemisphere connections and

the connectivity of locus coeruleus. Our results provide new insights into the effects of

atVNS on memory performance and brain connectivity extending our knowledge of the

biological mechanisms of bioelectronics in medicine.

Keywords: auricular transcutaneous vagus nerve stimulation, memory persistence, brain connectivity,

electrostimulation, c-Fos functional networks

INTRODUCTION

Nowadays, brain stimulation devices have gained significant interest in the scientific community
and have received European Medicine Agency (EMA) and US Food and Drug Administration
(FDA) approvals for different therapeutic purposes. An approach to achieve brain stimulation is
through vagus nerve afferents. Indeed, vagus nerve stimulation (VNS) has become an interesting
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strategy to help handle drug-resistant epilepsy and depression
(Yuan and Silberstein, 2015). In this context, transcutaneous
VNS (tVNS), given its non-invasiveness, has received substantial
attention. tVNS can be applied to different locations, such as
in the neck (Brock et al., 2017) or in the cymba conchae of the
external ear (Peuker and Filler, 2002), and, similar to the invasive
form of VNS, has already been approved as an adjuvant in the
clinical applications, such as for the treatment of drug-resistant
epilepsy and depression (Hein et al., 2013; Bauer et al., 2016).
Surprisingly, the direct effect of tVNS over brain function is far
from understood. Renewed attention to this electrostimulation
technique derives from its neuromodulatory effect on cognitive
processes. The vagus nerve afferent fibers in the brainstem end
in the nucleus of the solitary tract (NTS) (Ruffoli et al., 2011), a
relevant relay area for visceral information. From there, afferent
information is distributed to many brain regions, including the
locus coeruleus (LC) (Grimonprez et al., 2015). The LC provides
a widespread innervation to the hippocampus, amygdala, and
prefrontal cortex, among other regions (Ruffoli et al., 2011). In
this regard, it has been postulated that the LC could regulate
cognition through the release of norepinephrine and dopamine
in memory processing areas (Ruffoli et al., 2011; Duszkiewicz
et al., 2019), mimicking those physiological processes involved in
attention-driven cognition (Mello-Carpes and Izquierdo, 2013;
Mather and Harley, 2016; Zerbi et al., 2019), but whether such
interaction results in the modulation of brain networks is not
completely understood. Among those brain networks supporting
brain activity, the default mode network (DMN), a brain network
predominantly active when the brain is not engaged in an
attention-driven task (Raichle et al., 2001; Stafford et al., 2014),
has received much consideration due to the reproducibility in
its detection in the clinical and preclinical settings (Stafford
et al., 2014). The DMN is therefore disengaged during periods
of active brain function, as during attention-associated periods,
and it has been described to be modulated by tVNS in patients
with mild or moderate depressive symptoms (Fang et al., 2016).
Focusing on the cognitive functions associated with memory, our
group already reported that auricular tVNS (atVNS) enhanced
novel object-recognition (NOR) memory persistence in naïve
CD-1 mice (Vázquez Oliver et al., 2020). The brain mechanisms
recruited by atVNS to enhance memory performance have not
been described, so we further explored the cellular outcome
of atVNS under conditions that potentiate object-recognition
memory persistence. First, we assessed whether a critical time
window for atVNS efficacy may limit its effect on favoring object-
recognition memory. Second, we analyzed the expression of
an immediate early gene c-Fos as an approach to study brain
activity in discrete brain regions (Guzowski et al., 2005). In line
with the current view proposing that specific cognitive functions
are supported by a network of functionally connected brain
regions, rather than isolated areas, together with the region-
specific analysis of c-Fos, we also evaluated the c-Fos-based
functional network (Vetere et al., 2017). We focused our analysis
on areas of the brainstem, hippocampus, amygdala, thalamus,
and frontal/dorsal cortex, some of which are components of the
DMN. Starting from these c-Fos data, we analyzed and estimated
the functional connectivity network based on c-Fos density for

both stimulated and non-stimulated brains to find significant
changes in network connectivity patterns in atVNS condition.

MATERIALS AND METHODS

Animals
Young adult male CD-1 mice (10 weeks old) were purchased
from the Charles River Laboratories (France). All the
experimental mice were bred at the Barcelona Biomedical
Research Park (PRBB) Animal Facility. All animal procedures
were conducted in accordance with the standard ethical
guidelines (European Communities Directive 2010/63/EU).
Mice were housed in a temperature-controlled (21 ± 1◦C)
and humidity-controlled (55 ± 10%) environment. Lighting
was maintained at 12 h’ cycles (on at 8 a.m. and off at 8
p.m.). Food and water were available ad libitum. Mice were
handled for 1 week before starting the experiment and were
randomly distributed among experimental groups. All the
procedures were performed by experimenters blind to the
experimental conditions.

Experimental Design—Behavioral and
Electrostimulation Procedures
The electrostimulation was performed at the time points
indicated later after the familiarization/training phase in the
novel object-recognition test (NORT), following a similar
approach to that described earlier (Vázquez Oliver et al., 2020).
Briefly, on the habituation phase performed on day 1, mice
were habituated to an empty V-shape maze (V-maze) for 9min.
The next day, on the training phase performed on day 2, mice
were presented in the V-maze to two identical objects for 9min,
each object at the end of the maze corridors. Immediately
after the familiarization phase [atVNS (0 h), n = 11] or 3 h
after the familiarization phase [atVNS (3 h), n = 12] mice
were anesthetized with isoflurane (1.5%) in 0.8 L/min O2

during 30min, and subjected or not to atVNS. Normothermic
conditions were maintained during anesthesia with a heating
pad. For atVNS (0 h) and atVNS (3 h) conditions, a newly
custom-designed bipolar electrode (described in Vázquez Oliver
et al., 2020) was placed in the cymbae concha of the left ear.
Rectangular biphasic pulses were delivered with a Beurer EM49
stimulator (Beurer, Germany). The stimulation parameters were:
1mA, 20Hz, 30 s ON and 5min OFF, the total length of 30min,
with a 320 µs pulse width. For the No stimulation condition
(n = 12), mice were anesthetized for 30min immediately after
the NORT familiarization, but no electrical stimulation was
delivered. Forty eight h after the NORT familiarization phase and
the atVNS or No stimulation procedures, mice were tested for
9min in the V-maze, substituting one of the familiar objects for a
new one, to assess memory performance.

Tissue Preparation for
Immunofluorescence
In another batch of animals, the exact same NORT + atVNS
or NORT + No stimulation protocols described earlier were
followed, returning the mice to their home-cage afterward.
atVNS nomenclature corresponds to atVNS (0 h) when not
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otherwise specified. Ninety minutes following the completion of
the NORT + atVNS [similar to atVNS (0 h) condition, n = 8] or
the NORT + No stimulation (No stimulation condition, n = 8),
mice were deeply anesthetized by intraperitoneal injection (0.2
ml/10 g of the body weight) of a mixture of ketamine (100mg/kg)
and xylazine (20 mg/kg) prior to intracardiac perfusion with
4% paraformaldehyde in 0.1MNa2HPO4/0.1MNaH2PO4 buffer
(PB), pH 7.5, delivered with a peristaltic pump at 19 ml/min flow
for 3min. Subsequently, the brain was extracted and post-fixed in
the same fixative solution for 24 h and transferred to a solution of
30% sucrose in PB overnight at 4◦C. After postfixation, the brains
were marked in the right hemisphere to preserve laterality in the
subsequent measures. Coronal sections of 30µm were obtained
on a freezing microtome and stored in a solution of 5% sucrose
at 4◦C until used.

Immunofluorescence
Sections from the No stimulation and the atVNS groups
were processed in parallel for immunofluorescence. Briefly,
free-floating brain slices were rinsed in PB, blocked in a
solution containing 3% normal goat serum (GS) (S-1000-20,
Vector Laboratories Incorporation, California, USA) and 0.3%
Triton X-100 (T) in PB (GS-T-PB) at room temperature for
2 h, and incubated overnight in the same solution with the
primary antibody to c-Fos (sc-7202, 1:1,000, rabbit, Santa
Cruz Biotechnology) and, only for LC slices, with tyrosine
hydroxylase (T1299, 1:1,000, mouse, Sigma-Aldrich) at 4◦C.
The next day, after 3 rinses in PB, sections were incubated
at room temperature with the secondary antibody AlexaFluor-
555 goat anti-rabbit (ab150078, 1:1,000, Abcam) and, only for
LC slices, with AlexaFluor-488 goat anti-mouse (115-545-003,
1:1,000, Jackson ImmunoResearch Laboratories Incorporation)
for 2 h. After incubation, sections were rinsed and mounted
immediately after onto glass slides coated with gelatin in
Fluoromont-G with 4’,6-diamidino-2-phenylindole (DAPI) (00-
4959-52, Invitrogen, Thermo Fisher Scientific, Massachusetts,
USA) as counterstaining.

c-Fos Quantification
c-Fos density was analyzed in thirty brain regions (fifteen per
hemisphere), taking into account brain laterality. Analyzed brain
regions included (from frontal to caudal): cingulate cortex (Cg),
prelimbic cortex (PrL), infralimbic cortex (IL) (coordinates
relative to Bregma: 1.94–1.54mm), dentate gyrus (DG), CA1
and CA3 areas of the hippocampus (from Bregma: −1.46 to
−1.82mm), basolateral amygdala (BLA), lateral amygdala (LA)
and central amygdala (CeA) (from Bregma:−1.46 to−1.82mm),
paraventricular nucleus of the thalamus (PVT) (from Bregma:
−1.46 to −1.82mm), anterior and posterior retrosplenial cortex
(RSP, pRSP) (from Bregma: −1.46 to −2.92mm), locus coeruleus
(LC) (from Bregma: −5.34 to −5.68mm), the nucleus of
the solitary tract (NTS), and dorsal vagal nucleus (DMX)
(from Bregma: −7.32 to −7.64) (Supplementary Figure 1).
The immunostained brain sections were analyzed with a 10X
objective using a Leica DMR microscope (DM6000B, Leica
Microsystems,Wetzlar, Germany) equippedwith a digital camera
Leica DFX 3000FX (Leica Microsystems). The borders of all the

regions were defined manually according to the mouse brain
atlas (Paxinos and Franklin, 2019). For prelimbic, infralimbic,
and cingulate cortexes analysis, a 430-µm-sided square region
of interest (ROI) was delimited for quantification. For amygdala
and dorsal hippocampus analysis, the DAPI signal was used for
the delimitation of the areas in each image for quantification.
For the LC, the tyrosine hydroxylase signal was used for the
delimitation of the area in each image for quantification. The
images were processed using ImageJ software (Rasband, 1997-
2018). c-Fos-positive cells in each brain area were quantified
manually using the cell counter plugin of ImageJ software. The
average number of c-Fos-positive cells on four determinations
for each brain area on each hemisphere were calculated for each
mouse. The c-Fos density for each region was quantified by
dividing the number of c-Fos-positive cells to the area considered
for each region (c-Fos+/mm2) (see Supplementary Figure 1 for
representative examples).

Generation of Functional Connectivity
Network
The functional network was estimated for each condition
based on the correlation between regional c-Fos density,
considering that a functional connection exists between the
two regions if their activity covaries (Park and Friston, 2013;
Vetere et al., 2017). Therefore, within each experimental
group (No stimulation and atVNS), the pair-wise Spearman’s
correlation coefficient between each pair of regional c-Fos
density was calculated. In this way, a correlation matrix was
obtained from each condition representing the correlation
coefficients between all thirty brain regions analyzed, taking
into account the brain laterality. By considering only significant
correlations (p < 0.05), both the positive and negative,
we obtained the condition-related functional network for
atVNS and No stimulation protocols. These networks
were represented by circos plots, using a custom R-code
(R version 4.0.4) (R Core Team, 2020). Finally, we computed
the z-Fisher transform of significant positive correlation
coefficients, as a measure of connectivity strength between
nodes (z-score), for both conditions and displayed them by
Kamada-Kawai graphs using NetworkX graph python package
(NetworkX version 2.5.1) (Hagberg et al., 2008) to visualize
network organization.

Network Analysis
First, the total functional connectivity strengths for all the
possible connections were compared between atVNS and
No stimulation conditions, considering z-score. Likewise,
for the LC region, we compared its connectivity strength
with all the other evaluated regions between atVNS and
non-stimulated networks.

To have a global characterization of the condition-related
functional connectivity, we also computed graph metrics on the
network of significant positive connectivity strengths using Brain
Connectivity Toolbox (BCT) (Rubinov and Sporns, 2010). In
particular, global efficiency, average clustering, average strength,
and average degree of the network were estimated. In addition,
regional network metrics such as nodal strength and nodal
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degree coefficients were also computed. To compare network
organization and the relevance of each region in the functional
network, regional metrics were normalized to the maximum in
the network and ordered from higher to lower value to identify
network hubs (Wheeler et al., 2013).

Statistical Analysis
Data were analyzed with STATISTICA (StatSoft) software using
the one-way ANOVA for multiple comparisons of parametric
variables. The Kruskal–Wallis test was used for non-parametric
variables. Subsequent post-hoc analysis (Newman–Keuls test) was

FIGURE 1 | (A) atVNS improves object-recognition memory persistence in naïve mice when administered immediately after the familiarization phase of the novel

object-recognition test (NORT). Discrimination index and total exploration time in NORT for atVNS (0 h), atVNS (3 h), and No stimulation conditions in naïve CD-1 mice

[atVNS (0 h) condition, n = 11; atVNS (3 h) condition, n = 12; No stimulation condition, n = 12]. *p < 0.05 by the one-way ANOVA. (B) c-Fos density in No stimulation

and atVNS (0 h) conditions, separating contralateral (right, R) and ipsilateral (left, L) sides according to the site of the stimulation. The brain regions analyzed are

organized from frontal to caudal and grouped in the cortical (orange), hippocampal (purple), amygdalar (red), thalamic (green), and brainstem (blue) groups.
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FIGURE 2 | (A) Effects of atVNS on global network connectivity. Total connectivity presented as z-score, comparing No stimulation and atVNS (0 h) conditions. ***p <

0.001 by the Kruskal–Wallis test. (B) Network connectivity graphs displaying only the significant correlations (p < 0.05). Connecting lines represent Spearman

(Continued)
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FIGURE 2 | correlation (positive correlation in blue, negative correlation in red). Strongest significant correlations are highlighted in orange (p < 0.01) and yellow (p <

0.001). Regions are presented from frontal to caudal and separating left (light gray) and right (light yellow) sides. Regions are grouped into the cortical (orange),

hippocampal (purple), amygdalar (red), thalamic (green), and brainstem (blue) groups. (C) Network connectivity Kamada–Kawai plots displaying only positive

significant z-score for No stimulation and atVNS (0 h) conditions. Colors represent the cortical (orange), hippocampal (purple), amygdalar (red), thalamic (green), and

brainstem (blue) groups. Regions are grouped based on the connectivity strength between them.

used when required to reveal a significant interaction between
factors. The artwork was designed using GraphPad Prism version
7. Comparisons were considered statistically significant when p<

0.05. Data are represented as mean± SEM.

RESULTS

Object-Recognition Memory Enhancement
by Acute Auricular Transcutaneous Vagus
Nerve Stimulation Depends on the Time of
Administration
Auricular transcutaneous vagus nerve stimulation was
administered after the familiarization phase of the NORT at two
different time points, immediately after [atVNS (0 h) group]
or 3 h after [atVNS (3 h) group]. As control, we intermingled
another batch of animals that were similarly handled but did
not receive the electrostimulation procedure (No stimulation
group). We found that an acute session of atVNS, delivered
immediately after the NORT familiarization phase, significantly
improved object-recognition memory performance at 48 h
(Figure 1A) compared with atVNS (3 h) and No stimulation
conditions which showed similar results with no enhancement
in memory persistence. This result indicates that the modulation
of object-recognition memory persistence depends on the time
of application after familiarization/training, with a critical time
window for effective action of atVNS.

c-Fos Density Is Not Significantly Modified
in Various Brain Regions After atVNS
Brain samples from NORT + No stimulation and NORT +

atVNS (0 h) [atVNS (0 h) was termed atVNS for the rest of the
study] conditions were obtained 90min after sham or atVNS
handling to match the peak of expression of c-Fos. We focused
on the analysis of c-Fos density in areas involved in novel object-
recognition memory processing. Laterality was considered in
the analysis.

Notably, c-Fos density analysis did not reveal significant
differences between experimental conditions in any of the areas
considered, although prelimbic and infralimbic regions and CA3
area showed a non-significant trend to reduce the density of c-
Fos positive cells after atVNS (Figure 1B). This result showed
that atVNS is not associated with localized regional changes,
and therefore, we investigated whether its effects are related to
a network reorganization of brain functioning.

Inferred Brain Connectivity Is Relevantly
Modulated by atVNS
To gain deeper insights into the functional connections
within the set of brain regions in our analysis, we computed

TABLE 1 | Intrahemisphere and interhemisphere number of significant correlations

in No stimulation and atVNS (0 h) conditions for frontal (Cg, PrL, and IL),

hippocampal (DG, CA1, and CA3), amygdalar (BLA, LA, and CeA), and brainstem

(LC, NTS, and DMX) areas.

Areas Intra-hemisphere Inter-hemisphere

No stimulation atVNS No stimulation atVNS

Left Right Left Right

Frontal cortex 3 5 4 5 7 10

Hippocampus 5 3 11 1 10 8

Amygdala 0 1 5 4 5 11

Brainstem 1 0 6 2 3 5

the connectivity matrices for each experimental group
(Supplementary Figure 2). Comparing both connectivity
matrices, an overall effect of atVNS on the relation of c-Fos
density among different brain areas was observed, with a higher
percentage of positive correlations under atVNS condition. To
investigate deeper into this difference, we calculated the z-Fisher
transform of correlations coefficients in both the conditions. The
z-scores we obtained for each correlation coefficient represent
the connectivity strength. When we statistically compared the
strengths of all the connections between both conditions, we
observed a significant increase in the total connectivity [No
stimulation: 0.11 ± 0.029; atVNS: 0.48 ± 0.022; t(868) = 10.05;
p < 0.0001] induced by atVNS (Figure 2A).

Subsequently, we also focused on the networks created by
significant correlations (p < 0.05). To disclose intra- and
interhemispheric correlated activities for the network associated
with each condition, we generated representative circos plots
(Figure 2B). This analysis revealed that atVNS coupled the
activity of left and right LC, also increasing its correlated activity
with the dentate gyrus. Furthermore, the electrostimulation
reinforced the relation in activity of all subregions of the
hippocampus (DG, CA1, and CA3). Moreover, atVNS produced
a marked enhancement in the correlated activity between
hemispheres, especially in the frontal and amygdalar areas. A
summary of intra- and interhemispheric significant correlations
for each condition is shown in Table 1.

Notably, while there was an overall increase in connectivity
after atVNS, the prefrontal-retrosplenial axis, characteristic of the
default mode network, was not observed in control conditions,
and atVNS did not have any marked effects on engaging this axis
(Supplementary Figure 3).

In order to highlight the brain regions relevant in the
network for each condition, we used the force-directed Kamada–
Kawai plots. This representation revealed a re-organization of
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the network due to atVNS with a more evident cross-talk
between the brainstem areas and frontal and hippocampal
regions (Figure 2C). Indeed, atVNS produced a clear segregation
of Cg, IL, and PrL cortices with left NTS and DMX as connection
nodes to the remaining structures. Also, the amygdaloid nuclei
and the RSP cortex took a central role that was occupied by the
hippocampal nuclei under No stimulation conditions.

Global brain network metrics were used to account for the
segregation and integration properties in each condition. We
found a marked increase in all the evaluated properties in atVNS
brains (global efficiency: No stimulation = 0.346, atVNS =

0.500; average clustering: No stimulation = 0.478, atVNS =

0.734; average strength: No stimulation = 4.037; atVNS = 5.956;
average degree: No stimulation= 3.266; atVNS= 4.933).

We further assessed the relative importance of the brain
regions analyzed in the overall brain network based on the
regional network metrics. An increase in the relative importance
of frontal areas in atVNS condition is observed, compared with
No stimulation condition in which hippocampal regions showed
a more relevant role. Furthermore, we found that brainstem
regions, especially left LC, had a more relevant role in the atVNS
network than in the No stimulation network, with a relatively
higher value of both nodal strength and nodal degree coefficients
(Figure 3A), since the brainstem regions constitute a passage
between the vagus nerve afferents and superior brain regions.
Indeed, if we compare the overall connectivity for the LC region,
we observe a significant increase in the connectivity of both left
and right LC (Figure 3B).

DISCUSSION

Invasive and non-invasive vagus nerve stimulations (VNSs) have
been shown to modulate memory functions, both in animal
(Clark et al., 1995, 1998; Vázquez Oliver et al., 2020) and human
studies (Clark et al., 1999; Ghacibeh et al., 2006; Jacobs et al.,
2015). However, the presence of an effective time window for
atVNS effectiveness has not been explored before. In addition,
the brain activity outcome of atVNS under memory retention
facilitated conditions is still under study.

Therefore, first we aimed to determine whether there was
a critical time window for effective enhancement of object-
recognition memory persistence through an acute session of
atVNS. We found that atVNS in the concha of the left external
ear of naïve CD-1 male mice, improved memory persistence,
when the electrostimulation protocol was delivered immediately
after the familiarization phase of the NORT. Conversely, atVNS
delivered 3 h after the training of the NORT did not show any
sign of effect on recognition memory at 48 h. This evidence
points out the presence of an effective time window for atVNS
efficacy in modulating memory persistence. This result is in
agreement with a previous clinical report describing that the
stimulation, in this case through an invasive approach, was
effective when given around the learning phase of a Hopkins
Verbal Learning Test, and not during the recall phase (Ghacibeh
et al., 2006). Therefore, both invasive and non-invasive forms
of VNS, would principally enhance memory consolidation,

leading to a better retention power when the electrical
stimulus is delivered immediately after the familiarization or
learning process.

Second, we investigated atVNS effects on neuronal and
network activity, taking into consideration brainstem regions
associated with vagal afferences, brain areas important for
memory processes, and brain regions implicated in the DMN.
It is well established that memory is not stored in a single
brain area, but in a network composed of multiple regions
(Tanimizu et al., 2017). In the case of recognition memory,
the hippocampal formation comprises the main brain region
involved (Brown and Aggleton, 2001), although cortical and
subcortical areas are also engaged (Frankland and Bontempi,
2005). It has been postulated that memories are initially
retained in the hippocampus, and then the information is
transferred into the neocortex where it can be consolidated
and stored for longer periods (Frankland and Bontempi,
2005; Insel and Takehara-Nischiuchi, 2013). Furthermore,
the amygdala complex plays an important role in memory
processes, especially under emotionally arousing experiences
(Richter-Levin, 2004). These brain regions are contacted by
brainstem regions which are relevant for setting the stage
concerning the responsiveness associated with the arousal
state (Roozendaal and McCaugh, 2011). In this regard, the
LC can convey the information from vagal afferents arriving
into the NTS (Grimonprez et al., 2015) and affecting the
memory-related regions. Hence, we wondered whether the
consolidation of new object-recognition memories, facilitated
by atVNS, could be mediated by a change in the neuronal
activation or a re-distribution of the activity relation between the
brain areas.

Neuronal activation and functional connectivity were
analyzed by computing the c-Fos density and interregional
correlations across animals that received or not the
electrostimulation procedure immediately after the
familiarization phase of the NORT. We first bilaterally calculated
the c-Fos density in a set of cortical, hippocampal, amygdalar,
thalamic, and brainstem regions for No stimulation and atVNS
conditions. Notably, atVNS did not promote significant changes
in c-Fos density in any of the thirty (fifteen per hemisphere)
brain regions studied. Other previous reports found changes
in c-Fos density after the electrostimulation, particularly an
increase in the number of c-Fos+ cells, in areas of the brainstem
(Huffman et al., 2019; Jiang et al., 2019; Katagiri et al., 2019).
However, all these studies used percutaneous or invasive VNS
approaches, or applied the stimulation longer times. Our
atVNS protocol instead is completely non-invasive, involves
the auricular branch of the vagus nerve and the stimulation
period is limited to 30min, producing a significant effect
in memory performance. Thus, the fact that no significant
differences could be observed in the number of c-Fos+ cells
in brain areas where other studies have found VNS-associated
modulations, are probably due to the non-invasiveness and
short stimulation protocol of atVNS procedure. Furthermore,
several studies have been conducted using functional MRI
(fMRI) and atVNS, especially in humans, to shed some light on
the possible mechanisms and brain networks involved during

Frontiers in Cellular Neuroscience | www.frontiersin.org 7 April 2022 | Volume 16 | Article 85685575

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles


Brambilla-Pisoni et al. Vagal Stimulation Modulates Brain Connectivity

FIGURE 3 | (A) Brain regions ranked in descending order based on nodal strength and nodal degree coefficients for No stimulation and atVNS (0 h) conditions.

Regions are displayed with color coding: cortex (orange), hippocampus (purple), amygdala (red), thalamus (green), and brainstem (blue). (B) Difference in the total

connectivity of right and left locus coeruleus (LC) regions with the rest of the brain areas analyzed, presented as z-score and comparing No stimulation and atVNS (0 h)

conditions. **p < 0.01; ***p < 0.001 by the Kruskal–Wallis test.

atVNS. In general, left atVNS produced a significant activation
in the ipsilateral NTS, LC and prefrontal and cingulate cortices,
while bilateral deactivation was found in the hippocampus and
hypothalamus, and controversial results were described in the
amygdala (Kraus et al., 2007; Dietrich et al., 2008; Frangos et al.,
2015; Butt et al., 2020). In contrast to fMRI procedure, we used
c-Fos as a proxy for cellular activity; the main advantage of this
approach is the cellular resolution mapping, although the poor

temporal resolution is the principal limitation (McReynolds
et al., 2018). Indeed, higher temporal resolution techniques
would likely show distinct inter and intra-hemisphere differences
that should be addressed in future studies. Additionally, all
the animals were actively handled before sampling collections.
This process could influence some of the results presented in
the analysis, although extreme care was taken to make sure
all animals were similarly handled, in order for the groups to
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only differ in the stimulation procedure. Notably, when we
investigated c-Fos functional network, we found a significant
reorganization, due to the electrostimulation procedure. atVNS
resulted in an enhanced number of significant inter-hemisphere
correlations compared to those observed in the No stimulation
condition, especially in frontal and amygdalar areas. Moreover,
significant correlations were found for sub-networks in the
hippocampus (DG, CA1, and CA3) and frontal areas (PrL, IL,
and Cg), with a specific increase in the correlation between
the left LC and the dentate gyrus after atVNS. The distribution
of the network differed between stimulation conditions.
Under atVNS prefrontal cortices were segregated and linked
to the remaining structures through DMX and left NTS,
compared to No stimulation conditions, suggesting the ability
of atVNS to dynamically reconfigure large-scale organization. In
addition, a reorganization of the amygdala nuclei was observed
pointing to a key role of this structure in the atVNS-mediated
memory enhancement.

We also explored the effect of atVNS on selected DMN
regions. This network has been also described in the mouse
brain and involves the pRSP, RSP, Cg, PrL, and IL areas
as components of the network (Stafford et al., 2014). By
studying these areas in both hemispheres separately, we
found that atVNS does not favor the connectivity of the
DMN areas, as there is an absence of communication of
the DMN anterior–posterior axis between frontal areas and
retrosplenial cortex. This is in agreement with the idea that
the DMN is mostly disengaged during task performance,
and atVNS does not facilitate its engagement, and it may
favor its disengagement.

Previous studies, using a combination of c-Fos expression
and network analysis, found that long-term contextual fear
memories are stored in a brain network composed by thalamic,
hippocampal, and cortical regions (Wheeler et al., 2013), while
the brain network composed by hippocampus, medial prefrontal
cortex, anterior cingulate cortex, and amygdala was found
required for the consolidation of social recognition memory
(Tanimizu et al., 2017). These studies suggest that distinct
types of memory are supported by exclusive functional memory
networks that can be revealed by c-Fos analysis. Our findings
in this study suggest that enhanced object-recognition memory
consolidation is not prompted by an increase in neuronal
activation by acute atVNS. Instead, we found a redistribution
of the activity, and identified the correlation between brainstem
nuclei and hippocampus and frontal areas as the privileged
communication that may support the enhancement in memory
persistence. Therefore, future studies should also focus on the
real-time assessment of changes in neuronal activity induced
by atVNS, to better understand its potential in modulating
memory processes.
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Social status is recognized as a major determinant of social behavior and health among
animals; however, the neural circuits supporting the formation and navigation of social
hierarchies remain under extensive research. Available evidence suggests the prefrontal
cortex is a keystone in this circuit, but upstream and downstream candidates are
progressively emerging. In this review, we compare and integrate findings from rodent
and primate studies to create a model of the neural and cellular networks supporting
social hierarchies, both from a macro (i.e., circuits) to a micro-scale perspective
(microcircuits and synapses). We start by summarizing the literature on the prefrontal
cortex and other relevant brain regions to expand the current “prefrontal-centric” view
of social hierarchy behaviors. Based on connectivity data we also discuss candidate
regions that might inspire further investigation, as well as the caveats and strategies that
have been used to further our understanding of the biological substrates underpinning
social hierarchy and dominance.

Keywords: social hierarchies, neuronal circuits, dominance, status syndrome, microcircuitry, social status

INTRODUCTION

Social status is recognized as a major social determinant of health (Wilkinson and Marmot, 1998).
Seminal studies by Marmot and Sapolsky provided evidence that social hierarchies in primates,
both human and non-human, lead to social gradients in health, whereby lower rank individuals
exhibit progressively higher morbidity and mortality rates (Marmot, 2004; Marmot and Sapolsky,
2014). Examples of this can be found broadly in human societies, for example, in the Scottish city
of Glasgow, there is a 28-year difference in life expectancy between the wealthiest and poorest

Abbreviations: ACC, Anterior cingulate cortex; aHIPP, Anterior hippocampus; AMY, Amygdala; BA, Basal amygdala; BF,
Basal forebrain; BLA, Basolateral amygdala; CeL, Centrolateral amygdala; CeM, Centromedial amygdala; dlPFC, Dorsolateral
prefrontal cortex; EC, Entorhinal cortex; fMRI, Functional magnetic resonance imaging; HIPP, Hippocampus; IL, Infralimbic
cortex; IPC, Inferior parietal cortex; ITC, Inferior temporal cortex; LA, Lateral amygdala; LHb, Lateral habenula; LS,
Lateral septum; MDT, Mediodorsal thalamus; mPFC, Medial prefrontal cortex; MRI, Magnetic resonance imaging; MSN,
Medium spiny neurons; NAc, Nucleus accumbens; NDB, Nucleus of the diagonal band; OFC, Orbitofrontal cortex; PAG,
Periaqueductal gray; PCC, Posterior cingulate cortex; PFC, Prefrontal cortex; pHIPP, Posterior hippocampus; PrL, Prelimbic
cortex; PV, Parvalbumin; RN, Raphe nucleus; rPFC, Rostral prefrontal cortex; SLM, Stratum lacunosum-moleculare; SO,
Stratum oriens; SP, Stratum pyramidale; SR, Stratum radiatum;STR, Striatum; STS, Superior temporal sulcus; SWR, Sharp
wave ripples; vCA1, Ventral CA1; VIP, Vasoactive intestinal polypeptide; vlPFC, Ventrolateral prefrontal cortex;vmPFC,
Ventromedial prefrontal cortex; vSTR, Ventral striatum; VTA, Ventral tegmental area.
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suburbs (Hanlon et al., 2006), and in the poorer neighborhoods
of Washington DC, life expectancy decreases by 16 years
compared to wealthier areas (Murray et al., 2006). Similar
correlations are reported in all rich, poor, and intermediate
countries surveyed (Victora et al., 2003; Hurt et al., 2004;
Marmot, 2004). Socioeconomic status is, therefore, the single
strongest predictor of life expectancy and disease risk in
humans (Sapolsky, 2004, 2005). It seems obvious that low-status
individuals have limited access to essential resources, partially
explaining their health conditions, however, the social gradient in
health persists in human populations free from extreme poverty,
suggesting that other factors might underlie this phenomenon. In
this regard, Marmot and Sapolsky proposed a novel perspective,
whereby gradients in psychosocial stressors would contribute to
the observed gradient in health, even in the absence of substantial
deprivation (Marmot and Sapolsky, 2014). Since their studies
focused on humans or troops of baboons, the gradient of stress,
due to the respective organization of these societies, tends to
increase in subordinates.

Subordinate baboons displayed basal hypercortisolism in
the range known to adversely impact blood pressure, insulin
sensitivity, and immunity (Sapolsky et al., 2000). This gradient
of stress is, however, not universal, and depends on the stability
of the hierarchy and the mechanisms used for rank maintenance
(Sapolsky, 2005). For example, in highly stable, despotic societies
where rank is maintained through intimidation, which is
prominent among humans and baboons, subordinate individuals
are under pressure. However, in unstable, despotic societies that
require frequent physical reassertion of dominance, dominant
individuals experience the highest levels of stress. Even though
Marmot’s and Sapolsky’s hypothesis is under debate, it calls
attention to the relevance of social hierarchies for stress gradients
and health in animal societies (Marmot and Sapolsky, 2014).

Since hierarchies inevitably produce inequalities, it is
legitimate to ask why natural selection has favored them.
Under naturalistic settings, animals have to compete for limited
resources, including food, mating opportunities, and nesting
sites. To mitigate the risk of constant fighting for limited
resources, animals adopted basic, albeit not mutually exclusive
strategies, such as territoriality and the formation of social
hierarchies (Chase, 1974; Wilson, 1975). When groups of
conspecifics are confined to the same territory, hierarchies dictate
an individual’s priority in accessing the resources (Wilson,
1975). Dominant individuals have higher reproductive success
(Samuels et al., 1984; Ostner et al., 2008; Rodriguez-Llanes
et al., 2009) and increased access to food (Whitten, 1983; Isbell
et al., 1999) at the expense of sustaining a higher metabolic rate
(Røskaft et al., 1986; Martin and Salvador, 1993) and higher
propensity for injuries (Røskaft et al., 1986), whereas subordinate
individuals save energy and avoid injuries at the expense of lower
reproductive success (Martin and Salvador, 1993; Ellis, 1995) and
lower access to food resources (Dittus, 1977; Owens and Owens,
1996). Still, subordinate individuals might have ecological
value presumably because dominant animals eventually need
replacement (Darling, 2008) and because they might abandon
their current group to form new groups (Christian, 1970; Esser,
1971). Therefore, territoriality and social hierarchies ensure

efficient sharing of resources and regulate aggression. However,
there is considerable plasticity in these social strategies, as
illustrated by the adaptation of rodents to their population
density (Singleton and Krebs, 2007). Under low population
densities, as seen in the remaining groups of wild rodents,
their territoriality is reinforced, whereas under high population
densities, as seen in rodents living alongside human settlements
and in lab cages, social hierarchies are reinforced (Singleton and
Krebs, 2007).

Natural selection favored a strategy that ensures the fitness
of the population at the expense of the individual well-being,
so it might be tempting to dismiss social hierarchies in favor
of fully egalitarian systems. However, disturbing hierarchies
may have a devastating effect on the population, as illustrated
by the famous experiments carried out by John B. Calhoun
(for a complete historical review, see Ramsden and Adams,
2009). While addressing Malthusian concerns of overpopulation,
Calhoun conducted a series of behavioral studies where rats
(Calhoun, 1970) and mice (Calhoun, 1973) were bred in
a closed environment free from predators and deprivation.
Notably, these ‘‘Rodent Utopias’’ resulted in population collapse
catalyzed by unconstrained growth, which drastically changed
the rodents’ natural behaviors, rendering these societies and
the remaining individuals unviable. This catastrophic change in
behavior was named ‘‘behavioral sink’’ (Bliss, 1962; Calhoun,
1970). Focusing on Universe 25 (Calhoun, 1973)—Calhoun’s
most famous experiment—social collapse was preceded by
a profound perturbation of the social hierarchy, noticeable
on the 315th experimental day. Omega males, spurned by
females and devoid of social duties, wandered apart from
the larger groups in a solitary existence, losing social skills
(Calhoun, 1973). Alpha males, on the other hand, became highly
aggressive, spontaneously attacking other individuals regardless
of their gender (Calhoun, 1973). Notably, as dominant males
abandoned their traditional roles, generalized aggressiveness was
reported to escalate among females in the attempt to defend
their nests, resulting also in violence towards their own pups
(Calhoun, 1973). These findings were essentially recapitulated in
all Universe experiments (Calhoun, 1966, 1970). When raised
in such conditions of severe early-life stress, upon reaching
maturity, several animals would disregard most social activities
and focus only on feeding and grooming (Calhoun, 1977).
These so-called ‘‘Beautiful ones’’ could no longer form new
societies when placed in a novel enclosure, eventually leading to
population extinction in the Universe experiments, well before
the maximal putative limit in terms of space, food, and water
availability (Calhoun, 1977). This overwhelming experiment was
used to illustrate the putative consequences of unconstrained
population growth, however, it also showed that the breakdown
of social behaviors and hierarchies was the precipitating step
in the downward spiral within the enclosed environments. The
relevance of social hierarchies becomes even more expressive
if one realizes that maladaptive behavior and population
dysfunction started significantly before the theoretical maximal
population level.

In light of the critical impact of social hierarchies on
individual health and ecological balance, efforts have been
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made to uncover their supporting mechanisms. This question
was tackled using neuroendocrine studies, but a fundamental
goal in the field has been the delineation of the neural
network subserving the encoding, inference, and use of the
social rank to inform actions. In this review, we compare
and integrate findings from primate (human and non-human),
fish, and rodent studies to create a model of the neural
network supporting hierarchical behavior. We start with a
macroscale (i.e., brain regions) description of that network
and further highlight mesoscale (i.e., circuits) and microscale
mechanisms (micro-circuits and synapses) that serve the
organism in its navigation of social hierarchical behavior. We
also discuss the major emerging candidates in these social
brain networks.

THE DETERMINANTS OF SOCIAL
HIERARCHIES

Since the description of pecking orders in domestic fowls by
Schjelderup-Ebbe (Schjelderup-Ebbe, 1922), social hierarchies
have been recognized as a near-universal phenomenon among
social animals, from insects and fishes to rodents and primates
(Figure 1A; Wilson, 1975). Regardless of the species, social
hierarchies require contests between conspecifics where several
factors, both intrinsic and extrinsic, play a combined and
non-linear role in influencing the outcome (Wilson, 1975; Chase
et al., 2002). Intrinsic traits include size, age, kinship, gender, and
personality traits (Wilson, 1975). Extrinsic factors, on the other
hand, are more difficult to isolate and include fatigue, fighting
skills, environmental aspects, prior experience, and stochastic
events (Wilson, 1975). In rodents, like in many other simple
species relying on physical contests, higher ranks are reserved
for bigger and less timid males. Size is, therefore, one of the
strongest single predictors of outcome in confrontations, where
dominant rodents seem to control the space shared by the group
(Wilson, 1975). More complex animals, such as primates, have
more complex rules. In fact, high-rank primates tend to be
descendants of high-rank mothers, bigger, older, and display
extroverted behavior (Wilson, 1975). Other critical aspects of
understanding of the behavioral and physiological determinants
of social hierarchies have also emerged from fish studies, where
this field of research is considerably developed (Oliveira, 2005;
Hsu et al., 2006; Gonçalves et al., 2017).

Cichlids and other fish species used in social behavior
research readily engage in dyadic contests and form social
hierarchies. Behavioral studies have focused mostly on fish size
and prior experience to explain social rank (Beaugrand et al.,
1991). Not surprisingly, bigger fish tend to conquer higher
ranks (Figure 1B-1; but see Beaugrand et al., 1991). Prior
experience, on the other hand, has proven to exert a more
complex effect on future dyadic contests. In general terms,
past victories increase the probability of winning (‘‘winner
effect’’; Hsu and Wolf, 1999), whereas past losses increase the
probability of losing future contests (‘‘loser effect’’; Figure 1B-2;
Hsu and Wolf, 1999). The detailed analysis of past dyadic
encounters and their effect in future contests further isolated:
spatial context (Figure 1B-3; Zayan, 1975a; Beaugrand and

Zayan, 1985); the opponent’s identity (Zayan, 1974, 1975b;
Beaugrand and Zayan, 1985; Madeira and Oliveira, 2017);
and past experience (Figure 1B-4; Beaugrand and Zayan,
1985; Beaugrand et al., 1991; Hsu and Wolf, 1999; wining,
losing or the absence of fighting experience), as variables with
significant meaning. Even though these data were obtained
exclusively through dyadic confrontations, winner and loser
effects impact the formation of social hierarchies in fish,
since randomly chosen winners (and losers) in pairwise
contests were more likely to emerge as high ranked (and low
ranked) individuals when grouped with conspecifics (Dugatkin
and Druen, 2004). Curiously, the effect of prior experience
does not necessarily imply overt confrontation. Interestingly,
bystanders, who do not engage in overt confrontation but
simply observe a contest, also change their winning and losing
probabilities in future contests (Figure 1B-5; Johnsson and
Åkerman, 1998; Silk, 1999; Oliveira et al., 2001; for review
on the ‘‘bystander effect’’ and bystander-related phenomena,
see Oliveira, 2005). Similar effects have been described in
rodents (Van de Poll et al., 1982; Fuxjager and Marler, 2010),
humans (Page and Coates, 2017), and invertebrates (Van
Wilgenburg et al., 2010; Stevenson and Schildberger, 2013;
Benelli et al., 2015). Efforts have been made to uncover the
mechanisms supporting these behavioral observations. A major
hypothesis in the field suggests that hierarchical behavior is
regulated by the interaction between neuroendocrine factors and
neural circuits. While neuroendocrine mechanisms have been
thoroughly explored in many animal models (for review, see
Oliveira, 2005), the neural circuits supporting social hierarchies
are less understood and have been the focus of recent research
efforts.

THE MACROSCALE NETWORKS
SUPPORTING SOCIAL HIERARCHIES

Social animals do not just navigate the physical world to survive;
they also navigate complex social worlds, where they have
to respect hierarchies to maximize benefits, avoid injury and
exclusion (Schafer and Schiller, 2018). While neuroendocrine
mechanisms certainly shape these behaviors, there is growing
interest in uncovering the neural circuits subserving social
navigation within hierarchies. In this sense, rodents and
primate studies (human and non-human) during hierarchy-
related behaviors have been providing a growing list of
candidate regions that are modulated and/or necessary for the
encoding, inference, and expression of social rank. Although
rodent and primate findings do not perfectly overlap, there
is considerable evidence toward the existence of a critical
network of neural substrates supporting hierarchical behavior
(Figure 2).

Large screenings in rodents were performed mostly through
the evaluation of a c-fos expression in dominant and submissive
mice after performing the tube test (Fan et al., 2019). Compared
to submissive mice, dominant animals display significant activity
differences in ventromedial hypothalamus, lateral habenula
(LHb), anterior cingulate cortex (ACC), medial preoptic
area, and mediodorsal thalamus (MDT; Nelson et al., 2019).

Frontiers in Cellular Neuroscience | www.frontiersin.org 3 May 2022 | Volume 16 | Article 87431082

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles


Ferreira-Fernandes and Peça Neuronal Circuits of Social Hierarchy

FIGURE 1 | The sociobiology of hierarchies: determinants and consequences. (A) Social hierarchies, or pecking orders, emerge in diverse animal species and can
be characterized using interaction matrices as used by Schjelderup-Ebbe, depicting the number of attacks (or victories) of one individual over others, which may lead
to social hierarchies in a variety of topographies (linear hierarchy displayed from the matrix data). (B) Determinants of social hierarchies in fish models include: (1)
effect of size; (2) effect of past winning (“winner effect”) and past losing (“loser effect”); (3) the effect of familiar vs. novel context (“homefield”); (4) effect of past
experience; and (5) the bystander effect. Among fish, dominance is attained by bigger fish and winning experience when fighting familiar opponents in a familiar
context. Rodents share most of these rules. More complex species, such as primates, have additional, more complex determinants (see text).
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FIGURE 2 | Macroscale networks supporting social hierarchies. (A) Macroscale network in rodents. In mice performing tube tests for social hierarchy, c-fos
expression in dominant animals is increased in the ventromedial hypothalamus, LH, ACC, medial preoptic area (hypothalamus), and MDT. In addition, pairwise
correlations were found between MDT-PrL, MDT-OFC, MDT-ACC, MDT-CA2, ACC-MDT, ACC-LH, ACC-NDB, ACC-LS, and ACC-NAc. (B) Macroscale network in
non-human primates. MRI studies in non-human primates from different social statuses and living in groups of different sizes have shown a correlation between
social rank and gray matter volume in the hypothalamus, amygdale, and brainstem nuclei (“Only Rank”). Gray matter volume in rPFC, STS, and ITC was correlated
with both social rank and group size (“Rank + Network Size”). (C) Macroscale network in humans. fMRI studies in human subjects performing hierarchy-related tasks
have shown selective activation of LPFC, amygdala, aHIPP, thalamus, and PCC by the social component of the task (“Only Social”). The mPFC, pHIPP, and IPC were
activated in the social and non-social conditions, suggesting a domain-general function (“Social + Non-social”). See text for other domain-general regions in human
literature not depicted in the figure. Abbreviations: LH, lateral habenula; ACC, anterior cingulate cortex; MDT, medial preoptic area (hypothalamus), and mediodorsal
thalamus; PrL, prelimbic cortex; OFC, orbitofrontal cortex; NDB, nucleus of the diagonal band; LS, lateral septum; NAc, nucleus accumbens; rPFC, rostral prefrontal
cortex; STS, superior temporal sulcus; ITC, inferior temporal cortex; LPFC, lateral prefrontal cortex; aHIPP, anterior hippocampus; pHIPP, posterior hippocampus;
PCC, posterior cingulate cortex; mPFC, medial prefrontal cortex; IPC, inferior parietal cortex.

In addition, nine pairwise correlations significantly differed
between dominant and submissive mice, specifically
MDT-Prelimbic cortex (PrL), MDT-Orbitofrontal cortex
(OFC), MDT-ACC, MDT-CA2, ACC-MDT, ACC-LHb,
ACC-Nucleus of the Diagonal Band, ACC-Lateral Septum
(LS), and ACC-Nucleus Accumbens (NAc; Nelson et al., 2019;
Figure 2A).

There are, however, considerable differences in social
behavior between rodents and primates, which raises the
question of whether neural substrates differ between species. To
tackle this, several structural and functional studies have also
been performed in human and non-human primates during

hierarchy-related behaviors. Monkeys from different ranks,
living in groups of different sizes, exhibit brain structural
adaptations observable using structural Magnetic Resonance
Imaging (MRI). Specifically, gray matter volume in the amygdala
(AMY), brainstem [from the medulla to the midbrain, including
parts of the raphe nucleus (RN)], hypothalamus, and basal
ganglia (posterior putamen and caudate) were found to be
correlated with social rank (Noonan et al., 2014). On the other
hand, gray matter volume in the superior temporal sulcus and
rostral prefrontal cortex (PFC) was found to be correlated with
both social rank and social network size (Sallet et al., 2011;
Noonan et al., 2014). Similar structural correlations between
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gray matter and social network size were also observed in
humans, particularly for the AMY (Bickart et al., 2011), OFC
(Powell et al., 2012), ventromedial prefrontal cortex (vmPFC;
Lewis et al., 2011), superior temporal sulcus (Kanai et al.,
2012), and temporal cortex (Kanai et al., 2012; Figure 2B).
On a functional domain, human research using hierarchy-
related paradigms and functional Magnetic Resonance Imaging
(fMRI) has provided compelling evidence of the neural dynamics
subserving the encoding, inference, and expression of social
rank (Figure 2C). Regarding rank coding, it was found that
human subjects generate dissociable neural responses when
playing a computer game against (simulated) higher-ranked and
lower-ranked players. Individuals playing against a higher rank
player displayed increased activity in bilateral occipital/parietal
cortex, ventral striatum (vSTR), parahippocampal cortex, and
dorsolateral prefrontal cortex (dlPFC), compared to when they
faced a lower rank player (Zink et al., 2008). These results were
observed in stable hierarchies, where participants were unable
to change their rank irrespective of the outcome of the game,
and in unstable hierarchies, where the outcome of the game
allowed moving up or down in the hierarchy. In the unstable
condition, additional brain regions displayed increased activity
when participants faced higher rank opponents, including the
AMY, medial prefrontal cortex (mPFC), posterior cingulate,
bilateral thalamus, primary motor cortex, somatosensory cortex,
and supplementary motor area (Zink et al., 2008). However,
when individuals repeated the task but were informed that
they were playing against computers, dlPFC, AMY, thalamus,
posterior cingulate, and mPFC were not significantly activated,
suggesting that these brain regions were sensitive to the social
component of the task (Zink et al., 2008). In a related
work involving the observation of higher and lower ranked
individuals, test subjects perceived and gauged the social
rank of others. This task engaged the inferior parietal cortex
(Chiao et al., 2009).

However, contrary to the paradigms in which ranks are
explicitly known a priori, in natural conditions, social rank
is often inferred from another’s behavior, and demeanor
and social hierarchies are progressively assimilated through
experience. Functional studies have shed light on the neural
substrates supporting rank inference by showing the recruitment
of occipitotemporal regions, including the superior temporal,
fusiform, and lingual gyri as subjects classified individuals
as dominant or submissive based on their facial expressions
(Chiao et al., 2008). Moreover, dominance-related signals (brow
position, posture, gaze, and gesture) increase the activity in
dlPFC and ventrolateral PFC (vlPFC; Marsh et al., 2009).
Rank coding and inference presumably allow individuals to
acquire knowledge about social hierarchies in order to guide
behavior and navigate their social world. The acquisition
and use of hierarchy-related information seems to depend
upon the AMY, hippocampus (HIPP), and vmPFC (Kumaran
et al., 2012). Notably, the AMY and anterior HIPP are
specifically engaged when subjects learn and apply knowledge
about social hierarchies, compatible with social specificity,
whereas the posterior HIPP and vmPFC are engaged in
tasks involving the acquisition and use of knowledge about

social and non-social hierarchies, compatible with a domain-
general role (Kumaran et al., 2012). A parsimonious hypothesis
is that social-specific areas (AMY and anterior HIPP) are
modulated by rank-related information, further introducing
this information in pre-existing domain-general mechanisms
subserving domain-general learning, cognitive control, and
goal-directed behavior. Spatial navigation can be, however,
either egocentric (self-referenced) or allocentric (using distal
cues). Interestingly, the acquisition and use of hierarchy-
related information seem to show some differences depending
on whether one is part of the hierarchy (Self hierarchy) or
not (Other hierarchy). Human studies showed that learning
Self hierarchies was correlated with the activity in the
mPFC, whereas learning both hierarchies (Self and Other)
was correlated with the activity in the AMY and HIPP
(Kumaran et al., 2016). Curiously, during these studies
using Self hierarchies, subjects performed a categorization
task where they had to assign pictures of individuals to a
pre-learned Self hierarchy and Other hierarchy (Kumaran et al.,
2016). Even though this task did not require the explicit
retrieval of rank-related information, rank-related activity was
detected in the AMY and anterior HIPP when categorizing
the pictures and lower-ranked stimuli elicited higher activity
(Kumaran et al., 2016). This suggests that social rank becomes
an integral trait of each individual in the social network
and is spontaneously and implicitly retrieved during social
interactions. Rank-related activity was also detected in the mPFC
but only when categorizing stimuli from the Self hierarchy
(Kumaran et al., 2016).

Despite the value of these findings, the level of variability
in the anatomical definition of each region, methodologies,
behavioral tasks and results, hinder our ability to fully conciliate
all the observations. Still, they provided a preliminary mapping
that can now be used to direct more detailed inquiry at the level
of circuits, microcircuits, and synapses.

MESOSCALE AND MICROSCALE
MECHANISMS SUPPORTING SOCIAL
HIERARCHIES

Prefrontal Cortex: A Major Hub in Social
Hierarchies
The PFC has been consistently suggested as a neural substrate
supporting social and hierarchy-related behaviors (Figure 3A),
but the mechanisms underlying its role remained unknown until
recently. A pioneering study by Hailan Hu and colleagues, found
that layer 5 pyramidal neurons in the mPFC play a pivotal
role in dominance and submissive behaviors in mice (Wang
et al., 2011; Figure 3B-1). Miniature excitatory postsynaptic
currents mediated by AMPA receptors in these neurons
display increased amplitude, but not frequency, in dominant
mice (Figure 3B-1). Moreover, increasing the strengths of
these synapses through viral overexpression of AMPA-receptor
subunit GluA4 led to dominance behavior, whereas decreasing
the strengths of synapses through a viral expression of GluA4
C-tail led to subordinate behavior (Wang et al., 2011). This
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FIGURE 3 | Mesoscale mechanisms supporting dominance. (A) Canonical circuit in PrL and ACC. Glutamatergic neurons from MDT project strongly to L2/3 PV
neurons in ACC, with a less dense projection to L2/3 in PrL. Depolarization of MDT neurons is determined by excitatory projections from OFC, L5 pyramidal neurons
from PrL and ACC, and from excitatory and inhibitory projections from the BF. (B) Two major types of studies to explain dominance. (B-1) Studies in the PrL support
the central role of MDT. Strong excitatory drive coming from MDT is thought to favor effortful, persistent behavior by increasing the excitability in L5 pyramidal
neurons. Potentiation of MDT-PrL synapses by repeated winning and activation is thought to increase the probability of winning, triggering a “winner effect”. In
addition, a disinhibitory gate may also contribute to regulating the excitability of L5 pyramidal neurons. Specifically, increased activity in the VIP interneurons would
open the gate by inhibiting PV interneurons, leading to increased excitability in L5 pyramidal neurons, favoring dominance. On the other hand, increased activity in PV
interneurons would close the gate, leading to decreased excitability in L5 pyramidal neurons, favoring subordination. (B-2) Studies in the ACC suggest that high MDT
excitability and firing due to a strong excitatory drive coming from the OFC would lead to increased depolarization of PV neurons, decreasing fear expression. These
hypotheses suggest that differences in synaptic plasticity and neuronal excitability per se could explain dominance among rodents. Plasticity and excitability are
prone to genetic influences and environmental effects, including hormones and degree of behavioral training. Abbreviations: PrL, prelimbic cortex; ACC, anterior
cingulate cortex; MDT, mediodorsal thalamus; PV, parvalbumin; OFC, orbitofrontal cortex; BF, basal forebrain; VIP, vasoactive intestinal peptide.

work stimulated the search for neural pathways capable of acting
as molecular switches between dominance and subordinate
behaviors. Extending these findings, neuronal populations in
mouse mPFC were found to display increased firing rate during
effortful behaviors, such as pushing and resistance in the
Tube test, but not during retreat, suggesting that mPFC might
mediate the behavioral persistence to win the social contest
(Zhou et al., 2017). In fact, optogenetic activation (mediated
by channelrhodopsin-2, ChR2) and chemogenetic inhibition
(mediated by hM4D muscarinic receptors) of mPFC, induced
instantaneous winning and losing, respectively, but only when
the manipulations were performed in the PL and in rostral
ACC (Zhou et al., 2017). In addition, optogenetic stimulation
delivered to the mPFC caused the maintenance of dominance
behavior and repeated winning in animals experiencing more
than six photoinduced wins (Zhou et al., 2017). This effect was
inhibited upon treatment with MK801, an antagonist of NMDA
receptors, suggesting this effect was due to NMDA-dependent
plasticity mechanisms (Zhou et al., 2017). Notably, cingulate
parvalbumin-positive interneurons seem to be required for

hierarchical behavior as well, since the chemogenetic inhibition
of this inhibitory population leads to a pronounced decline
in competitive performance among dominant mice, whereas
chemogenetic excitation causes a striking increase in competitive
performance among subordinate mice (Nelson et al., 2019).
More recently, an interneuron-based gating mechanism was
described in PFC capable of acting as a switch between
dominance and subordination (Zhang et al., 2022; Figure 3B-1).
Increased activity of local vasoactive intestinal polypeptide
(VIP) interneurons in PFC leads to direct inhibition of
local parvalbumin (PV) interneurons, generating a window of
opportunity for increased excitability in L5 pyramidal neurons,
resulting in dominance. Contrarily, increased activity of local
PV interneurons, preceding the activity of VIP interneurons,
decreases the excitability of L5 pyramidal neurons, working as a
gate and resulting in subordinate behavior, expressed by losing in
social confrontations. This work supports previous observations
that mice subjected to early life stress develop strong subordinate
behavior, which was correlated with morphological alterations in
pyramidal neurons in PFC and increased inhibitory postsynaptic
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FIGURE 4 | Additional circuits to interrogate in future dominance studies. (A) Circuit of the NAc. Top. Macroscale circuit. The NAc receives monosynaptic
projections (arrows) from PrL, ACC, and ventral hippocampus, projecting back to these regions through indirect connections (dashed arrows). Bottom. Canonical
microcircuit in the NAc. Medium spiny neurons in NAc are the major targets of L5 pyramidal neurons from PrL and ACC, pointing to striatal circuits as a logical
downstream target to expand current ACC and PrL hypotheses for social dominance. (B) Circuit in vCA1. Top. Macroscale circuit. Hippocampus anatomy
highlighting the location of CA2 and vCA1. Bottom. Canonical microcircuit in ventral CA1, pyramidal neurons in vCA1 receive inputs from CA2, CA3 and EC, and
project to the PFC and NAc. This microcircuit suggests an interplay between dominance mechanisms and the circuits regulating social memory. (C) Macroscale
circuit in the amygdala. Amygdala anatomy highlighting the connectivity between LA, BA, CeL, and CeM, and the PFC and ventral hippocampus. Arrows represent
excitatory projections, blunt lines represent inhibitory projections, and dashed lines represent inhibitory projections to brainstem regions responsible for aggression.
(D) Microcircuit in the PFC. Panel (D) is similar to Figure 3A but here are included afferent projections from vCA1, which target mostly L5 prelimbic neurons
(including L5 parvalbumin interneurons), afferent projections from the BLA, which target mostly L2 prelimbic neurons, and efferent projections to the NAc. Other
prefrontal subareas receive vCA1 and BLA projections with different laminar distributions compared with the prelimbic region (not illustrated here). This panel
summarizes candidate regions upstream and downstream to the prefrontal cortex that may be considered in future studies aiming at unraveling the circuitry
supporting hierarchical behavior. Abbreviation: NAc, nucleus accumbens; PrL, prelimbic cortex; ACC, anterior cingulate cortex; PFC, prefrontal cortex; VTA, ventral
tegmental area; vCA1, ventral CA1; EC, entorhinal cortex; SO, stratum oriens; SP, stratum pyramidale; SR, stratum radiatum; SLM, stratum lacunosum-moleculare;
LA, lateral amygdala; BA, basal amygdala; BLA, basolateral amygdala; CeL, centrolateral amygdala; CeM, centromedial amygdala.

current amplitude (Franco et al., 2020). An elegant hypothesis
to explain this observation is that early life stress alters the
local wiring of PFC, creating conditions to exacerbate the gating
mechanism described above (Franco et al., 2020).

Thalamus: A Driver of the Prefrontal Cortex
Even though there is considerable evidence suggesting the PFC
is a central hub in social and hierarchy-related behaviors, the
PFC function depends upon the activity of its upstream and
downstream regions. This raises the question of which partners
interact with the PFC during hierarchical behavior. Since the
mPFC receives dense projections from MDT (Hoover and
Vertes, 2007; Figure 3A) and since repeated defeat-induced
social avoidance leads to depression of MDT-mPFC synapses
(Franklin et al., 2017), strengthening of MDT-mPFC synapses
could contribute to attaining a high social rank. Indeed,
repeated winning in a tube test led to a sustained increase
in the field excitatory postsynaptic potentials in MDT-mPFC
synapses in vivo (Figure 3B-1), and long-term potentiation of
MDT-mPFC synapses using ChR2 in vivo elicited dominance
(Zhou et al., 2017).

Expanding these findings regarding the MDT-mPFC
projection, which focused mostly on PrL-targeting axons, the
MDT-ACC projection was also found to trigger dominant and
subordinate behavior (Figure 3B-2). Chemogenetic excitation of
glutamatergic MDT neurons increased competitive performance
in subordinate mice, without affecting dominant animals
(Nelson et al., 2019). Notably, this glutamatergic population
received monosynaptic input from the deep layers of ACC,
PrL, and OFC, while projecting to layer 2/3 of ACC, PrL,
and OFC, and to the NAc (Nelson et al., 2019). Their major
output area was, however, the ACC, where glutamatergic MDT
neurons target parvalbumin-positive neurons (Nelson et al.,
2019). Whole-cell recordings in these MDT neurons revealed
two functional clusters, one with a low firing rate and the
other with a high firing rate (Nelson et al., 2019). Dominant
mice had an approximately five-fold higher ratio of high vs.
low firing rate neurons, suggesting that MDT neurons might
have two excitability states according to the animal’s rank.
Focusing on the inputs to MDT neurons, dominant mice had
a higher frequency and amplitude of spontaneous excitatory
postsynaptic currents, whereas submissive animals showed
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a higher frequency of spontaneous inhibitory postsynaptic
currents (Nelson et al., 2019). Notably, OFC was shown to
make excitatory synapses in these MDT neurons, while the
basal forebrain (BF) makes excitatory and inhibitory synapses
(Nelson et al., 2019). ChR2-based paired-pulse stimulation
of OFC-MDT synapses produced facilitation in submissive
mice and depression in dominant mice, compatible with
increased release probability in the latter (Nelson et al., 2019).
When the same strategy was applied to BF-MDT synapses,
which include inhibitory and excitatory synapses, submissive
animals showed paired-pulse depression in inhibitory synapses,
compatible with increased release probability, and no changes
were seen in dominant mice (Nelson et al., 2019). Excitatory
synapses showed depression in both groups. Together, these data
converge to a model (Figure 3B-2) where dominant behavior
is linked to strengthened excitatory OFC-MDT synapses and
increased excitatory drive onto parvalbumin-positive cingulate
neurons. Submissive behavior, on the other hand, is linked to
strengthened inhibitory BF-MDT synapses and less excitatory
drive onto parvalbumin-positive cingulate neurons.

In summary, circuit-based research in hierarchy-related
behavior suggests that the PFC contributes to hierarchical
behavior, with emphasis on layer 5 pyramidal neurons, and
the MDTGlut-PrL, OFC-MDTGlut-ACCPV, and BF-MDTGlut-
ACCPV are pathways whose modulation can bidirectionally
switch between dominance and subordination. In addition to
these long-range modulators, a local interneuron-based gate,
possibly targeted by these modulatory long-range projections,
would create windows of increased (VIP neurons) and decreased
(PV neurons) excitability in L5 pyramidal neurons, increasing
the tendency for dominant and subordinate-related actions,
respectively. mPFC could regulate dominance due to its effect
on behavioral persistence or, alternatively, the excitatory drive
to parvalbumin-positive cingulate neurons could decrease fear
expression, prompting mice to exhibit dominant behavior.
These pathways should play a substantial role in the networks
outlined in Figure 2. Future detailed mesoscale and microscale
studies similar to these will allow the molecular and circuit
understanding of other hubs which have not received as wide
attention.

NEW DIRECTIONS: EMERGING
CANDIDATES IN SOCIAL HIERARCHIES

Ventral Striatum: The Major Downstream
Target of the Prefrontal Cortex
The successful manipulation of social hierarchies upon
modulation of PrL and ACC might have ultimately implied
changes in striatal circuits (Zhou et al., 2017; Nelson et al., 2019).
PrL and ACC display monosynaptic projections to the striatum
(STR), whereas the STR communicates indirectly with the cortex
via polysynaptic projections (Ferino et al., 1987; Wilson, 1987;
Levesque et al., 1996; Smith et al., 2014; Figure 4A-top). The
monosynaptic projections follow a structural gradient, whereby
infralimbic (IL) and ventral PrL project to ventromedial STR, the
NAc shell, and the remaining PrL and ACC project to the NAc

core, further extending to the dorsomedial caudate-putamen
complex (Groenewegen et al., 1997). Furthermore, the STR is
particularly active during socially rewarding events (Bault et al.,
2011), social status information triggers ventral striatal responses
that are modulated by one’s own subjective social status (Ly et al.,
2011), and vSTR shows increased activity when participants
face higher rank individuals (Zink et al., 2008). Despite this
evidence, mechanistic research in striatal circuits in hierarchical
behavior has been scarce and fragmented. Socially-housed
dominant cynomolgus monkeys display significantly higher
expression of D2/D3 receptors in the STR compared to socially-
housed subordinate and single-housed individuals (Morgan
et al., 2002). No significant changes are seen in subordinate
individuals (Morgan et al., 2002). Complementing these data,
rodent studies have shown specific metabolic signatures in the
NAc of dominant and subordinate mice, with dominant mice
exhibiting higher levels of energy-related metabolites under
basal conditions (Larrieu et al., 2017). Accordingly, accumbal
administration of mitochondrial complex I and II inhibitors
prompted subordination (Hollis et al., 2015). Within the NAc,
the population of dopamine D1 receptor-containing neurons
emerged as a targetable candidate to modulate hierarchical
behavior, as these neurons were activated by social competition
in dominant animals (Hollis et al., 2015; van der Kooij et al.,
2018), D1 receptors blockade decreased dominance (van
der Kooij et al., 2018), and dominance was improved upon
downregulation of the expression of glucocorticoid receptors
in that neural population (Papilloud et al., 2020). Together,
these data suggest that the mechanistic studies in prefrontal
and thalamic loops should be extended to include striatal
circuits and accumbal medium spiny neurons (MSN), at least
the D1 receptor-containing population (Figure 4A-bottom).
While NAc is a major target from PrL and ACC, prefrontal
(and amygdalar) action potentials alone may be sufficient to
reliably trigger spiking activity in the accumbal MSN, which
may require concurrent hippocampal action potentials exerting
a gating effect on MSNs (O’Donnell and Grace, 1995; French
and Totterdell, 2002). From this observation, functional studies
devoted to clarifying the role of the mPFC-NAc or AMY-NAc
projections in hierarchical behavior should also include the
HIPP (Figure 4A-bottom). As a final note, the available evidence
strongly supports the NAc as an emerging hub in hierarchical
behavior, but other striatal divisions might be implied as well.
In fact, studies in monkeys found a negative correlation between
gray matter volume in the posterior putamen and caudate and
social rank (Noonan et al., 2014), suggesting a wider approach to
striatal circuits in social and hierarchy-related behaviors.

Hippocampus: The Social Memory Hub
Our current understanding of hippocampal function results
from two major lines of research. Human studies found
marked anterograde amnesia for episodic events in patients
harboring hippocampal lesions, leading to the conclusion that
HIPP is necessary for episodic memory (Scoville and Milner,
1957; Penfield and Milner, 1958; Squire, 2009). On the other
hand, rodent research described hippocampal neurons whose
firing rate is modulated by the animal’s spatial position, the
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so-called place cells (O’Keefe and Dostrovsky, 1971; O’Keefe,
1976; O’Keefe and Conway, 1978; O’Keefe, 1979). By firing
at particular places, place cells presumably contribute to
an internal representation of the environment, a cognitive
map (Tolman, 1948; O’Keefe and Dostrovsky, 1971; O’Keefe,
1991). Accordingly, hippocampal inactivation impairs allocentric
navigation in rodents (Morris et al., 1982) and these findings
were also reproduced in humans (Ekstrom et al., 2003;
Parslow et al., 2005), implying that HIPP is necessary for
spatial navigation and goal-directed behavior. While efforts
were made to conciliate these perspectives (see Eichenbaum
and Cohen, 2014), many studies described hippocampal
modulation by non-spatial variables, including objects (Manns
and Eichenbaum, 2009), time (Eichenbaum, 2014), and social
variables (Tavares et al., 2015), providing evidence against a
purely spatial theory of the HIPP. Since the observation that
conspecifics and other social variables modulate hippocampal
neurons (Danjo et al., 2018; Omer et al., 2018), the HIPP has been
hypothesized as a hub in social behavior, presumably mapping
the animal’s social space (Tavares et al., 2015), and studies
showed that the HIPP is necessary for social recognition memory
(Okuyama et al., 2016).

Anatomical studies described prominent direct and
indirect prefrontal-hippocampal loops (Eichenbaum, 2017).
Furthermore, stress prior to a social encounter leads the stressed
animal to a long-term subordinate behavior, presumably due to
amplification of memory for the hierarchy (Cordero and Sandi,
2007). This effect is blocked by protein synthesis inhibitors and
is not evoked by stress alone or, crucially, when the stressed
animal faces a novel male, suggesting a superimposed role for
recognition memory, for which the HIPP is necessary (Cordero
and Sandi, 2007). Curiously, social memory depends upon CA2
(Hitti and Siegelbaum, 2014) and ventral CA1 (Okuyama et al.,
2016), and there is a correlation between c-fos expression in
MDT and CA2 that changes according to the mouse rank in the
Tube test (Nelson et al., 2019). Together, these findings suggest a
putative role for hippocampal circuits not only in social behavior
but specifically in hierarchy-related behavior.

Siegelbaum and colleagues pioneered the mechanistic study
of CA2 in social memory. Indeed, CA2 inactivation produces
striking deficits in social memory in a transgenic mouse model
(Hitti and Siegelbaum, 2014). Since this publication, CA2 was
found to contain a high proportion of social-sensitive cells and
CA2 inactivation during social tasks inhibited the formation of
social memories (Azahara et al., 2020). As CA2 has restricted
output regions (Cui et al., 2013), ventral CA1 (vCA1) has been
hypothesized as an intermediate region supporting most of the
CA2 communication with cortical and subcortical targets (Meira
et al., 2018). Accordingly, studies reported social memory deficits
upon inactivation of ventral CA1 (Okuyama et al., 2016) and
ventral CA1 projections targeting the NAc (Okuyama et al.,
2016) and the PFC (Phillips et al., 2019; Sun et al., 2020).
In addition, CA2 inactivation decreases aggressive behavior,
illustrated by a marked decrease in the tendency of a resident
mouse to engage in social contests with never-met intruders,
due to CA2 projections to the LS (Leroy et al., 2018). In
light of these, CA2-vCA1-PFC and CA2-vCA1-NAc pathways

should be investigated in hierarchical behavior (Figure 4B).
Interestingly, hippocampal circuits produce sharp wave ripples
(SWR) under native conditions (Buzsáki, 2015) and these were
shown to naturally induce plasticity changes (Sadowski et al.,
2016), participating in memory consolidation (Ego-Stengel and
Wilson, 2010). It would be relevant to assess if SWR could
evoke plasticity changes in prefrontal layer 5 pyramidal neurons
by strengthening the vCA1-PFC synapses and whether this
mechanism would impact the social rank and hierarchical
behavior. In light of the recent findings of an interneuron-
based gating mechanism for dominance and subordination in
PFC (Zhang et al., 2022), it would be also relevant to test
whether vCA1 can modulate the gate since there is a well-known
projection from vCA1 to the PV interneurons in PFC, whose
inhibition produces deficits in social memory (Sun et al., 2020).
It would be expected that excitation of PV interneurons in PFC
by the same pathway would modulate hierarchical behavior,
specifically leading to subordination, establishing a definitive
link between hierarchical behavior and social memory, thus
explaining the former observation that stress prior to a social
encounter leads to long-term subordinate behavior, due to
amplification of memory, or, more specifically, due to a putative
increase in vCA1-triggered excitation of PV interneurons in PFC.

Amygdala: An Understudied Area With
Diverse Roles in Hierarchy-Related
Behavior
The AMY is a classical hub that is broadly implicated in social
behavior (Adolphs, 2010). Also, the studies reviewed above
have provided strong evidence supporting its specific role in
hierarchical behavior in human and non-human primates. In
brief, correlational studies found AMY differential activation
in human participants during hierarchy-related paradigms,
particularly when hierarchies had a social component (Zink et al.,
2008; Kumaran et al., 2012, 2016), firing rate modulation of
AMY ensembles in monkeys according to the social status of
the observed conspecifics (Munuera et al., 2018), and a positive
correlation between gray matter volume in the AMY and social
status in monkeys, independently of social network size (Noonan
et al., 2014). These correlative studies were complemented
by lesion studies, but the results are hard to conciliate. In
fact, previously dominant monkeys were shown to lose social
status and acquire subordinate behavior upon lesions in the
AMY (Rosvold et al., 1954), and rats harboring AMY damage
lose 85% of the encounters when competing for food against
controls (Lukaszewska et al., 1984), suggesting that AMY lesions
decrease dominance. Contrary to these, selective ablation of the
AMY was found to increase confidence in social interactions
(Emery et al., 2001) and increase dominant posture in rhesus
monkeys (Machado and Bachevalier, 2006). This heterogeneity
might result from variability across lesions and from functional
differences between individual AMY subnuclei, but, most
importantly, highlights our need for refined mechanistic
studies. Surprisingly, this gap remains unexplored, contrasting
with the overwhelming progress achieved in the last years
regarding AMY research, particularly in classical conditioning
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(Ehrlich et al., 2009; Orsini and Maren, 2012; Duvarci and Pare,
2014; Tovote et al., 2015). Among the few molecular studies in
hierarchical behavior, one group found a positive correlation
between social rank and the expression of corticotropin releasing
factor mRNA in the AMY of mice (So et al., 2015). Notably, no
differences were found when the c-fos expression was compared
across dominant and submissive mice after performing the tube
test, although c-fos expression was increased in both groups
compared to controls, which traversed the tube, but that did not
perform the tube test nor engaged in social interactions inside
the tube (Nelson et al., 2019). Additional mechanistic studies are
clearly needed and two candidate pathways would be a rational
starting point, namely the basolateral amygdala (BLA)-mPFC
and the BLA-vCA1 synapse (Figures 4C,D). In fact, modulation
of the BLA-mPFC projection bidirectionally modulates social
behavior in a resident-intruder paradigm (Felix-Ortiz et al.,
2016). However, this study used juvenile intruders to avoid
aggression, hindering our ability to clearly translate their findings
to hierarchical behavior. Nonetheless, optogenetic stimulation
of BLA-mPFC projections decreased social behavior, including
chasing and contact, and had an anxiogenic effect, whereas
inhibition produced the opposite results (Felix-Ortiz et al., 2016).
Similar results in terms of social and anxiety-related behaviors
were obtained when the same experiments were carried out in
BLA-vCA1 projections (Felix-Ortiz et al., 2013). The antisocial
and anxiogenic effect of BLA stimulation would suggest a role
in subordinate behavior. An alternative explanation was put
forward by a growing body of literature which has correlated
AMY divisions and aggression (reviewed in Haller, 2018). Still, a
putative role for the AMY in aggression does not fully explain its
role in hierarchical behavior because dominance does not strictly
imply aggression (seeWang et al., 2014). This is clearly illustrated
in two studies showing that dominant mice in the tube test do not
appear to be more aggressive (Benton et al., 1980), and treatment
with cannabinoids decreased aggression and increased winning
in the tube test (Masur et al., 1971).

Subcortical Nuclei and Brainstem Nuclei:
The Aggression Circuit
Contrasting with the human studies reviewed above, studies in
non-human primates (Noonan et al., 2014) and rodents (Nelson
et al., 2019) found a strong engagement of additional subcortical
and brainstem nuclei during hierarchical behavior, particularly
the hypothalamus, periaqueductal gray (PAG), LHb, LS, and RN.

Among these brain areas, the hypothalamus, PAG, LHb, and
LS were mostly studied in the context of aggressive behavior.
Their modulation in hierarchical behavior thus suggests a
putative overlap between the circuits supporting aggressive
behavior and those supporting social hierarchies. The neural
substrates of aggression have been reviewed elsewhere (Aleyasin
et al., 2018; Flanigan and Russo, 2019) and a considerable
amount of data highlighted the hypothalamus as a major
hub in aggressive behavior (Hashikawa et al., 2017). In fact,
stimulation of its mediobasal aspects, including the mediobasal
hypothalamus in cats, the attack area in rats, and the ventrolateral
region of the ventromedial hypothalamus in mice, triggered
intraspecific aggression in different animal models (Kruk, 1991;

Siegel et al., 1999; Lin et al., 2011). Despite the central relevance
of the hypothalamus, research on aggression moved beyond
the hypothalamus to identify its downstream and upstream
partners. The PAG represents the most likely relay between the
hypothalamus and the spinal cord (Beart et al., 1988; Chung
et al., 1990; Canteras et al., 1994), and has been implicated
in social and non-social behavior, including in defense-related
behavior like immobility, flight, and escape jump (Wang et al.,
2015; Motta et al., 2017). Since aggressionmust be under efficient
control, the hypothalamus and PAG are modulated by upstream
brain areas. To illustrate this, the electrical stimulation of AMY
divisions was shown to modulate the efficacy of stimulations
directly delivered to the mediobasal hypothalamus and PAG to
trigger defensive rage in cats. More specifically, stimulation of
the basal and medial AMY positively modulated defensive rage,
whereas stimulation of the central AMY negatively modulated
defensive rage (Shaikh and Siegel, 1994; Shaikh et al., 1994; Siegel
et al., 1999). While no such studies were carried out in rodents,
rivalry-aggression in the resident-intruder test reliably increased
c-fos expression in medial AMY, BLA, and cortical AMY, with
mild to no effect in central AMY (Halász et al., 2002; Veening
et al., 2005; Duncan et al., 2009; Konoshenko et al., 2013).
Although the hypothalamus-PAG circuit is a canonical hub in
aggressive behavior, efforts have been made to find additional
partners and new ones are emerging, specifically LHb, LS, RN,
and even the mPFC (see Aleyasin et al., 2018). Aggressive, but
not non-aggressive, mice develop conditioned place preference
toward a context where they confronted a subordinate intruder
(Golden et al., 2016). Optogenetic inhibition of GABAergic
BF-LHb projections in aggressive males abolishes conditioned
place preference, whereas its stimulation in non-aggressive males
induced conditioned place preference (Golden et al., 2016). These
manipulations did not affect the initiation of aggressive behavior,
suggesting that GABAergic BF-LHb projections bidirectionally
control the valence of aggression. On the other hand, optogenetic
stimulation of the mPFC and LS decreased inter-male aggression
(Takahashi et al., 2014), but stimulation of LS-projecting
CA2 neurons increased inter-male aggression in mice (Leroy
et al., 2018). The studies reviewed in this section can hardly
illustrate all the exciting advances in the field of aggressive
behavior but clearly show that hierarchical and aggressive
behavior are indissociable, albeit distinct, and it is crucial to
address the channels supporting the cross-talk between the two
networks.

Focusing on the RN, MRI studies showed a positive
correlation between gray matter volume in the RN, the
major source of serotonin in the brain, and social dominance
in monkeys (Noonan et al., 2014). Strengthening these
data, fluoxetine treatment enhances serotonergic signaling
in vervet monkeys, leading to decreased aggression, more
affiliative behavior, and better social skills, resulting in higher
social rank (Raleigh et al., 1991). On the other hand,
monkeys with low serotonergic signaling display impulsive
aggression and lower social rank (Raleigh et al., 1991).
This association between low serotonergic signaling, impulsive
behavior, and aggression was recapitulated in other species,
including rodents (Caramaschi et al., 2007; Audero et al., 2013)
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and fish (Winberg and Nilsson, 1993; Cubitt et al., 2008).
While these studies suggest a reproducible negative association
between serotonin levels and aggression, the relation between
serotonergic signaling and dominance is more complex, probably
due to the skills needed to attain high social ranks, which vary
from species to species depending on their social complexity
and the role played by aggression in the hierarchy. In this
sense, increasing the serotonin levels in vervet monkeys resulted
in higher social ranks probably because it enhanced the social
skills necessary to navigate their hierarchies and invest in
affiliative interactions. While human studies supporting a role
for serotonin in social dominance are still sparse, treatment
with antidepressant medications or serotonin precursors, which
increase serotonin levels, also increased the frequency of
dominant behaviors (Moskowitz et al., 2001). However, for
simpler animals whose social ranks strongly depend upon their
agonistic behavior, a similar increase in serotonergic signaling
and decreased aggression would be a disadvantage. To illustrate
this, pharmacological inhibition of serotonergic activity caused
a shift from subordination to dominance in rats competing for
water, whereas stimulation of the serotonergic system had the
opposite effect (Kostowski et al., 1984). In addition, subordinate
fish consistently show high serotonergic activity, in association
with decreased locomotor activity, decreased aggression, and
lower food intake (Winberg and Nilsson, 1993; Cubitt et al.,
2008). Curiously, serotonergic signaling in rodents also showed
a sex-dependent effect on dominance, since hypothalamic
injection of 8-OH-DPAT, a serotonin 1A agonist, decreased
aggression in male hamsters, but increased the aggression level
in female hamsters (Terranova et al., 2016). Together, these
findings suggest that the PFC-RN loop would be an interesting
candidate pathway to target in hierarchical behavior. Effortful
behavior has been studied in the rat using a forced swim test,
where animals display epochs of resilient behavior in attempting
to escape the water tank, interchanged with epochs of immobility
in which they stop struggling (Warden et al., 2012). Notably,
optogenetic stimulation of RN-targeting mPFC axons triggers
resilient escaping behavior, whereas direct stimulation of the
RN only increases general locomotor activity (Warden et al.,
2012). It is tempting to speculate that PFC-RN projections would
be implicated in resilience during stress and that serotonergic
activity contributes to coping mechanisms within social settings
(for a more detailed review on neuromodulation and social
hierarchies, see Watanabe and Yamamoto, 2015; Qu et al., 2017).

CURRENT CAVEATS AND FUTURE
STRATEGIES TO INVESTIGATE
HIERARCHICAL BEHAVIOR

The combination of different animal models and technologies
has provided a considerable understanding of the neural
substrates supporting social hierarchies, from the identification
of macroscale regions engaged to the mechanistic dissection
of some prominent cell-specific hubs. Despite the evidence
reviewed here, the core questions in the field remain largely
unanswered. Finding neural correlates (structural or functional)

during hierarchical behavior is an important exploratory strategy
to quickly identify candidate regions, including a dissection of
what brain areas are necessary and sufficient for a given behavior.
However, this is still distant from a complete dissection of the
neural basis and computations underlying the phenomenon. To
complement this strategy the following strategies could prove
beneficial:

Investing in In vivo Recordings in
Freely-Behaving Animals to Understand
Intraregional and Interregional
Mechanisms
To understand the neural mechanisms supporting social
hierarchies it is essential to record neural activity in multiple
brain regions, while animals perform hierarchical behaviors.
This will provide access to the populational dynamics, allowing
the study of the neural ensembles engaged during hierarchical
behavior, their relations in upstream and downstream brain
areas, and their relation with the brain rhythms that organize
populational activity (Buzsáki, 2010; Buzsáki andWatson, 2012).
In vivo recordings can be complemented by modern genetic
models with conditional expression of neuronal markers to
identify neural ensembles active during hierarchical behavior
(Reijmers et al., 2007; Liu et al., 2012; Kim and Cho, 2017),
characterize them in terms of cell types, and tag neurons
during in vivo recordings (Tanaka et al., 2018). Besides fostering
an understanding of neural mechanisms, this will provide an
integrative approach whereby neural mechanisms underlying
hierarchical behavior might be integrated with domain-general
mechanisms common to other social and non-social behaviors
(Schafer and Schiller, 2018; Ramsey and Ward, 2020).

Improve Manipulation Studies
Modern optogenetic (Fenno et al., 2011; Lee et al., 2020)
and pharmacogenetic (Roth, 2016) tools revolutionized
neurosciences by allowing the reversible manipulation of
genetically defined neural populations. However, direct
application of these tools to stimulate and inhibit brain
regions during behavior can identify regions of potential
interest, but fails to provide mechanistic insight and may
even lead to epiphenomena that occlude naturalistic behavior.
Efforts should be made to combine manipulations with in vivo
recordings to monitor the changes produced in the populational
dynamics. Furthermore, optogenetic- and pharmacogenetic-
based stimulation (unlike inhibition) should be interpreted with
caution as these methods do not preserve native brain dynamics.
This may be mitigated by adopting new tools that increase
neuronal excitability without triggering action potentials.

In vivo Recordings and Manipulations in
Non-human Primates
When studying social behavior and social hierarchies, there are
considerable differences in the intrinsic and extrinsic factors
governing social rank in rodents and primates. In addition, major
substrates of hierarchical behavior as the PFC, specifically its
lateral division, do not have a rodent homolog so they can only be
properly studied using non-human primates (Carlén, 2017). In
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this sense, efforts should be made to translate rodent protocols
to non-human primates. Notably, small non-human primates
are emerging models in Neurosciences that have the potential
to open new avenues in the study of the neural substrates of
social behavior and associated disorders (Miller et al., 2016;
Feng et al., 2020).

CONCLUSION

Social hierarchies have profound implications for species’
survival and individual health, but the neural mechanisms
subserving hierarchical behavior remain elusive, hindering
our ability to signal dominance- or subordination-prone
individuals and to design strategies to mitigate hierarchy-
related effects on health. Correlative and manipulation studies
in human and non-human primates and rodents led to
the identification of distributed brain networks underpinning
hierarchical behavior, as well as mechanisms whose modulation
bidirectionally switches between dominant and subordinate
phenotypes in animal models. In this review, we synthesized
the available knowledge and models of networks supporting
social hierarchies. However, additional in vivo monitoring of
neural activity across multiple brain regions is needed to

foster the understanding and integration of how information
flow across candidate regions acts in the service of social
hierarchy behavior.
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The serotonergic (5-HT) network from the dorsal raphe nucleus (DRN) of the brain
has been demonstrated to regulate cognition, emotion, and behaviors, including
learning and the sleep-wake cycle. Dysregulation of the activity of 5-HT neurons in
the DRN is thought to play an important role in emotional disorders. The activity
of 5-HT neurons is regulated by norepinephrine (NE) released from the projection
terminals of noradrenergic input from the locus coeruleus (LC) via activation of the
α1-adrenoceptor. However, insight into the molecular mechanism underlying this NE-
induced regulation of 5-HT neuron activity is not clear. In this study, using the agonist
of α1-adrenoceptor phenylephrine (PE), brain slices, and patch clamp, we found that
A-type, Kv7/KCNQ, and calcium-activated low-conductance K+ channels (SK) underlie
PE-induced spontaneous firing in DRN 5-HT neurons. Using single-cell PCR and
immunofluorescence, we also identified the isoforms of these K+ channel families that
might contribute to the NE/PE-induced spontaneous firing of DRN 5-HT neurons.

Keywords: serotonergic neuron, phenylephrine, dorsal raphe nucleus, activity, A-type K+ channels, Kv7/KCNQ
K+ channels, calcium-activated small-conductance K+ (SK) channels

INTRODUCTION

The serotonergic (5-HT) system originating in the dorsal raphe nucleus (DRN) plays a central role
in multiple important brain functions, including learning, cognition, emotion, and the sleep-wake
cycle (Lucki, 1998; Monti, 2010; Kawashima, 2018). There is ample evidence that the activity of
DRN 5-HT neurons is correlated with reward levels (Nakamura et al., 2008; Bromberg-Martin et al.,
2010; Hayashi et al., 2015), aversive stimuli (Schweimer and Ungless, 2010; Hayashi et al., 2015), and
the absence of rewards (Li et al., 2013). Moreover, altered activity of these DRN 5-HT neurons is
associated with the response to stress and the onset of psychiatric disorders such as major depressive
disorder (MDD) and anxiety (Ohmura et al., 2020; Prakash et al., 2020; Zou et al., 2020). For a better
understanding of the activity-dependent role of DRN 5-HT neurons in the above physiological and
pathological processes, it is essential to understand the molecular/ionic mechanisms underlying the
electrical discharge activity of these neurons.

Abbreviations: ACSF, artificial cerebrospinal fluid; DRN, dorsal raphe nucleus; HEPES, N-2-hydroxyethylpiperazine-N′-
2-ethanesulfonic acid; IA, A-type currents; IM, M-type current; LC, locus coeruleus; MDD, major depressive disorder;
NE, norepinephrine; PE, phenylephrine; PFA, paraformaldehyde; RTN, retrotrapezoid nucleus; SK, calcium-activated
small-conductance K+ channels; TEA, tetraethylammonium; TPH, tryptophan hydroxylase; 4-AP, 4-aminopyridine.
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In most species, the 5-HT neurons of the DRN fire electrical
discharges when recorded in vivo, with a slow, tonic firing
pattern at typical frequency of about 0.5–3 Hz (Aghajanian et al.,
1968; Aghajanian and Vandermaelen, 1982; Allers and Sharp,
2003). However, when recorded in vitro in brain slices, the 5-HT
neurons are silent and do not fire spontaneously unless triggered
by norepinephrine (NE), the transmitter released in the DRN
mainly from the projection terminals of the noradrenergic input
from the locus coeruleus (LC). In this case, the 5-HT neurons
fire spontaneously after either NE or the α1-adrenoceptor agonist
phenylephrine (PE) is applied to the brain slices (Vandermaelen
and Aghajanian, 1983; Pan et al., 1990; Judge and Gartside,
2006). These results suggest that noradrenergic modulation is
critical for the firing activity of DRN 5-HT neurons. However,
the molecules/ion channels responsible for this NE-induced
modulation have not been elucidated.

Early studies suggest that NE or PE-induced firing initiation
of DRN 5-HT neurons appears to depend in large part on
the closure of membrane K+ conductance (Aghajanian, 1985;
Leonard, 2002), with the involvement of A-type K+ currents
(IA) (Aghajanian, 1985). However, this mechanism has not
been clearly elucidated. Subthreshold K+ conductance is the
most important determinant for triggering neuron firing. An
example of this is the Kv7/KCNQ/M current (IM). KCNQ/M-
type currents have been shown to be involved in the regulation
of spontaneous firing of central neurons, including DRN 5-HT
neurons (Zhao et al., 2017; Su et al., 2019). In addition, KCNQ
channels in chemosensitive neurons of the retrotrapezoid nucleus
(RTN) have been reported to be the downstream effectors of
NE modulation of RTN activity (Kuo et al., 2016). However,
it is not known if KCNQ/M-type currents are also involved in
NE-induced spontaneous firing of DRN 5-HT neurons. Another
potential candidate for the K+ conductance relevant here is the
calcium-activated low-conductance K+ channel (SK channel).
Several conflicting reports on the effect of NE on SK channels
through activation of the α1-adrenoceptor have been published
for neurons in both central and peripheral nervous systems,
including the DRN 5-HT neurons (Pan et al., 1994; Wagner et al.,
2001; Maingret et al., 2008). However, there is no direct evidence
for NE inhibition of SK channel currents in DRN 5-HT neurons.

In this study, we sought to find the K+ channels underlying
the NE/PE-induced spontaneous firing of DRN 5-HT neurons,
focusing on the A-type, KCNQ/M, and SK K+ channels. Using
brain slice preparations and patch clamp, we demonstrate that
PE triggers the activity of DRN 5-HT neurons through the α1-
adrenoceptor and inhibition of the A-type, KCNQ/M, and SK
K+ channels. Using single-cell PCR and immunofluorescence,
we also identified the isoforms of these K+ channel families that
might contribute to the NE/PE-induced spontaneous firing of
DRN 5-HT neurons.

MATERIALS AND METHODS

Animal Preparation
Male 6- to 8-week-old C57BL/6 mice (Vital River, China)
were used for the studies. All experiments were performed in

accordance with the guidelines of the Animal Care and Use
Committee of Hebei Medical University and approved by the
Animal Ethics Committee of Hebei Medical University.

Ethics Statement
All experiments were performed in accordance with the
guidelines of Animal Care and Use Committee of Hebei
Medical University.

Brain Slice Preparation
The details for preparation of coronal brain sections containing
DRN were the same as described in our previous work (Zhao
et al., 2017). Briefly, mice were anesthetized with chloral hydrate
[200 mg/kg, intraperitoneally (i.p.)]. After intracardial perfusion
with an ice-cold sucrose solution (260 mM sucrose, 25 mM
NaHCO3, 2.5 mM KCl, 1.25 mM NaH2PO4, 2 mM CaCl2,
2 mM MgCl2, and 10 mM D-glucose; osmolarity, 295–305 mOsm;
saturated with 95% O2 and 5% CO2), the brains of the mice
were removed quickly and placed into the slicing solution.
Coronal midbrain slices (200 µm thick) containing DRN (AP
−3.8 to −4.8 mm; LM 0 mm; and DV −2.8 to −3.8 mm)
were sectioned with a vibratome (VT1200S; Leica, Germany).
The sections were incubated for 30 min at 36◦C in oxygenated
artificial cerebrospinal fluid (ACSF) (in mM: 124 NaCl, 3 KCl,
1.25 NaH2PO4, 2 CaCl2, 2 MgCl2, 25 NaHCO3, 10 D-glucose;
osmolarity, 280–300 mOsm), and stored at room temperature for
90 min (23–25◦C) before use.

Identification of 5-HT Neurons and
Electrophysiological Recordings
5-HT neurons located in the midline of the ventromedial
subdivisions of the DRN were used. DRN 5-HT neurons were
identified by single-cell PCR for the presence of tryptophan
hydroxylase (TPH). Recordings in the slices were performed
in whole-cell voltage-clamp configurations on a Multiclamp
700B amplifier coupled with a Digidata 1440A AD converter
(Molecular Devices, United States) using borosilicate patch
electrodes (1–3 M�) wrapped with parafilm to reduce pipette
capacitance. Pipette series resistance (typically 4–8 M�) was
compensated by 70–85% during voltage-clamp experiments
and was checked frequently throughout the experiment; data
were not used if series resistance changed by >15%. Voltage
signals were filtered at 10 kHz and sampled at 20 µs using a
Digidata 1440A data acquisition interface (Molecular Devices)
and pClamp 9 software (Molecular Devices). For recording K+
currents, glass electrodes (3–5 M�) were filled with the following
internal solutions, namely, 115 mM K-methylsulfate, 20 mM
KCl, 1 mM MgCl2, 10 mM N-2-hydroxyethylpiperazine-N′-2-
ethanesulfonic acid (HEPES), 0.1 mM EGTA, 2 mM MgATP, and
0.3 mM Na2GTP, pH adjusted to 7.4 with KOH. For recording
IM and SK currents, ACSF was used as extracellular solution.
For recording IA current, HEPES-buffered ACSF (130 mM NaCl,
4 mM KCl, 2 mM CaCl2, 2 mM MgCl2, 10 mM HEPES, 10 mM
D-glucose; 280–300 mOsm) was used as extracellular solution. To
optimally isolate the outward SK currents from other K+ currents
and the Na+ currents, 5 mM tetraethylammonium (TEA) and
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1 µM tetrodotoxin were added to the extracellular solution in
voltage-clamp experiments (Sailer et al., 2002; Pedarzani et al.,
2005). For isolating A-type currents (IA), 1 µM tetrodotoxin was
used to block fast voltage-activated Na+ channels, and 0.3 µM
CdCl2 was used to block voltage-activated Ca2+ channels (Itri
et al., 2010; Hu et al., 2019).

For recording spontaneous firing of the neurons, cell-attached
“loose-patch” (100–300 M�) recordings were used (Burlet et al.,
2002). In this case, patch pipettes (2–4 M�) were filled with
ACSF, and the spontaneous activity was recorded in the current-
clamp mode (I = 0). All of the experiments were performed at
room temperature (25± 2◦C). In our recordings, the majority of
the recorded neurons, ∼90%, were silent without added PE, and
indeed a small number of recorded cells (∼10%, 10 out of 100)
had activity of spontaneous firing. However, these neurons with
spontaneous firing were found mostly to be either dopaminergic
neurons or glutamatergic neurons as verified by the single-
cell PCR post the electrophysiological recordings (n = 8, 80%
dopaminergic neurons; n = 1, 10% glutamatergic neurons). The
dopamine and glutamatergic neurons in DRN were also reported
in the literature (Soiza-Reilly and Commons, 2011; Matthews
et al., 2016; Commons, 2020). Therefore, neurons exhibiting
spontaneous activity were not included for data analysis.

Immunofluorescence
After intracardial perfusion with 4% paraformaldehyde (PFA)
in 0.01 M phosphate-buffered saline (PBS) (pH 7.4), followed
by 0.01 M PBS, mice brains were post-fixed in 4% PFA at 4◦C
for 48 h and coronal midbrain slices were prepared. Sections
(50 µm thick) were blocked with 0.3% Triton X-100 and
10% donkey serum (Biological Industries, Israel) in PBS and
incubated overnight at 4◦C with a mixture of primary antibodies.
Sections were then washed with PBS three times (5 min) and
then incubated in a mixture of secondary antibodies at room
temperature for 2 h. Sections were then washed three times
(7 min) with PBS. Finally, slices were mounted with Prolong
Gold antifade reagent (Life Technologies, United States). Images
were obtained on a Leica TCS SP5 confocal laser microscope
(Leica, Germany) equipped with laser lines for FITC (Argon 488)
and cy3 (HeNe 543). Images were analyzed with LAS-AF-Lite
software (Leica, Germany).

Single-Cell PCR
PrimeScriptTM II 1st Strand cDNA Synthesis Kit (Takara-
Clontech, Japan) was used to perform reverse transcription. At
the end of electrophysiological recordings, the recorded cell was
aspirated into a pipette and then expelled into a sterile PCR tube
containing 1 µl oligo-dT primer and 1 µl dNTP mixture. The
mixture was heated to 65◦C for 5 min and then cooled on ice for
2 min. Synthesis of the first single-strand cDNA from the cellular
mRNA was performed with PrimeScript II reverse transcriptase
(Takara) at 50◦C for 50 min and then 85◦C for 5 min. cDNA was
stored at −20◦C. Then, single-strand cDNA was amplified using
GoTaq Green Master Mix (Promega, United States). Two rounds
of conventional PCR with pairs of gene-specific outer (first
round) and inner primers (second round) for GAPDH (positive
control), TPH, Kv4.1–4.3, 3.3, 3.4, Kv1.4, SK1–3, and KCNQ1–5

were performed. After adding the specific outer primer pairs into
each PCR tube (final volume 25 µl), first-round synthesis was
performed as follows, namely, 95◦C (5 min); 30 cycles of 95◦C
(50 s), 60◦C (50 s), 72◦C (50 s); 72◦C (5 min). Then, 2 µl of the
first PCR product were used for the second amplification with
specific inner primers (final volume 25 µl). The second-round
amplification was performed as follows, namely, 95◦C (5 min);
35 cycles of 95◦C (50 s), 58–63◦C (45 s), 72◦C (50 s) and 5 min
elongation at 72◦C. The final PCR products were separated by
electrophoresis on 2% agarose gels. Negative control reactions
with no added template were included in each experiment.

The “outer” primers (from 5′ to 3′) were as follows:

GAPDH AAATGGTGAAGGTCGGTGTGAACG
(sense)

AGTGATGGCATGGACTGTGGTCAT
(antisense)

TPH GAGTCCTCATGTACGGCACC AGGCCGAACTCGATTGTGAA

Kv1.4 CTCTGGGCTCCACTAACGAG CTTCTCAGAGACTCGGCGTT

Kv3.3 TGCTCAACTACTACCGCACC AAGAATAGGGAGGCGAAGGC

Kv3.4 ACGTGACGGAGATTCATCGG TCTTGAAGTCGGTGTGGTCG

Kv4.1 ACCACACTTGGGTATGGAG TGAACTCGTGACACGTAGTCTTCT

Kv4.2 CGCTCTGATAGTGCTGAACG CCTGCGGTCCTTGTACTCCT

Kv4.3 ATGCATCTCTGCCTACGACG CTGCGGATGAAGCGGTATCT

KCNQ1 CCCAGTGCTGAAAGGAAGCG ACGAAACACTTCCAACCCGT

KCNQ2 TCATCCCACCTCTGAACCAG TGGGCGCAGACTCTCTTTG

KCNQ3 AGACGTGGAGCAAGTCACCTT CCAGCCTTTGTATCGACAGC

KCNQ4 CCCGGGTGGACCAAATTGT AGCCCTTCAGTCCATGTTGG

KCNQ5 GAAGCCGCTCTCCTACACC TTCTGTCCATGCGCACCATA

SK1 GTCTCCTCCTGGATCGTTGC CTTGGTGAGCTGTGTGTCCAT

SK2 ACCCTAGTGGATCTGGCAAAG GAGCGCTCAGCATTGTAGGA

SK3 GGCGGATAGCCATGACCTAC AAAGGTCCACCAGGGTGTTG

The “inner” primers (from 5′ to 3′) were as follows:

GAPDH GCAAATTCAACGGCACAGTCAAGG TCTCGTGGTTCACACCCATCACAA

TPH TGGCTACAGGGAAGACAACG GTATCTGGTTCCGGGGTGTA

Kv1.4 GACAACCGAACTTGTTCCGT GTCTTAGCACTTGCCTTCTC

Kv3.3 GGGCTTCTGGGGCATAGAC GTCCTGAAAACACAGACGCTT

Kv3.4 TTGTGTGCTGCCCTGATACG GACAAACCACTCAATCCCACC

Kv4.1 TTGGGTCCATCTGCTCACTT GGCCCCCATTTTGCTTATAC

Kv4.2 CCTGGAACGATACCCAGACAC CCCGTGCGGTAGAAGTTGA

Kv4.3 AGCTTCCGTCAGACCATGTG GGCAAAAGAAAGCCACCGAAT

KCNQ1 GTGTCCCTTCTCACTGGAGC CACTGTAGATGGAGACCCGC

KCNQ2 CATCACCAAGTCAGAAGGTCAG ACAAACTCGCAGTTACAGCTC

KCNQ3 CAAGTACAGGCGCATCCAAAC GGCCAGAATCAAGCATCCCA

KCNQ4 ATGGGGCGCGTAGTCAAGGT GGGCTGTGGTAGTCCGAGGTG

KCNQ5 GTTCGTCTACCACGCGTTC CGAGCAAACCTCAGTCTTCC

SK1 ATGGTGCCGCATACCTACTG CACGTGTTTCTCAGCCTTGG

SK2 GGATCTGGCAAAGACCCAGAAT AGGGAGGGCATGAATGCTAC

SK3 CCCCATCCCTGGAGAGTACA TTCACAGACTCGCACAGTCC

Drugs
All drugs were bath applied at the following concentrations,
namely, PE (10 µM; Tocris), prazosin (5 µM; Sigma), apamin
(500 nM; Sigma), 4-aminopyridine (4-AP; 4 mM; Sigma), XE991
(3 µM; Tocris), 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX;
10 µM; Sigma), DL-2-amino-5-phosphonopentanoic acid (APV;
50 µM; Sigma), strychnine (2 µM; Sigma), and gabazine
(10 µM; Sigma).
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Commercial antibodies used were anti-TPH (1:400, mouse,
sigma, T0678, RRID:AB_261587), anti-Kv4.2 (1:400, rabbit,
AlomoneLabs, APC-023, RRID:AB_2040176), anti-Kv4.3
(1:400, rabbit, AlomoneLabs, APC-017, RRID:AB_2040178),
anti-SK2 (1:200, rabbit, Bioss, DF13499, RRID:AB_2846518),
anti-SK3 (1:200, rabbit, Proteintech, 17188-1-AP), anti-KCNQ2
(1:200, goat, Santa Cruz, sc-7793, RRID:AB_2296585), anti-
KCNQ3 (1:200, goat, Santa Cruz, sc-7794, RRID:AB_2131714),
and anti-KCNQ4 (1:200, rabbit, AlomoneLabs, APC-164,
RRID:AB_2341042). Secondary antibodies used were donkey
anti-mouse IgG (H + L) highly cross-adsorbed secondary
antibody (Alexa Fluor 568, Thermo Fisher Scientific, A10037,
RRID:AB_2534013, 1:1,000), donkey anti-rabbit IgG (H + L)
highly cross-adsorbed secondary antibody (Alexa Fluor 488,
Thermo Fisher Scientific, A-21206, RRID:AB_2535792, 1:1,000),
and donkey anti-goat IgG (H + L) cross-adsorbed secondary
antibody (Alexa Fluor 488, Thermo Fisher Scientific, A-11055,
RRID:AB_2534102, 1:1,000).

Statistics
All data are expressed as mean ± SEM. Group size (n)
indicates the number of independent, non-technical replicates.
For electrophysiological data, the discharge rate and the current
amplitudes were compared using the paired t-test, when data
were normally distributed and there was no significant variance
inhomogeneity. When normality or equal variance of samples
was not present, the Wilcoxon matched-pairs signed-rank
test was used. p-Values ≤ 0.05 were accepted as statistically
significant. Data analysis was carried out using GraphPad Prism
6.0 (RRID:SCR_002798).

RESULTS

Previous studies have shown that activation of the α1-
adrenoceptor (by NE or PE) in DRN 5-HT neurons is associated
with a depolarization of resting membrane potential and
an increase in input resistance, likely due to reduced K+
conductance (Aghajanian, 1985). However, the identity of this
K+ conductance is not known. After reviewing the experimental
evidence in the literature described in the introduction, we
aimed to study three families of K+ channels, namely, the
A-type, the KCNQ/M, and the SK channels. We first verified that
PE, the selective α1-adrenoceptor agonist, elicits spontaneous
firing of DRN 5-HT neurons that were otherwise silent. Firings
of the neurons were recorded in DRN brain slices using a
“loose cell-attached patch” method (Burlet et al., 2002), and the
recorded neurons were located in the midline in the ventromedial
subdivision of the DRN (Figure 1A), as 5-HT neurons are
reported to be most densely located in this region (Gocho et al.,
2013). 5-HT neurons were identified by the presence of TPH
in single-cell PCR analysis after electrophysiological recordings
(Figure 1B). PE (10 µM) significantly induced a slow (<5 Hz),
clock-like discharge of action potentials in DRN 5-HT neurons,
which was inhibited by the α1-adrenoceptor antagonist prazosin
(5 µM) (Figure 1C).

Role of the A-Type K+ Current in
Phenylephrine-Induced Spontaneous
Firing of Dorsal Raphe Nucleus 5-HT
Neurons
In a previous study, A-type currents (IA) were found to be
inhibited by PE in DRN 5-HT neurons. However, it was not tested
whether this inhibition contributes to the PE-induced firing
of these neurons (Aghajanian, 1985). Moreover, the expression
profiles of A-type channel in DRN 5-HT neurons have not
been investigated. Therefore, we first examined the subtypes of
A-type K+ channels expressed in DRN 5-HT neurons using
single-cell PCR and immunofluorescence analysis. Single-cell
PCR results revealed a strong expression of Kv4.2 and 4.3,
a weak expression of Kv4.1, and no detectable expression of
Kv1.4, Kv3.3, and Kv3.4 (Figures 2Ai,ii). Expression of Kv4.2
and Kv4.3 proteins in DRN 5-HT neurons was also confirmed
by immunofluorescence, which showed strong signals for these
channel proteins (Figure 2B), consistent with the results of
single-cell PCR. These results suggest that Kv4.2 and 4.3 are
the dominant A-type K+ channels in DRN 5-HT neurons and
mediate the majority of IA. Next, we investigated the role
of these A-type K+ channels in PE-induced firing of 5-HT
neurons. Synaptic blockers (CNQX, APV, and gabazine) were
added to isolate the intrinsic firing properties and IA were
recorded using the protocol shown in Figure 2Ci; the cells
were voltage-clamped at −70 mV, followed by a hyperpolarizing
step to −100 mV (200 ms), and then a step depolarization to
−20 mV (300 ms). IA were isolated as characteristic transient
currents with rapid activation and inactivation, measured as
instantaneous currents at the beginning of the −20 mV step.
Bath application of PE (10 µM) significantly reduced peak
IA currents (from 0.77 ± 0.05 to 0.37 ± 0.04 nA, n = 6,
p < 0.0001, paired t-test), and this reduction was significantly
reversed by prazosin (5 µM; Figure 2C), the antagonist of α1-
adrenoceptors. This result, in combination with the results shown
in Figure 1, suggests that inhibition of IA currents contributes
to the PE-induced spontaneous firing of DRN 5-HT neurons. To
confirm this, we tested the effect of A-type channel blocker, 4-
AP. 4-AP at maximal IA inhibiting concentration (4 mM) (Yao
and Tseng, 1994; Serôdio et al., 1996; Song et al., 1998) also
induced spontaneous firing in DRN 5-HT neurons, suggesting
that inhibition of IA indeed triggers spontaneous firing. However,
in the continued presence of 4-AP, PE (10 µM) further increased
the firing frequency from 0.51 ± 0.06 to 1.23 ± 0.07 Hz (n = 13,
p < 0.0001, paired t-test, Figure 2D) in a statistically significant
manner, indicating that another mechanism besides IA inhibition
was involved in the PE-induced spontaneous firing of DRN 5-
HT neurons.

Role of KCNQ/M-Type Current in
Phenylephrine-Induced Spontaneous
Firing of Dorsal Raphe Nucleus 5-HT
Neurons
Our previous studies have shown that the KCNQ4 channel is
the predominant Kv7/KCNQ isoform expressed in DRN 5-HT
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FIGURE 1 | Phenylephrine induces spontaneous firing in the DRN 5-HT neurons by activating α1 adrenergic receptor. (A) Schematic illustration of the dorsal raphe
nucleus (DRN) on a coronal plane. (B) Representative image of single-cell PCR products displayed on a gel, from five DRN neurons (lanes 1–5), and a negative
control (“CON”) in which no DNA template from neurons was added. TPH, tryptophan hydroxylase, marker of 5-HT neurons. (C) PE induced the spontaneous firing
activity in the DRN 5-HT neurons, which was inhibited by α1 adrenergic receptor blocker prazosin. (i) Representative traces of action potential spikes recorded using
“loose patch” under current-clamp configuration performed on a DRN 5-HT neuron; the effects of PE (10 µM) and prazosin (5 µM) are shown. (ii) Example time
course of the spontaneous firing frequency in a 5-HT neuron, under the influence of PE and prazosin. (iii) Summarized effects of PE and prazosin on the
spontaneous firing frequency (paired t-test, ****p < 0.0001, n = 13).

neurons (Zhao et al., 2017), although other neuronal KCNQ
members (KCNQ2, KCNQ3, and KCNQ5) in these neurons
have not been studied. In this study, the results of single-cell
PCR analysis revealed robust expression of KCNQ2, KCNQ3,
and KCNQ4 mRNA in DRN 5-HT neurons (Figures 3Ai,ii).
Consistently, the result of immunofluorescence analysis showed
high expression levels of the KCNQ2, KCNQ3, and KCNQ4
proteins in DRN 5-HT neurons (Figure 3B). To correlate the
PE-induced spontaneous firing with its modulation of KCNQ/M-
type currents, we first examined whether PE could inhibit
KCNQ/M-type currents in DRN 5-HT neurons. M-type currents
were measured using the protocol shown in Figure 3Ci as
characteristic slow deactivating tail currents at a −50 mV step
from a depolarized potential of −20 mV (Zhao et al., 2017).
As shown in Figure 3C, PE (10 µM) significantly inhibited
the M-type currents from 74.67 ± 9.46 to 40.63 ± 5.69 pA

(n = 7, p < 0.01, paired t-test). Subsequently, it was found
that XE991, a selective KCNQ blocker, failed to further inhibit
the M-type currents, indicating complete inhibition of this K+
conductance by PE. Moreover, inhibition of M-type currents
by XE991 resulted in depolarization of the resting membrane
potential (from −63.91 ± 2.21 to −57.87 ± 1.83 mV, n = 6,
p < 0.05, paired t-test, Figure 3E). With continued presence
of XE991, PE (10 µM) further depolarized in a significant
manner the resting membrane potential to −52.27 ± 2.47 mV.
These results suggest that PE-induced inhibition of M-type
current might trigger the neuronal firing. Next, we showed that
blocking M-type current by addition of XE991 (3 µM) produced
spontaneous firing of DRN 5-HT neurons (0.42 ± 0.06 Hz,
n = 14, p < 0.001, Wilcoxon matched-pairs signed-rank test,
Figure 3D). These results indicate that inhibition of KCNQ/M-
type currents contributes to the PE-induced spontaneous firing
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FIGURE 2 | Expression of A-type K+ channels and their contribution to the PE-induced spontaneous firing of the DRN 5-HT neurons. (A) Expression of A-type K+

channel-related subfamily members assessed using single-cell PCR analysis in the DRN neurons. (i) Representative image of single-cell PCR products showing the
presence of different Kv subunits. (ii) Proportion of Kv1.4, 3.3, 3.4, and Kv4s-positive neurons in the TPH-positive neurons (n = 20). (B) (i) Confocal images of Kv4.2
and 4.3 protein expression in slice of the DRN, assessed using immunofluorescence methods. Scale bar = 50 µm. (ii) Proportion of Kv4.2 and 4.3-positive neurons

(Continued)
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FIGURE 2 | in the TPH-positive neurons (n = 200). (C) PE potently inhibited A-type currents recorded using whole-cell patch clamp in the DRN 5-HT neurons. (i)
Recording protocol used and the typical current traces recorded; the latter were from –20 mV. The current amplitude at the beginning of the –20 mV step was
measured (dotted square, enlarged in inset). (ii) Time course for current amplitudes measured in (i). (iii) Summarized data for experiments shown in (i,ii). Paired
t-test, **p < 0.01, ****p < 0.0001, n = 6. (D) A-type K+ channel blocker 4-AP (4 mM) induced spontaneous firing of the DRN 5-HT neurons. (i) Representative traces
of action potential spikes recorded using “loose patch” under current-clamp configuration. (ii) Example time course of the spontaneous firing frequency in a 5-HT
neuron, under the influence of 4-AP and PE. (iii) Summarized data for the effects of 4-AP and PE on the spontaneous firing frequency (paired t-test, ****p < 0.0001,
n = 13).

of the DRN 5-HT neurons. Consistent with the involvement
of multiple K+ channels in the PE-induced spontaneous firing
of the DRN 5-HT neurons, the XE991-induced firing rate
was further increased when PE was applied (1.30 ± 0.12 Hz,
n = 14, p < 0.0001, Wilcoxon matched-pairs signed-rank test,
Figure 3D).

Role of Low-Conductance
Ca2+-Activated K+ Current in
Phenylephrine-Induced Spontaneous
Firing of Dorsal Raphe Nucleus 5-HT
Neurons
Ca2+-activated K+ (SK) channels have been shown to regulate
the firing pattern of central neurons, including DRN 5-HT
neurons (Pan et al., 1994; Wagner et al., 2001; Adelman et al.,
2012; Gocho et al., 2013; Matschke et al., 2018). However,
conflicting results have been reported regarding the role of SK
channels in PE-induced firing of DRN 5-HT neurons (Pan et al.,
1994; Maingret et al., 2008). Moreover, the molecular identities
of the SK currents in DRN 5-HT neurons are not clear. Three
isoforms of SK channels (SK1, SK2, and SK3) have been described
(Adelman et al., 2012). We first examined the expression profiles
of these SK channels in DRN 5-HT neurons using single-cell PCR
(Figure 4A) and immunofluorescence approaches (Figure 4B).
We observed strong expression of SK2 and SK3 channels in DRN
5-HT neurons at both mRNA and protein levels, suggesting that
SK currents in DRN 5-HT neurons are mediated by these SK
channels. It has been suggested that SK currents are primarily
involved in slow afterhyperpolarization (sAHP) during action
potential firing (Pan et al., 1994; Wagner et al., 2001; Adelman
et al., 2012; Gocho et al., 2013; Matschke et al., 2018). We
isolated the AHP outward currents (IAHP) encoded by SK
channels using a one-step voltage-clamp protocol (Matschke
et al., 2018), the tail currents measured at the beginning of
−60 mV following a depolarizing potential of 0 mV (Figure 4Ci).
PE (10 µM) significantly inhibited the IAHP in DRN 5-HT
neurons, from initial current amplitudes of 44.04 ± 6.64 to
25.18 ± 6.28 pA (n = 6, p < 0.01, paired t-test, Figure 4C).
It appears that PE only partially inhibited SK currents because
apamin, a selective SK channel blocker, had a stronger inhibition
on SK currents when applied either after (Figures 4Ci,ii,iii) or
before (Figures 4Di,ii,iii) of PE. However, even with maximal
inhibition of SK currents, apamin did not induce significant,
sustained spontaneous firing of DRN 5-HT neurons (only a
transient increase was occasionally observed, e.g., Figure 4Eii),
although subsequent application of PE elicited firing of these
neurons (Figure 4E). These results suggest that inhibition of

SK channels does not trigger spontaneous firing of DRN 5-
HT neurons.

Multiple K+ Conductances Are Involved
in the Phenylephrine-Induced
Spontaneous Firing of the Dorsal Raphe
Nucleus 5-HT Neurons
While blocking SK channels with apamin did not elicit as strong
firing activity as blocking A-type and KCNQ/M channels, apamin
triggered transient, sparse firing activity in some DRN 5-HT
neurons (see, e.g., Figure 4Eii). This prompted us to further
test the effect of apamin. We first induced firing of DRN 5-
HT neurons using both XE991 and 4-AP to block A-type and
KCNQ/M K+ currents, and then additionally applied apamin.
As shown in Figure 5A, the firing rate was further increased
after apamin addition (from 0.87 ± 0.05 to 1.30 ± 0.07 Hz,
n = 12, p < 0.0001, paired t-test, Figure 5A). Interestingly, PE
also induced further firing activity when administered in addition
to XE991 and 4-AP (from 0.96 ± 0.13 to 1.54 ± 0.20 Hz, n = 12,
p < 0.001, paired t-test, Figure 5B), likely due to inhibition of SK
channels. Taken together, these results imply that inhibition of SK
currents, although not directly triggering spontaneous firing of
DRN 5-HT neurons, contributed to the PE-induced firing activity
of DRN 5-HT neurons.

Finally, to prove that the K+ conductance of A-type,
KCNQ/M, and SK channels are sufficient components for the PE-
induced spontaneous firing of DRN 5-HT neurons, a cocktail of
the blockers for these K+ channels (4-AP, XE991, and apamin)
was tested. The blocker cocktail evoked spontaneous firing of
DRN 5-HT neurons (1.34 ± 0.39 Hz, n = 9, Figure 5C),
which was not further enhanced by subsequent addition of
PE (1.47 ± 0.32 Hz, n = 9, p > 0.05, paired t-test). These
results suggest that blocking K+ channels (A-type, KCNQ/M,
and SK currents) is a sufficient mechanism to trigger PE-induced
spontaneous firing of DRN 5-HT neurons.

DISCUSSION

In this study, we investigated the mechanism for PE-induced
spontaneous firing activity in DRN 5-HT neurons. The results
show that inhibition of K+ currents from three K+ channel
families, A-type, KCNQ/M, and SK channels, likely underlies
PE-induced firing of DRN 5-HT neurons.

Phenylephrine induced spontaneous firing of DRN 5-HT
neurons through α1-adrenoceptor because this excitatory effect
was blocked by prazosin (a specific α1-adrenoceptor antagonist).
Furthermore, this excitatory effect was maintained in the
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FIGURE 3 | Expression of M-type K+ channels and their contribution to the PE-induced spontaneous firing of the DRN 5-HT neurons. (A) Expression of M-type K+

channel-related subfamily members assessed using single-cell PCR analysis in the DRN neurons. (i) Representative image of single-cell PCR products showing the
presence of different KCNQ subunits. (ii) Proportion of KCNQ1–5 positive neurons in the TPH-positive neurons (n = 20). (B) (i) Confocal images of KCNQ2, KCNQ3,
and KCNQ4 expression in slice of the DRN, assessed using immunofluorescence methods. Scale bar = 50 µm. (ii) Proportion of KCNQ2, KCNQ3, and KCNQ4
positive neurons in the TPH-positive neurons (n = 200). (C) PE potently inhibited M-type currents recorded using whole-cell patch clamp in the DRN 5-HT neurons.
(i) Recording protocol used and the typical current traces recorded; the latter were from –20 mV. The current amplitude at the beginning of the –50 mV step was

(Continued)
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FIGURE 3 | measured (dotted square, enlarged in inset). The effects of PE and M-type K+ channel blocker (XE991, 3 µM) are shown. (ii) Time course for current
amplitudes measured in (i). (iii) Summarized data for experiments shown in (i,ii). Paired t-test, n.s.p > 0.05, **p < 0.01, n = 7. (D) M-type K+ channel blocker XE991
(3 µM) induced spontaneous firing of the DRN 5-HT neurons. (i) Representative traces of action potential spikes recorded using “loose patch” under current-clamp
configuration. (ii) Example time course of the spontaneous firing frequency in a 5-HT neuron, under the influence of 4-AP and PE. (iii) Summarized data for the
effects of XE991 and PE on the spontaneous firing frequency (Wilcoxon matched-pairs signed-rank test, ***p < 0.001, ****p < 0.0001, n = 14). (E) M-type K+

channel blocker XE991 (3 µM) induced depolarization of resting membrane potential of the DRN 5-HT neurons. (i) Example time course of the resting membrane
potential in a 5-HT neuron, under the influence of 4-AP and PE. (ii) Summarized data for the effects of XE991 and PE on the resting membrane potential (Paired
t-test, *p < 0.05, n = 6).

presence of a cocktail of ionotropic receptor blockers that inhibit
NMDA receptors AMPA/kainite receptors, GABAA receptors,
and glycine receptors, suggesting that PE directly activates α1-
adrenoceptor on DRN 5-HT neurons.

Although PE inhibition of A-type currents (IA) through
α1-adrenoceptor in DRN 5-HT neurons was described long
ago (Aghajanian, 1985), the contribution of this modulation
to the firing activity of DRN 5-HT neurons has not been
established. Moreover, the identity of the IA-correlated subtype
channels in these neurons is unknown. In this regard, the results
presented in this study provide a clear conclusion that PE-
induced inhibition of IA, carried by the Kv4.2 and 4.3 channel
subfamily, contributes to the PE-induced spontaneous firing of
DRN 5-HT neurons.

Several studies have shown a marked control of neuronal
excitability by A-type currents (IA) (Carrasquillo et al., 2012;
Zhao et al., 2016; Yu et al., 2019). At least six Kv channels, as
pore-forming α subunits, can rapidly generate activating and
inactivating K+ currents with properties similar to neuronal
IA, including Kv1.4 (KCNA4), Kv3.3 (KCNC3), Kv3.4 (KCNC4),
Kv4.1 (KCND1), Kv4.2 (KCND2), and Kv4.3 (KCND3) (Stuhmer
et al., 1989; Baldwin et al., 1991; Pak et al., 1991; Vega-Saenz
de Miera et al., 1992; Ritter et al., 2012). IA encoded by these
different Kv α subunits show unique properties, whereas IA
encoded by Kv1.4 and Kv4s is activated at low voltage, IA encoded
by Kv3.3 and 3.4 are activated at high-voltage (>−20 mV)
(Vega-Saenz de Miera et al., 1992). Our results are partially
in agreement with previous evidence that the Kv4.3 transcript
is abundant in the rat raphe, whereas Kv4.1 and 4.2 signals
are negligible (Serodio and Rudy, 1998). Our results suggest
that both Kv4.2 and 4.3 are highly expressed in mouse DRN
5-HT neurons, whereas Kv1.4 and Kv4.1 are negligible. Thus,
Kv4.2 and 4.3 channels are most likely the molecular correlates
of sub-threshold A-type currents in 5-HT neurons, although
Kv4.2 could play a more dominant role given the different
properties of these two Kv4 channels in action potential firing
(Carrasquillo et al., 2012).

However, the IA blocker 4-AP did not induce spontaneous
firing of DRN 5-HT neurons as efficiently as PE, even at a
maximal concentration (4 mM), suggesting that mechanisms
other than IA inhibition are involved in the PE-induced
spontaneous firing activity of 5-HT neurons. Inhibition of
KCNQ/M currents (IM) and low-conductance Ca2+-activated
K+ (SK) currents (ISK) are the main candidates for this. These
two-channel families are widely expressed in the central nervous
system and play a key role in the intrinsic excitability of neurons
(Wang et al., 1998; Stocker and Pedarzani, 2000; Sailer et al.,

2004; Adelman et al., 2012), and more importantly, they have a
high propensity for Gq-coupled (like α1-Ars) neuromodulation
(Marrion et al., 1989; Bernheim et al., 1992; Maingret et al., 2008;
Adelman et al., 2012; Kuo et al., 2016).

Much evidence suggests that modulation of IM has profound
effects on neuronal excitability (Brown and Passmore, 2009; Zhao
et al., 2017; Su et al., 2019), and the KCNQ/M channel is a
target of modulation by Gq-coupled receptors, including α1-
Ars (Suh et al., 2004; Delmas and Brown, 2005; Kuo et al.,
2016). We have shown in this study that pharmacological
inhibition of IM by the specific blocker XE911 also induced
spontaneous firing of DRN 5-HT neurons and that PE at
the concentration that triggers spontaneous firing inhibited
IM in DRN 5-HT neurons. These results demonstrate that
IM is another mechanism for the PE-induced spontaneous
firing in DRN 5-HT neurons. Since KCNQ2, Q3, and Q4
are abundantly expressed in DRN 5-HT neurons, and all of
these KCNQ subfamily members are known to produce IM
(Brown and Passmore, 2009), the PE-induced inhibition of IM
should originate from these KCNQ channels, contributing to the
initiation of spontaneous firing.

As discussed above for IA and IM, it could be similarly
concluded that SK currents are also involved in the PE-
induced spontaneous firing of DRN 5-HT neurons. However,
the currents mediated by the SK channels are not involved
in the initiation of the action potential like IA and IM, but
are mainly thought to contribute to the hyperpolarization
following action potential and therefore regulate firing frequency
(Adelman et al., 2012). This is probably due to the fact that
they are usually not active during resting membrane potential
and require elevated cytosolic Ca2+ levels to become active.
This is consistent with our findings that inhibition of SK
currents per se did not trigger significant firing activity, but
rather increased firing frequency once firing was initiated by,
for example, inhibition of IA and IM. Our results suggest that
of the three members of the SK channel family (SK1–SK3), SK2
and SK3 are the predominant types in DRN 5-HT neurons,
consistent with previous findings (Stocker and Pedarzani, 2000;
Sailer et al., 2004). Expression of mouse SK2 and SK3 was
reported to produce functional, homomeric channels (Kohler
et al., 1996; Shah and Haylett, 2000), whereas mouse SK1 cDNA
did not produce functional plasma membrane channels (Benton
et al., 2003). It should be noted that activation, rather than
inhibition, of an apamin-sensitive late-AHP current by activation
of α1-adrenoceptor in rat DRN 5-HT neurons has been
reported (Pan et al., 1994), an observation that differs from
our results. The different species used in this and our study
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FIGURE 4 | Expression of SK channels and their contribution to the PE-induced spontaneous firing of the DRN 5-HT neurons. (A) Expression of SK channel-related
subfamily members assessed using single-cell PCR analysis in the DRN neurons. (i) Representative image of single-cell PCR products showing the presence of
different SK subunits. (ii) Proportion of SK1–SK3-positive neurons in the TPH-positive neurons (n = 20). (B) (i) Confocal images of SK2 and SK3 expression in slice
of the DRN, assessed using immunofluorescence methods. Scale bar = 50 µm. (ii) Proportion of SK2 and SK3 positive neurons in the TPH-positive neurons
(n = 200). (C) PE potently inhibited IAHP currents, which was further inhibited by SK channel blocker apamin, recorded using whole-cell patch clamp in the DRN 5-HT
neurons. (i) Recording protocol used and the typical current traces recorded; the latter were from 0 mV. The current amplitude at the beginning of the 0 mV step was
measured; the effects of PE (10 µM) and apamin (500 nM) are shown. (ii) Time course for current amplitudes measured in (i). (iii) Summarized data for experiments
shown in (i,ii) (paired t-test, **p < 0.01, *p < 0.05, n = 6). (D) PE did not further inhibit IAHP current in DRN 5-HT neurons, following the application of apamin
(500 nM). (i) Recording protocol used and the typical current traces recorded. (ii) Time course for current amplitudes measured in (i). (iii) Summarized data for
experiments shown in (i,ii) (paired t-test, ****p < 0.0001, n.s.p > 0.05, n = 7). (E) SK channel blocker apamin (500 nM) did not induce spontaneous firing of the DRN
5-HT neurons. (i) Representative traces of action potential spikes recorded using “loose patch” under current-clamp configuration. (ii) Example time course of the
spontaneous firing frequency in a 5-HT neuron, under the influence of apamin and PE. (iii) Summarized data for the effects of apamin and PE on the spontaneous
firing frequency (Wilcoxon matched-pairs signed-rank test, ***p < 0.001, n = 12).
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FIGURE 5 | The overall contribution of A-type, M-type, and SK channels to the PE-induced spontaneous firing of the DRN 5-HT neurons. (A) SK channel blocker
apamin further increased the induced spontaneous firing of the DRN 5-HT neurons, following the application of 4AP and XE991. (i) Representative traces of action
potential spikes recorded using “loose patch” under current-clamp configuration performed on a DRN 5-HT neuron; the effects of 4AP + XE991 and apamin are
shown. (ii) Example time course of the spontaneous firing frequency in a 5-HT neuron, under the influence of 4AP + XE991 and apamin. (iii) Summarized effects of
4AP + XE991 and apamin on the spontaneous firing frequency (paired t-test, ****p < 0.0001, n = 12). (B) PE further increased the induced spontaneous firing of
5-HT neurons in the DRN, following the application of 4AP and XE991. (i) Representative traces of action potential spikes recorded using “loose patch” under
current-clamp configuration performed on a DRN 5-HT neuron; the effects of 4AP + XE991 and PE are shown. (ii) Example time course of the spontaneous firing
frequency in a 5-HT neuron, under the influence of 4AP + XE991 and PE. (iii) Summarized effects of 4AP + XE991 and PE on the spontaneous firing frequency
(paired t-test, ***p < 0.001, n = 12). (C) Three K+ channel blockers, 4AP, XE991, and apamin, together totally excluded further effect of PE on the spontaneous firing
of the DRN 6-HT neurons. (i) Representative traces of action potential spikes recorded using “loose patch” under current-clamp configuration performed on a DRN
5-HT neuron; the effects of cocktail blockers (4-AP, XE991, and apamin) and PE are shown. (ii) Example time course of the spontaneous firing frequency in a 5-HT
neuron, under the influence of cocktail blockers and PE. (iii) Summarized effects of cocktail blockers and PE on the spontaneous firing frequency (paired t-test,
n.s.p > 0.05, n = 9).

may be one explanation, but other unknown mechanisms could
also play a role.

Finally, the fact that inhibition of K+ conductance of the
three channels discussed above completely excluded PE from

further modulation of the firing activity clearly allows the
conclusion that inhibition of K+ conductance is a mechanism
sufficient to trigger PE-induced spontaneous firing of DRN 5-
HT neurons.
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In summary, our results suggest that A-type, KCNQ/M,
and SK channels are the K+ channels that trigger PE-induced
spontaneous firing in DRN 5-HT neurons. This mechanism is
probably responsible for the neuronal modulation of DRN 5-
HT neurons by the transmitter NE released from the terminals
of the nerve fibers projecting from different brain regions.
Whether this type of modulation is a unique mechanism for the
DRN 5-HT neurons or a common mechanism for all central
adrenergic neurons requires further investigation. Clarification
of this question will help to understand the cellular mechanism
of neuronal modulation and identify potential drug targets for
therapeutic trials.
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On the Diverse Functions of
Electrical Synapses
Mitchell J. Vaughn and Julie S. Haas*
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Electrical synapses are the neurophysiological product of gap junctional pores between
neurons that allow bidirectional flow of current between neurons. They are expressed
throughout the mammalian nervous system, including cortex, hippocampus, thalamus,
retina, cerebellum, and inferior olive. Classically, the function of electrical synapses
has been associated with synchrony, logically following that continuous conductance
provided by gap junctions facilitates the reduction of voltage differences between
coupled neurons. Indeed, electrical synapses promote synchrony at many anatomical
and frequency ranges across the brain. However, a growing body of literature shows
there is greater complexity to the computational function of electrical synapses. The
paired membranes that embed electrical synapses act as low-pass filters, and as such,
electrical synapses can preferentially transfer spike after hyperpolarizations, effectively
providing spike-dependent inhibition. Other functions include driving asynchronous
firing, improving signal to noise ratio, aiding in discrimination of dissimilar inputs, or
dampening signals by shunting current. The diverse ways by which electrical synapses
contribute to neuronal integration merits furthers study. Here we review how functions
of electrical synapses vary across circuits and brain regions and depend critically on the
context of the neurons and brain circuits involved. Computational modeling of electrical
synapses embedded in multi-cellular models and experiments utilizing optical control
and measurement of cellular activity will be essential in determining the specific roles
performed by electrical synapses in varying contexts.

Keywords: electrical synapse, gap junction, connexin, synchrony, integration

INTRODUCTION

Across the nervous system, neurons couple to other neurons at gap junctions formed by plaques
of paired and docked hemichannel pores composed of connexin or innexin proteins (Phelan et al.,
1996, 1998; Starich et al., 1996; Condorelli et al., 1998; Landesman et al., 1999; Rash et al., 2000,
2001a,b; Stebbings et al., 2000; Söhl and Willecke, 2003) that allow ions to pass between neurons.
Gap junctions are the biophysical substrate for the neurophysiological component of electrical
synapses (Furshpan and Potter, 1957, 1959; Watanabe, 1958; Bennett, 1966), which couple neurons
in the mature mammalian brain. These unique structures enable current to flow directly between
neurons without relying on energetically costly neurotransmitters or a presynaptic spike in order
to initiate inter-neuronal communication. Similar to their more abundant counterpart, chemical
synapses, the function of electrical synapses is of great interest in determining how neurons
integrate inputs and information.
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Much early work focused on the potential for electrical
coupling to synchronize firing between neurons. Electrical
synapses pass ions proportionally to the difference in membrane
voltage between coupled neurons, and their most basic effect is
to reduce that difference, resulting in minimization of differences
in voltage or activity. This is thought to be the simplest, though
not sole, mechanism that underlies synchrony between coupled
neurons. Synchrony, generally considered, can be appreciated at
the level of ongoing repetitive activity, or for individual spikes.
Synchrony of spiking activity in broader heterogenous networks,
while more complex in mechanisms, often relies on contributions
from the inhibitory neurons that gap junctions frequently couple.
Thus, electrical synapses contribute to synchrony both directly
and indirectly. Because neuronal electrical synapses take diverse
values of strength amongst brain areas, their effects only rarely
approach the perfect synchronization that would occur between
coupled neurons with infinitely strong electrical synapses. This
opens the door to a variety of diverse effects mediated by
electrical synapses within neural circuitry. Previous reviews have
covered aspects of electrical synapses (Bennett and Zukin, 2004;
Connors and Long, 2004; Haas et al., 2016; Connors, 2017;
Nagy et al., 2018; Alcami and Pereda, 2019; Trenholm and
Awatramani, 2019; Curti et al., 2022). Here, we detail the progress
in understanding the functions of electrical synapses within,
and as a result of, coupled circuits and networks. We organize
our review by the different functions of electrical synapses,
followed by comments on future directions for studying electrical
synapses. Because so much work involves interrogating the
role of electrical synapses in synchrony of rhythmic activity,
that section is divided into subsections based on the source
of the evidence.

Synchrony of Rhythmic Activity
Reports of synchrony are a hallmark of electrical synapse work
across neural tissue (Figure 1A). Watanabe (1958) made the
earliest inference, noting that the synchronous subthreshold
fluctuations of lobster heart ganglion cells were a function of
common presynaptic inputs and electrical coupling. This was
followed by pioneering demonstrations of electrical coupling
by Bennett (1966), who inferred that electrical synapses were
likely to be associated with synchronization of activity, based on
observations of electrical coupling in fish electromotor neurons
and toad swim bladder motor neurons. Later, an early report
of synchrony in feline inferior olive was associated with the
presence of electrical synapses (Llinas et al., 1974). This was
eventually followed by paired-patch recordings that identified
electrical coupling between inhibitory interneurons in murine
cortex and also found that coupled neurons were inclined to
spike together when depolarized (Galarreta and Hestrin, 1999;
Gibson et al., 1999; Beierlein et al., 2000). Electrical synapses have
long been known to contribute to synchrony in crustacean neural
networks (Eisen and Marder, 1982; Hooper and Marder, 1987;
Gutierrez et al., 2013).

Neocortex
Cortical rhythms are diverse and include gamma-range
oscillations, which are linked to higher-order function

(Benchenane et al., 2011); beta oscillations, which are involved
in sensorimotor processes (Kilavik et al., 2013); theta oscillations
associated with learning, memory, spatial navigation, and
speech (Benchenane et al., 2011; Giraud and Poeppel, 2012);
delta oscillations that are related to speech processing and
decision making (Giraud and Poeppel, 2012; Nácher et al.,
2013); and alpha oscillations that are tied to attention (Buzsáki
and Draguhn, 2004; Hanslmayr et al., 2011). In electrically
coupled cortical interneurons, simultaneous depolarization
drives coordinated spiking (Gibson et al., 1999, 2005; Beierlein
et al., 2000; Blatow et al., 2003; Mancilla et al., 2007; Hu and
Agmon, 2015). Carbachol-induced spiking is synchronous
in coupled inhibitory neurons as well, and that synchrony is
correlated with electrical synapse conductance, while uncoupled
neurons displayed no correlation in spiking (Caputi et al., 2009).
Similarly, correlated spiking induced by ACPD or carbachol is
desynchronized by connexin36 knockout or pharmacological
blockade of gap junctions (Deans et al., 2001; Blatow et al., 2003).
For layers 2 and 3 basket cells, gamma frequency stimulation in
one cell entrains gamma frequency spiking in coupled basket
cells, albeit with a phase lag of about 10 ms; electrical coupling
in addition to GABAergic connections shortened gap junction
mediated postsynaptic potentials and promoted synchronous
gamma activity (Tamás et al., 2000). Synchronization of cortical
interneurons can entrain synchrony of rhythmic spiking in
cortical pyramidal neurons (Whittington et al., 1995, 2000;
Traub et al., 1996; Whittington and Traub, 2003; Cardin, 2016);
synchronized network rhythms may be important for sensory
processing, working memory, and attention (Buzsáki and
Draguhn, 2004; Wang, 2010; Benchenane et al., 2011; Hanslmayr
et al., 2011).

Thalamus
The thalamic reticular nucleus (TRN) receives excitatory input
from ascending thalamic relay nuclei (Jones, 1975; Ohara and
Lieberman, 1985; Fosse et al., 1986; Fitzpatrick et al., 1994;
Liu and Jones, 1999), feedback excitation from layers 5 and
6 of cortex (Jones, 1975; Bromberg et al., 1981; Fonnum
et al., 1981; Feig and Harting, 1998; Zhang and Jones, 2004),
and a myriad of modulatory input (Wilson, 1985; Cornwall
et al., 1990; Gandia et al., 1993; Reardon and Mitrofanis,
2000; Freeman et al., 2001; Prensa and Parent, 2001; Anaya-
Martinez et al., 2006; Zikopoulos and Barbas, 2012; Leon-
Dominguez et al., 2013); the exclusively GABAergic neurons
of the TRN provide the main source of inhibitory drive onto
thalamic nuclei (Scheibel and Scheibel, 1966; Jones, 1975; Houser
et al., 1980), and thus control thalamocortical relay of sensory
information. The TRN is integral in thalamocortical spindle
oscillations during sleep and memory formation during sleep
(Pinault, 2004; Steriade, 2005; Halassa et al., 2011; Latchoumane
et al., 2017). Paired depolarization of coupled TRN neurons
drives correlated spiking (Landisman et al., 2002; Haas and
Landisman, 2011), and depolarization resulting from ACPD
application also causes correlated spiking (Long et al., 2004).
The cross-correlation of mGluR-induced subthreshold rhythms
is positively correlated with the conductance of the electrical
synapse within the pair.

Frontiers in Cellular Neuroscience | www.frontiersin.org 2 June 2022 | Volume 16 | Article 910015112

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-16-910015 June 9, 2022 Time: 11:47 # 3

Vaughn and Haas On the Diverse Functions of Electrical Synapses

FIGURE 1 | Electrical synapses have diverse functions in neural processing. (A) Example of synchronous activity in coupled neurons (adapted from Long et al.,
2004). (B) Example of anti-synchronous firing in coupled neurons (adapted from Vervaeke et al., 2010). (C) An electrical synapse (right) shunts an excitatory signal to
one cell to subthreshold levels, compared to the uncoupled case (left) (adapted from Hjorth et al., 2009). (D) Slow spike afterhyperpolarizations appear as inhibition
in a coupled neuron (adapted from Galarreta and Hestrin, 2001). (E) Spikes result in excitation in a coupled neuron (adapted from Apostolides and Trussell, 2014).
(F) Example of a signal amidst noise in retinal neurons, impacted by the presence of electrical synapses (adapted from Dunn et al., 2006).

Hippocampus
The nested gamma and theta rhythms of the hippocampal
formation are essential to its spatial and memory functions
(Colgin and Moser, 2010), and hippocampal GABAergic neurons
are connected via dendrodendritic gap junctions (Fukuda
and Kosaka, 2000). Hippocampus basket cells initiate gamma
oscillations when depolarized with potassium, glutamate, kainite,
or carbachol; the measured power of those gamma oscillations
through field potentials are reduced with gap junction blockers
or connexin knockout (Hormuzdi et al., 2001; Traub et al., 2001).
Furthermore, IPSCs onto pyramidal cells become more variable
in connexin knock outs (Hormuzdi et al., 2001). The effect of
gap junctions synchronizing gamma oscillations was reinforced
by a following study recording field potentials of CA1 pyramidal
neurons in vivo, where connexin36 knockout reduced the power
of gamma oscillations (Buhl et al., 2003).

Synchronous high frequency (<150 hz) bursts of activity
occur in hippocampal pyramidal neurons, and gap junctions are

necessary for the high frequency bursts to occur in vitro (Draguhn
et al., 1998), although this was not confirmed in vivo (Buhl
et al., 2003). Seizing activity in hippocampal slices induced by
Ca2+ free ACSF is reduced and desynchronized by weakening
electrical coupling through acidification (Perez-Velazquez et al.,
1994). Similarly, another hippocampal seizure model with no
Mg2+ and 4-aminopyridine in the ACSF had its population
bursts greatly reduced by gap junction blockers, suggesting that
electrical synapses were partially responsible for simultaneous
activity seen in the seizure model (Ross et al., 2000).

Cerebellum
The cerebellum is responsible for timing of motor control,
and precise temporal precision of spiking is key to that
function. Both low frequency (7–30 hz) oscillations and high
frequency (>40 hz) oscillations have been observed in the
cerebellum and may contribute to motor execution and learning
(D’Angelo et al., 2009). In vitro, spontaneous spiking in coupled
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Golgi inhibitory interneurons of the cerebellum is correlated.
Further, coupled Golgi neurons oscillate synchronously or spike
synchronously when depolarized with kainate (Dugué et al.,
2009). Computational modeling of Golgi neurons suggests that
transfer of the after hyperpolarization through the gap junction
is critical for synchronized spiking. The afterhyperpolarization
(AHP) is inhibitory to the coupled cell and determines the delay
period after which a coupled neuron can next spike (Dugué
et al., 2009). In vivo cell-attached recordings demonstrated that
coupled Golgi interneuron spiking is correlated within a few
ms (van Welie et al., 2016); knock-out of connexin36 results
in uncorrelated spiking. Paired recordings showed that spiking
in one neuron resulted in a depolarizing spikelet in the other,
and in some instances, the spikelet was sufficient to drive a
correlated spike within milliseconds. Altogether, these heroic
in vivo experiments suggest that coupled Golgi interneurons
spike together due to electrical synapses correlating subthreshold
potentials and by driving a coupled neighbor past threshold
through an excitatory spikelet.

Inferior Olive
The coupled neurons of the inferior olive provide error-signal
input to cerebellar Purkinje cell dendrites and exhibit strong
subthreshold and spiking oscillations in the 1–10 Hz range
of frequency (Armstrong et al., 1968; De Zeeuw et al., 1998).
Paired recordings of inferior olive (IO) neurons show that
spontaneous spiking and subthreshold oscillations are highly
correlated amongst coupled neurons. Knockout of connexin36
causes an increase in uncorrelated spiking and desynchronization
of subthreshold oscillations, which still persist (Long et al.,
2002; Leznik and Llinas, 2005). Long et al. (2002) suggest
that coupled IO neurons spike synchronously in part due to
coupled neurons faithfully spiking at the peak of membrane
fluctuations, where decoupled neurons sometimes spike in the
trough of their oscillation. Electrical synapses reduce excitability
by shunting current, and therefore, they make IO neurons
less likely to spike during the trough of a subthreshold
membrane oscillation.

Synchronization of IO neurons via gap junctions affects the
downstream synchrony of cerebellar neurons. In vivo injections
of gap junction blockers into the IO or knockout of connexin36
reduces synchrony of complex spikes in postsynaptic Purkinje
cells (Blenkinsop and Lang, 2006; Marshall et al., 2007) and
interferes with motor learning (Van Der Giessen et al., 2008).
This effect is presumably the result of desynchronized activity in
the uncoupled IO.

Suprachiasmatic Nucleus
The suprachiasmatic nucleus (SCN) is a central regulator of
circadian rhythms. Dye-coupling, which images the spread
of gap junction-permeable dyes through coupled networks, is
greatest during the sleep cycle, when there is more synchronous
activity, than during the active cycle (Colwell, 2000). Coupling
is positively correlated with synchronous spiking, while spiking
was uncorrelated in uncoupled neurons (Long et al., 2005). The
circadian rhythms of connexin36 knockout mice are irregular,
so the synchronous firing during the wake cycle may be a
component of circadian rhythm maintenance (Long et al., 2005).

Long et al. (2005) also showed evidence that coupling between
cells changes in strength over 24 h and that knockout rats lose
rhythmicity of circadian activity in 24 h dark conditions.

Brainstem
Evidence for the synchronizing effects of gap junctions in
brainstem is mixed. One study using adult rats found that
gap junction blockers decreased synchrony of phrenic bursts
(Solomon et al., 2003). In contrast, an earlier study found
that gap junction blockers in neonatal brain stem slices
showed that gap junctions reduce synchronized activity of
the phrenic nerve in the short term (Bou-Flores and Berger,
2001). In the mesencephalic trigeminal nucleus, strong electrical
synapses can drive a quiescent neighbor to spike within
2 ms of the spikes of coupled neurons. Further, subthreshold
depolarizations of coupled neurons resulted in membrane
potential oscillations that were correlated between coupled
pairs (Curti et al., 2012). Synchronization of the mesencephalic
trigeminal nucleus could be important for coordinated inputs
to relax the jaw.

Spinal Cord
Electrical coupling is present between juvenile motor neurons
in rats, but it does not persist with maturation (Walton and
Navarrete, 1991; Chang et al., 1999). Juvenile motor neuron
spiking is correlated, even the presence of TTX, but spiking
becomes uncorrelated with pharmacological blockade of gap
junctions (Tresch and Kiehn, 2000; Personius et al., 2001).
Electrical synapses may have an important role in guiding
development of motor neurons by promoting synchronous
activity. Inhibition of acetylcholine release by motor neurons
during development causes electrical synapses to persist into
adolescence, suggesting that activity at the neuromuscular
junction communicates the need to remove electrical synapses
(Pastor et al., 2003).

Olfactory Bulb
Mitral cells in the olfactory bulb synchronously oscillate at 30–
80 hz when stimulated with one or more odorants (Kashiwadani
et al., 1999). Oscillations in the olfactory bulb have a role in
odorant discrimination, and it is speculated that synchronous
activity facilities the summation of EPSPs in piriform cortex
(Schoppa and Urban, 2003; Rojas-Líbano and Kay, 2008).
Electrical synapses contribute to synchrony in the olfactory bulb;
depolarizing coupled mitral cells in the olfactory bulb drives
correlated spiking that is absent when connexin36 is knocked out
(Christie et al., 2005).

Retina
Retina is a major hub where electrical synapses exert influence
on processing light signals. All layers of the retina express gap
junctions, and their electrical synapse strength is regulated by
brightness via dopamine, nitric oxide, and adenosine (Hampson
et al., 1992; McMahon and Brown, 1994; Mills and Massey,
1995; Lee et al., 2002; Mills et al., 2007; Ribelayga et al., 2008;
Bloomfield and Volgyi, 2009; Kothmann et al., 2009; Li et al.,
2013; Jacoby et al., 2018; Trenholm and Awatramani, 2019).
Electrical synapse regulation in retina is critical for adaptation to
different light intensities.
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The developing retina undergoes slow waves of activity that
spread across ganglion cells with an interval on the order of
minutes (Firth et al., 2005). Retinal waves require electrical
synapses and L-type Ca2+ channels. It has been inferred that
electrical synapses propagate the wave by transferring excitation
driven by L-type Ca2+ channels (Singer et al., 2001; Firth
et al., 2005). Further, electrical synapses contribute to the
responsiveness of developing retina to light, and those electrical
synapses are depressed by retinal waves and dopamine release
(Arroyo and Feller, 2016).

Computational modeling of electrical synapses robustly
supports the role of electrical synapses in synchronization
(Mulloney et al., 1981; Sherman and Rinzel, 1992; Traub, 1995;
Chow and Kopell, 2000; Moortgat et al., 2000; Velazquez and
Carlen, 2000; Nomura et al., 2003; Pfeuty et al., 2003; Bem and
Rinzel, 2004; Kopell and Ermentrout, 2004; Mancilla et al., 2007;
Ostojic et al., 2009). Modeling suggests that electrical synapses
can switch from promoting synchrony to anti-synchrony in
different contexts (Mulloney et al., 1981; Sherman and Rinzel,
1992; Chow and Kopell, 2000; Lewis and Rinzel, 2003; Nomura
et al., 2003; Pfeuty et al., 2003; Bem and Rinzel, 2004; Gibson
et al., 2005; Mancilla et al., 2007). Some models point to voltage
equalization as a key part of electrical synapse promotion of
synchrony (Sherman and Rinzel, 1992; Montbrió and Pazó,
2020). In addition, models have shown that synchrony is
promoted by strong electrical synapses, while asynchrony is
promoted by weak electrical synapses (Chow and Kopell, 2000;
Nomura et al., 2003; Bem and Rinzel, 2004).

Models also suggest that electrical synapses can promote
anti-synchrony by preferentially passing the slower
afterhyperpolarization that follows a spike. This causes electrical
synapses to function as reciprocal inhibitory synapses, which
optimizes firing when the neurons are 180◦ out of phase
(Sherman and Rinzel, 1992; Bem and Rinzel, 2004; Ostojic et al.,
2009; Vervaeke et al., 2010). Similarly, modeling by Ostojic
et al. (2009) suggests that electrical synapses facilitate in-phase
synchrony when they are primarily excitatory but facilitate
bistable synchrony and asynchrony when they are primarily
inhibitory; these models also suggest that electrical synapses are
best able to promote synchrony when neurons are active at their
resonant frequency. In addition, models by Pfeuty et al. (2003)
demonstrate that electrical synapses promote anti-synchrony
when there is a strong persistent sodium current and weak
potassium current, but promote synchrony when there is a
strong persistent potassium current. Other models suggest that
generation of either synchronous or anti-synchronous activity
require reciprocal GABAergic connections along with electrical
synapses (Pfeuty et al., 2003; Bem et al., 2005; Gibson et al., 2005;
Lau et al., 2010).

Although anti-synchronous firing between coupled neurons is
a robust phenomenon across a wide spectrum of parameter space,
experimental evidence for this phenomenon is notably lacking.
One example of simulated electrical synapses and reciprocal
GABAergic synapses, implemented using dynamic clamp in
snail neurons, was able to produce anti-synchrony. Further,
stimulation of sparse mossy fiber inputs to Golgi cells transiently
switches coupled neurons from spiking synchronously to spiking

asynchronously in vitro (Vervaeke et al., 2010; Figure 1B).
However, anti-synchronous firing in coupled Golgi neurons was
not observed in vivo (van Welie et al., 2016).

Contrary to the persistent thread of evidence connecting
electrical synapses to synchronization, a few studies have
suggested that electrical synapses fail to play a central role in
synchronizing spiking in certain systems. In cortical inhibitory
neurons, knockout of connexin36 did not impair synchrony
of gamma activity, and synchrony of gamma activity was not
correlated with electrical synapse strength (Salkoff et al., 2015;
Neske and Connors, 2016).

Beyond Synchrony
Excitation
As mentioned above, by passing depolarizations between coupled
neurons gap junctions can act as excitatory synapses (Figure 1E).
Several studies have identified electrical synapses as actors in
lateral excitation, resulting in enhanced sensitivity to stimuli or
neural input. Retinal ganglion cells exhibit increased responses to
low-contrast and moving stimuli due to lateral excitation from
electrical synapses between bipolar, amacrine, or ganglion cells
(Trenholm et al., 2013; Kuo et al., 2016). Moreover, excitatory
electrical relay from AII amacrine cells to rod bipolar cells is
critical for rod-mediated responses in ganglion cells (Güldenagel
et al., 2001; Deans et al., 2002). For guinea pigs, the receptive
fields of ON center medium retinal ganglion cells (RGCs)
are effectively expanded by lateral excitation from electrically
coupled ON center α-RGCs (Puller et al., 2020). Under scotopic
conditions, electrically coupled directionally sensitive ganglion
cells (DSCGs) broaden their tuning for their preferred direction,
while uncoupled DSCGs tuning remain stable. Consequently,
coupled DSCGs enhance their detection of movement at the
cost of discrimination of movement direction through lateral
excitation (Yao et al., 2018). It is suspected that coupled DSCGs
could potentiate coupling under scotopic conditions to induce
that effect, but it remains to be directly measured. In the olfactory
bulb, mitral cells enhance reactions to odorants through electrical
lateral excitation (Christie and Westbrook, 2006). In addition,
depolarizing a Golgi cell in cerebellum increases firing rate in
its neighbors. Glutamate uncaging experiments in conjunction
with gap junction blockers revealed that gap junctions helped
compensate for the decay of the many chemical synaptic inputs
at distal dendrites (Vervaeke et al., 2012).

Direct excitatory drive by electrical synapses is a physiological
certainty in several cases. Strong electrical synapses between
TRN neurons enable bursts in one cell to drive a spike in
its coupled neighbor (Parker et al., 2009; Haas et al., 2011).
Similarly, Curti et al. (2012) demonstrated the excitatory power
of strong electrical synapses in the mesencephalic trigeminal
nucleus. In a pair with a coupling coefficient of 0.51, spiking in the
presynaptic cell was sufficient to drive spiking in the postsynaptic
cell. Interneurons in the stratum lacunosum moleculare of the
hippocampus can generate large depolarizations, up to 10 mV,
in their coupled neighbors when they burst, due to slower
depolarizations passing the gap junction (Zsiros et al., 2007).
Goldfish club endings excite Mauthner cells through a mixed
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chemical and electrical synapse to trigger an escape reflex.
The electrical synapses at the club ending experience a diverse
array of plasticity mechanism, which may finely tune how the
Mauthner cell responds to different auditory inputs (Pereda et al.,
1992, 1994, 1998, 2004). M5 Intrinsically photosensitive retinal
ganglion cells (ipRGCs) directly stimulate GABAergic amacrine
cells through gap junctions (Pottackal et al., 2021). The amacrine
cells then inhibit M5 and M4 ipRGCs; in this circuit, electrical
synapses function as the excitatory component of feedback
and feedforward inhibition. Striatal medium spiny neurons
depolarize cholinergic interneurons through gap junctions, and
electrical synapses contribute to the tonic activity observed in
cholinergic interneurons (Ren et al., 2021). Electrical synapses
also function to excite cortical parvalbumin neurons and
cooperate with NMDAR inputs to drive bursts (Lee et al.,
2021). In the TRN, spiking depolarizes coupled neighbors, and
potentiation of an electrical synapse can transform a synapse
from previously subthreshold to spike-driving (Fricker et al.,
2021). Modeling of thalamocortical inhibitory feedback circuits
revealed that excitation through electrical synapses in the TRN
can affect the temporal separation of inputs relayed to cortex
by thalamus (Pham and Haas, 2018). In this scenario, one TRN
cell receiving earlier input from thalamus drives a coupled TRN
cell to spike, which then delays spiking in its other thalamic
cells. The degree of separation is directly tied to the strength
of the electrical synapse, which can increase separation between
spikes in thalamic relay cells by tens of ms. In a feed forward
model circuit, powerful electrical synapses can drive coupled
interneurons to spike and shorten the integration window for
downstream cortical neurons (Pham and Haas, 2019).

Further, electrical synapses are capable of passing
subthreshold chemical synaptic events. Subthreshold EPSPs
in dorsal cochlear nucleus fusiform cells excite coupled stellate
cells, and that excitation can be sufficient to drive spikes in
the stellate cells (Apostolides and Trussell, 2014). Interneurons
in the stratum lacunosum moleculare are excited by GABA
due to HCO3

− leaving the cell (Perkins and Wong, 1996);
excitatory GABAergic postsynaptic potential are passed through
the gap junction. Inhibitory Renshaw cells in the spinal cord
also excite each other by passing cholinergic EPSPs through gap
junctions (d’Incamps et al., 2012). Thus, subthreshold chemical
synaptic inputs in one cell are computational relevant in its
electrical coupled neighbor and may be an understudied feature
of electrical synapses.

Inhibition
By passing hyperpolarizations such as AHPs or IPSPs between
coupled neurons, gap junctions act as inhibitory synapses
(Figure 1D). Due to the low-pass filtering that results from
current flowing across two cell membranes, slower signals are
preferentially transferred through electrical synapses compared
to faster events such as action potentials. In the case of spikes,
slow AHPs are passed more effectively than the spike itself,
making the event as a whole net inhibitory to the coupled
cell. This effect was noted in fast spiking cortical interneurons
(Galarreta and Hestrin, 2001). Inhibition from electrical
synapses can be compounded with an accompanying inhibitory

chemical synapse between coupled neurons, enhancing the
inhibitory effect after spiking (Galarreta and Hestrin, 2001).
The spike waveform in the presynaptic cell is critical in
determining whether electrical synapses will excite, inhibit,
or both after a spike. Spikes with larger half widths or
broad depolarizations underlying a burst are better at exciting
the postsynaptic cells, while fast spikes and large AHPs are
net inhibitory. Gibson et al. (2005) demonstrated that fast-
spiking inhibitory neurons send effective inhibition after spiking,
while low-threshold spiking neurons primarily depolarize the
postsynaptic neurons after spiking. Membrane potential also
affects the net valence of post synaptic potentials from
electrical synapses via differences in postsynaptic membrane
conductances. Fast-spiking neurons almost exclusively depolarize
postsynaptic cells after spiking when the postsynaptic neuron
is hyperpolarized, but they primarily inhibit depolarized
postsynaptic cells (Otsuka and Kawaguchi, 2013).

Inhibition carried by gap junction-mediated AHPs was also
described in Golgi interneurons (Vervaeke et al., 2010; Yaeger
and Trussell, 2016; Hoehne et al., 2020). Interestingly, in this
case electrical synapse inhibition was shown to function similar
to feedforward inhibition. Stimulation of excitatory parallel
fiber inputs to electrically coupled basket cells results in an
EPSP followed by electrically mediated inhibitory postsynaptic
potential. The inhibition delivered by electrical synapses in this
case sharpens the EPSPs that precede them and reduces temporal
summation, hallmarks of feedforward inhibition (Hoehne et al.,
2020). In striatum, burst firing between 25 to 60 Hz of fast-
spiking interneurons inhibits spiking in coupled neighbors by
transferring AHPs (Russo et al., 2013). In the dorsal cochlear
nucleus, fusiform cells are able to transfer subthreshold synaptic
voltage fluctuations to stellate cells via electrical synapses
(Apostolides and Trussell, 2014). EPSPs in fusiform cells
drive depolarization followed by a hyperpolarization caused by
closing HCN channels (Apostolides and Trussell, 2014). Both
the depolarizing and hyperpolarizing aspects of the chemical
postsynaptic potential in the fusiform cell is transferred to stellate
cells through the gap junction. The ability for electrical synapses
to hyperpolarize neurons and inhibit spiking is an important
aspect of their function that should not be overlooked.

Shunting
Unlike chemical synapses, electrical synapses passively contribute
to the excitability of neurons without requiring activation of
the synapse for that effect. When one neuron in an electrically
coupled pair is stimulated, the gap junction to the neighboring
cell shunts current away and renders the first neurons less
likely to spike (Llinas et al., 1974; Van Der Giessen et al.,
2008; Hjorth et al., 2009; Chatzigeorgiou and Schafer, 2011;
Kawano et al., 2011; Rabinowitch et al., 2013; Figure 1C).
Consequently, each hyperpolarized neuron in a coupled network
inhibits spike generation, and depolarization of those neurons
lifts that opposition. Shunting by electrical synapses can be
especially impactful when one neuron is coupled to many other
neurons. In such a network, a central neuron is strongly inhibited
from spiking until a threshold of neighbors are also depolarized
(Chatzigeorgiou and Schafer, 2011; Rabinowitch et al., 2013),
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effectively offering a mass-coincidence detection or insurance
against erroneous responses.

Moreover, regulation of electrical synapse strength affects the
overall excitability of a network. Coupled nNOS-1 amacrine
cells in retina release nitric oxide in response to light, which
consequently decouple the amacrine cells. Decoupling the
amacrine cells increases their individual excitability by reducing
the shunting of current to its neighbors (Jacoby et al., 2018).

Coincidence Detection
The same principles that enable electrical synapses to facilitate
synchrony also allow them to act as coincident detectors.
Typically, coincidence detection is conceptualized as the
summation of near-simultaneous excitatory chemical inputs
to one cell, driving spiking only when they are sufficiently
coincident. Inputs arriving through electrical synapses can work
in the same additive fashion. In addition, as mentioned earlier
and in contrast to excitatory synapses, inactive electrically
coupled neurons shunt current away from active neurons until
they become depolarized themselves. As a result, electrical
synapses can act as detectors of coincident depolarization
between coupled neurons by effectively checking if both neurons
in a pair are simultaneously depolarized before allowing spike
generation. Furthermore, the spikelet generated by one neuron
can drive spiking in a peri threshold neighbor, ensuring that
coincident inputs are likely to result in both neurons spiking.

Galarreta and Hestrin (2001) injected current simulating
subthreshold EPSPs into coupled cortical fast spiking
interneurons, which drove spikes when they occurred within
1 ms, but failed to drive spikes when EPSPs were separated
by 5 ms. Subthreshold current injections to each neuron of
a pair that are mismatched in time fail to produce spiking in
coupled amacrine cells, but generate spikes in both coupled cells
when applied to both cells in a pair simultaneously (Veruki and
Hartveit, 2002b). Similarly, Trenholm et al. (2013) stimulated
one retinal ganglion cell with light and a coupled neighbor with
current injection. Weaker light stimuli failed to drive spikes
unless there was coincident stimulation of the coupled neighbor
(Trenholm et al., 2013). In Golgi basket cells, simultaneous
stimulation of both cells in a coupled pair has greater action
potential probability compared to stimulation of one cell alone
(Alcami, 2018). Computational modeling of striatal inhibitory
neurons showed that electrical synapses reduce the overall firing
of neurons in the circuit, but that effect was minimized when
coupled neurons received coincident inputs (Hjorth et al., 2009).
Experiments in C. elegans have found that RIH neurons act as
a hub with electrical synaptic connections to multiple neural
pathways; coincident stimulation from electrically connected
partners were necessary to sufficiently stimulate RIH neurons
and facilitate C. elegans escape response after a nose touch
(Chatzigeorgiou and Schafer, 2011). Future modeling of the
nose-touch-response circuit supports that electrical synapses
from multiple pathways shunt current and make RIH neurons
less responsive, while multiple simultaneous active neurons
promote activation of RIH neurons and consequently the
escape response (Rabinowitch et al., 2013). Taken together, the
combined ability of electrical synapses to shunt current when a

neuron is inactive, and promote activity when it is active, helps
to cause synchronous activity and acts as detector of coincident
activity across multiple neurons.

Signal to Noise Ratio
Neurons are subject to a variety of stochastic factors, including
the random opening and closing of ionic channels and
spontaneous synaptic activity. A fundamental task for the
nervous system is to distinguish between signal and noise.
Electrical synapses that shunt current and decrease excitability
implement the functional effect of noise dampening (Figure 1F).
Computational modeling supports the possibility of this
mechanism for noise reduction via electrical synapses (Lamb and
Simon, 1976; Vardi and Smith, 1996; Usher et al., 1999; DeVries
et al., 2002; Medvedev, 2009).

Improvement of signal to noise ratio by electrical synapses
has been investigated in multiple systems. Noise was measured
in retinal preparations by recording membrane fluctuations of
AII amacrine cells in complete darkness; noise was greater in
amacrine cells with genetically knocked out connexin36 (Dunn
et al., 2006). In the fish olfactory bulb, the variance of mitral
cell response to an odorant increases with pharmacological
blockade of gap junctions (Zhu et al., 2013). Electrical synapses
suppress membrane oscillations entirely in drosophila lobula
plate tangential cells, likely via shunting noisy intrinsic currents
of in the cell (Ammer et al., 2022). It has also been inferred
that electrical synapses improve signal to noise ratio in the fly
olfactory bulb (Kazama and Wilson, 2009; Yaksi and Wilson,
2010) and monkey locus coeruleus (Usher et al., 1999). However,
experiments comparing noise in the presence and absence of
electrical synapses in those systems are still needed.

Asymmetry
Bidirectional flow of current is a notable distinguishing property
of electrical synapses. Yet the magnitudes of signals relayed
in each direction quite often show some degree of direction
dependence. In the mammalian nervous system, asymmetry of
synapses has been noted in neocortex (Galarreta and Hestrin,
2002), TRN (Haas et al., 2011; Sevetson and Haas, 2015;
Zolnik and Connors, 2016), inferior olive (Devor and Yarom,
2002), cerebellum (Mann-Metzer and Yarom, 1999; Alcami
and Marty, 2013; Szoboszlay et al., 2016), dorsal cochlear
nucleus (Apostolides and Trussell, 2013), and mesencephalic
trigeminal nucleus (Curti et al., 2012). Asymmetry could result
from heterotypy of gap junction channels and plaques, where
oligomerization or docking of different connexin or innexin
proteins can asymmetrically pass current (Bukauskas et al.,
1995; Phelan et al., 2008; Rash et al., 2013), and differences
in hemichannel scaffolding (Marsh et al., 2017) could also
contribute to the rectifying ability of electrical synapses. Even for
homotypic gap junctions based on connexin36, which are largely
voltage-independent (Srinivas et al., 1999), differences between
cell properties, such as input resistance or cable properties,
create functional asymmetry for signals sent across the gap
junction (Mann-Metzer and Yarom, 1999; Veruki and Hartveit,
2002a; Nadim and Golowasch, 2006; Alcami and Marty, 2013;
Amsalem et al., 2016; Mendoza and Haas, 2022). Furthermore,
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those different sources of asymmetry can also compensate
for or exacerbate genuine junctional asymmetry between
electrical synapses (Mendoza and Haas, 2022). For example,
at the Mauthner mixed synapse, heterotypic asymmetrical
gap junctions composed of connexin34.7 and connexin35
preferentially pass current from the Mauthner cell to the club
endings. At that synapse, rectification compensates for the large
dendrite of the Mauthner cell, making the electrical synapse more
functionally bidirectional (Rash et al., 2013).

Asymmetry of electrical synapses directly impacts their
function. Full rectification can create nearly unidirectional
communication, such as in the giant motor neuron of crayfish
or pyloric circuit of the spiny lobster (Furshpan and Potter,
1957, 1959; Graubard and Hartline, 1987; Johnson et al.,
1993). Voltage-dependent gating of gap junction channels allows
crayfish presynaptic giant interneurons to unidirectionally excite
the giant motor neuron and engage an escape reflex (Jaslove
and Brink, 1986). For the pyloric circuit of the spiny lobster,
the rectified synapse allows the lateral pyloric neuron to drive
the pyloric neuron to burst, and then send a delayed chemical
inhibitory signal to terminate the burst (Graubard and Hartline,
1987; Mamiya et al., 2003). In the dorsal cochlear nucleus
(Apostolides and Trussell, 2014), near-complete asymmetry is a
result of input resistance mismatch, and results in fusiform cells
driving spikes in more-compact stellate cells. Asymmetry in this
case ensures recruitment of local inhibition within the circuit
even during subthreshold excitation of the fusiform cells.

For more moderate asymmetry, modeling results reveal an
effect of asymmetry on detailed spike timing, even to the
extent of reversing spike order in a coupled cells (Sevetson
and Haas, 2015), and controls the phase of synchronous
rhythmic activity (Mendoza and Haas, 2022). Modeling of
larger networks shows that rectifying electrical synapses can
improve the robustness of rhythmic activity (Gutierrez et al.,
2013). Because electrical synapse plasticity has been shown
to systematically alter the degree of asymmetry (Haas et al.,
2011; Fricker et al., 2021), asymmetry may be actively
regulated in order to tune spike timing and network activity.
Collectively, our understanding of the function of asymmetry
is still limited, but its potential impacts are worthy of
additional investigation.

Future of Electrical Synapse Study
The study of electrical synapse function has a dense focus on the
contribution of electrical synapses to synchronization of activity
between coupled pairs. This attention is merited, and there is
ample evidence to support this function, especially when neurons
in a coupled network receive prolonged, simultaneous excitation.
The next decade of research would greatly benefit from studies
focusing on how electrical synapses in different systems affect
transient inputs, and from studies that look at how temporal
variation in the activity of multiple electrically coupled neurons
in a network affect activity. In C. elegans, a hub and spoke
model has been proposed, where a central neuron integrates
the information from multiple electrical synapses to determine
whether to fire. Such a computational process has not yet been
explored in mammalian electrical networks.

One limitation to understanding the functions of electrical
synapses within and beyond a network is that the gold standard
for identification and measurement of coupling between neurons
is dual whole-cell recordings, which is difficult and limited to
two cells at a time. In this manner, the network is neglected.
Extracellular methods, such as multi-electrode arrays, field
recordings, and wide-scale imaging of fluorophores overcome
this limitation, but do not reveal which neurons are coupled in a
network or the strengths or spatial distributions of their coupling.
One could hope that cell-specific optogenetics could mitigate
the barrier (Dakin and Li, 2006; Qiao and Sanes, 2016), and
some all-imaging approaches have identified GJ-mediated signals
(Tian et al., 2021). In computational studies of neural networks,
electrical synapses are most often neglected entirely, which we
regard as a vast missed opportunity.

Improved imaging could bring new insight into the function
of electrical synapses. Currently, we lack a dye that can pass
through connexin36-based gap junctions and be imaged in live
tissue, which limits our ability to identify and image specific
gap junctions. A new GCaMP connexin36 hybrid gene has been
created and used in HeLa cells (Moore et al., 2020). It is possible
that replacement of the connexin36 gene with the GCaMP
connexin36 hybrid would allow researchers to look at localized
activity in the dendrites and near the gap junction. However, this
is early speculation, and the viability of such a method needs to be
vetted. Another major complication is differentiating connexin36
in the cytoplasm from connexin36 that forms gap junction pores.

A recent innovation has created novel connexin genes through
an iterative mutation approach. Mutated perch connexin34.7 and
connexin35 proteins form exclusively heterotypic gap junctions
(Ransey et al., 2021a) resulting in asymmetrical electrical
synapses (Ransey et al., 2021b), and expression of each protein
can be directed toward specific cell types. This technique could
be useful for interrogating how the addition or substitution of
asymmetric electrical synapses modifies a circuit and behavior.

Electrical synapses have profound and complicated impacts
on the processing of neural signals. The functional consequence
of electrical synapses is collectively impacted by the membrane
voltages of pre- and post-synaptic neurons, the waveform of
spikes, the frequency of spiking, and their location on dendrites.
Wherever electrical synapses are present, their function should
be thoroughly interrogated. Moreover, it is important for
connectome projects (Van Essen et al., 2013; Oh et al., 2014;
Zhang et al., 2019) to include electrical connections in addition
to chemical connections to achieve a whole picture of neural
communication pathways.
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In primary murine hippocampal neurons we investigated the regulation of EAAT3-
mediated glutamate transport by the Clostridium botulinum C3 transferase C3bot and a
26mer peptide derived from full length protein. Incubation with either enzyme-competent
C3bot or enzyme-deficient C3bot156−181 peptide resulted in the upregulation of
glutamate uptake by up to 22% compared to untreated cells. A similar enhancement
of glutamate transport was also achieved by the classical phorbol-ester-mediated
activation of protein kinase C subtypes. Yet comparable, effects elicited by C3
preparations seemed not to rely on PKCα, γ, ε, or ζ activation. Blocking of tyrosine
phosphorylation by tyrosine kinase inhibitors prevented the observed effect mediated
by C3bot and C3bot 26mer. By using biochemical and molecular biological assays
we could rule out that the observed C3bot and C3bot 26mer-mediated effects solely
resulted from enhanced transporter expression or translocation to the neuronal surface
but was rather mediated by transporter phosphorylation at tyrosine residues that was
found to be significantly enhanced following incubation with either full length protein or
the 26mer C3 peptide.

Keywords: C3 transferase, glutamate transporter, EAAT3, phosphorylation, uptake

INTRODUCTION

The prototypical Clostridium botulinum C3 transferase (C3bot) is an exoenzyme that represents a
family of bacterial ADP-ribosyltransferases that, when taken up into target cells, effectively block
Rho-signaling in an enzymatic manner (Aktories and Frevert, 1987; Aktories and Just, 2005).
Small GTPases of the Rho family, especially RhoA, serve key functions as molecular switches in
the regulation of the cytoskeleton in general and also in neuronal cells, and C3 protein has been
extensively used as tool to investigate growth- and regeneration-associated morphological processes
in different types of neurons. Activated RhoA signaling executed by downstream effector kinases
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like ROCK leads to phosphorylation of myosin light chain
thereby inducing growth cone collapse and axon retraction as
observed after ischemic or traumatic brain injuries (Mulherkar
et al., 2017; Sladojevic et al., 2017; Takase and Regenhardt, 2021).
In this context, by using full length C3bot or C3-derived peptides
(that lack the specific enzymatic activity of full length protein),
our group and others have demonstrated the beneficial outcome
of a treatment with C3bot for neuronal re-growth following
damage of the CNS. This includes experimental lesion models
both in vitro and in vivo (Dubreuil et al., 2003; Höltje et al.,
2009; Boato et al., 2010; Loske et al., 2012) as well as clinical
trials in patients with spinal cord injuries (McKerracher and
Anderson, 2013; Watzlawick et al., 2014; Fehlings et al., 2018).
For a long time unknown, recent work from our group has
identified the intermediate filament protein vimentin as well as
β1-integrin as cellular receptors for C3bot (Rohrbeck et al., 2014,
2017; Adolf et al., 2019). As mentioned, growth-promoting effects
are also caused by enzyme-deficient C3bot-derived peptides like
the 29mer C3bot154−182 or 26mer C3bot156−181, both including
the catalytic amino acid glutamate at position 174 of full length
C3bot, but in this case, the exact cellular enzyme-independent
mechanisms remain to be unraveled.

However, besides exhibiting morphological effects C3bot also
affects cellular transmitter transport mechanisms. Incubation of
astrocytes with C3bot results in a NFκB-dependent upregulation
of glial high-affinity glutamate transporter EAAT2 (GLT-1)
accompanied by increased glutamate uptake. At the same
time astrocytes treated with C3bot released higher amounts of
glutamate by vesicular release (Höltje et al., 2008). Prompted
by these findings we investigated putative effects of C3bot and
enzyme-deficient C3bot156−181 (C3bot 26mer) on glutamate
uptake of hippocampal neurons.

As long known, glutamate not only represents the major
excitatory neurotransmitter of the CNS but can also cause
neuronal excitotoxicity at higher extracellular levels (Choi
and Rothman, 1990; Lipton and Rosenberg, 1994). Therefore,
maintenance of physiological extracellular glutamate levels is
pivotal for fidelity of synaptic transmission and even to prevent
neuronal cell death. Clearance from the synaptic cleft is
mediated by high affinity glutamate transporters. Though not
exclusively expressed at the cell surface, the neuronal excitatory
amino acid transporter 3 (EAAT3) belongs to a family of
five potassium-dependent glutamate transporters located at the
plasma membrane (Arriza et al., 1997). Generally, glutamate
transport is coupled with sodium-dependent H+ inward-
transport and counter-transport of K+ (Owe et al., 2006). Besides
their role in transporting amino acids, EAATs also function as
chloride channels (Wadiche et al., 1995).

While the majority of glutamate clearance in the CNS
is mediated by the mainly astroglial EAAT2, postsynaptic
EAAT3 activity rather affects local glutamate concentrations
and neighboring receptors (Lehre and Danbolt, 1998; Holmseth
et al., 2012; Bjørn-Yoshimoto and Underhill, 2016). Moreover,
EAAT3 provides the source of glutamate as precursor for GABA
synthesis in inhibitory neurons (Mathews and Diamond, 2003)
and therefore is involved in controlling inhibitory signaling
in the brain. Neuronal EAAT3 plays another crucial role in

preventing vulnerability to oxidative stress and to maintain redox
homeostasis. Cysteine is an alternative transport substrate for
EAAT3 and represents the rate-limiting factor for glutathione
synthesis needed to reduce reactive oxygen species such as H2O2
(Griffith, 1999). In line with this, perturbation of EAAT3 surface
transport activity is associated with various neuronal pathologies,
including Parkinson’s disease, epilepsy, or Huntington’s disease
(for review, see Malik and Willnow, 2019).

C3 proteins have proven to foster axon re-growth and to
provide neuroprotection under pathological conditions that
typically involve a disturbed glutamate balance in the CNS.
Therefore, the current study was undertaken with the following
aims: By using primary hippocampal neuronal cultures we
investigated the effects of C3bot on neuronal glutamate uptake.
Furthermore, we determine whether the effects strictly rely on
enzyme-activity of C3 (as already shown for morphological and
functional effects on astrocytes) or can also be elicited by enzyme-
deficient C3bot 26mer.

Last but not least we analyzed the regulatory mechanisms
underlying functional regulations of EAAT3 mediated by C3bot
and C3bot 26mer.

MATERIALS AND METHODS

C3 Proteins
Development of C3bot-derived peptide and full length protein:

C3bot156−181 (C3bot 26mer), was synthesized at Pharis
Biotec GmbH (Hannover, Germany). C3bot was expressed as
recombinant GST-fusion protein in E. coli TG1 harboring
the respective DNA fragment in the plasmid pGEX-2T
(Höltje et al., 2009).

Antibodies
Immunofluorescence
A polyclonal antibody against the excitatory amino acid
transporter 3 (EAAT3) was purchased from Santa Cruz
Biotechnology (#sc-25658, Santa Cruz, TX, United States).
Polyclonal antisera obtained from Chemicon (Temecula, CA,
United States) were used for detection of glutamate-aspartate
transporter EAAT1 (GLAST, #AB1782) and glial glutamate
transporter EAAT2 (GLT-1, #AB1783). Protein kinase C-alpha
(PKCα) was detected by a monoclonal antibody obtained from
BD Biosciences (#610107, Heidelberg, Germany). A polyclonal
antibody against actin was purchased from SIGMA (#A5060 St.
Louis, MO, United States). Morphology of hippocampal neurons
was visualized by a polyclonal antiserum against microtubule
associated protein 2 (MAP2, #AB5622) and neurofilament
protein of 200 kDa (#AB5256) from Chemicon International
(Hofheim, Germany). An affinity purified polyclonal rabbit IgG
against full length C3bot developed by our group was applied
(Rohrbeck et al., 2014). To detect the phosphorylation levels of
EAAT3 a polyclonal antibody directed against phosphotyrosine
was purchased from Santa Cruz Biotechnology (#sc-7020).
Antibodies against protein kinase C isoforms γ (monoclonal
#ab71558), ε (polyclonal #ab63638), and ζ (polyclonal #ab108970)
were obtained from Abcam (Cambridge, United Kingdom).
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Immunoblotting
Excitatory amino acid transporter 3 as well as actin antibodies
were the same as used for immunofluorescence. Polyclonal
anti EAAT1/GLAST (agc-021) was purchased from Alomone
Labs (Jerusalem, Israel) and polyclonal anti EAAT2/GLT-1
was purchased from Abcam (Waltham, MA, United States).
Monoclonal anti RhoA was purchased from Santa Cruz
Biotechnology (#26C4). For detection of phosphorylated serine a
polyclonal antibody from Abcam was used (#ab9332, Cambridge,
United Kingdom). Detection of phosphotyrosine was achieved by
using the same antibody as used for immunofluorescence.

Cell Culture
Hippocampal Cell Culture
Neuronal cultures from hippocampi of NMRI or SWISS
mice were prepared from fetal animals at embryonic day 16
(E16). Dissected tissue pieces were rinsed with PBS, then
with dissociation medium (MEM supplemented with 10% fetal
calf serum, 100 IE insuline/l, 0.5 mM glutamine, 100 U/ml
penicillin/streptomycin, 44 mM glucose and 10 mM HEPES
buffer) and dissociated mechanically. Spun-down cells were
resuspended in starter medium (serum-free neurobasal medium
supplemented with B27, 0.5 mM glutamine, and 25 µM
glutamate) and plated at a density of 8 × 104 cells/well on
glass cover slips pre-coated with poly-L-lysine/collagen. All
ingredients were obtained from Gibco/BRL. After 12–14 days in
culture C3 preparations were added to the culture medium for
another 72 h.

Astrocyte Culture
Primary astrocyte cultures were prepared from NMRI mice
brains between postnatal days 2 and 3. Meninges were removed
from whole brains and mechanically dissociated in Hank’s
buffered salt solution (HBSS) by fire polished Pasteur pipettes and
centrifuged at 300× g for 3 min. Astrocytes were redissociated in
HBSS and the procedure was repeated two times using smaller
pipette tip diameters. Cells were first seeded onto 6-well plates
(3.5 cm diameter/well) pretreated with poly-L-lysine (100 µg/ml
in PBS). Astrocytes were incubated at 5% CO2 in Dulbecco’s
Modified Eagle Medium (DMEM), supplemented with 10%
fetal calf serum, 100 U/ml penicillin/streptomycin and 2 mM
L-glutamine. Microglial cells were repeatedly detached from the
astrocyte monolayer by shaking off. After 7 days in culture with
a change of medium for two times cells were harvested and
recultured in 24-well plates at a density of 4 × 104 cells/well
with glass coverslips pretreated with poly-L-lysine if used for
immunofluorescence methods.

Brain Homogenates
Brains of adult mice were homogenized using a glass/Teflon
homogenizer (Wheaton, Potter-Elvehjem, clearance 0.1–
0.15 µm) in ice-cold buffer containing 320 mM sucrose, 4 mM
HEPES/KOH, pH 7.4, 1 mM PMSF, and 1 µl/ml protease
inhibitor cocktail (Pi, Sigma-Aldrich) and centrifuged for
10 min at 4◦C and 1300 × g (Beckman rotor TLA-100.4). The
resulting supernatant was used for detection of EAAT3 by
Western blotting.

Immunohistochemistry and
-Cytochemistry
Perfusion-fixed brains from adult NMRI-mice were dissected,
cryoprotected and frozen at −80◦C prior to cutting into 20 µm
coronar sections. The sections were washed with PBS and
incubated in blocking solution (10% NGS in PBS; 0.3% Triton-
X-100) for 30 min at room temperature. Primary antibodies were
applied overnight at 4◦C. After incubating the sections, they
were washed with PBS and incubated with secondary antibodies
for 1 h at room temperature in the dark. Immunoreactivity
was visualized using Alexa Fluor 488 or Alexa Fluor 594 goat
anti-mouse and goat anti-rabbit secondary antibodies (Molecular
Probes, Eugene, OR, United States). Again, sections were washed
with PBS, stained with DAPI (4′,6-diamidino-2-phenylindole)
for 10 min and mounted with Immu-Mount (Thermo Fisher
Scientific, Waltham, MA, United States).

Cultured cells were fixed with 4% formaline for 15 min and
subsequently permeabilized for 30 min at room temperature (RT)
using 0.3% Triton X-100 dissolved in PBS. Staining with primary
antibodies was performed overnight at 4◦C. After washing in PBS
secondary antibodies were applied for 1 h at room temperature
(RT). Immunoreactivity was visualized using secondary
antibodies as given above. Fluorescence was either visualized
using an upright Leica DMLB epifluorescence equipment or by
using confocal laser scanning microscopy (see below).

Confocal Laser Scanning Microscopy
Images were acquired using a Leica TCS SL confocal laser
scanning microscope using a x40 oil immersion objective.
Fluorescent dyes were excited at a wavelength of 488 nm (green
fluorescence) and 543 nm (red fluorescence), respectively.
Fluorescence from green and red channels was sequentially
collected using two filters at 498–535 nm and 587–666 nm,
respectively. Images were captured at a resolution of
1024× 1024 pixels.

Glutamate Uptake Assay
Radiolabeled Glutamate
[3H]radiolabeled L-glutamate (specific activity: 20 Ci/mmol)
was obtained from Hartmann Analytic GmbH (Braunschweig,
Germany). Usually, for glutamate uptake hippocampal neurons
grown in 24-well plates were incubated with 50 µM of
glutamate (applied as a combination of both tritiated and
unlabeled glutamic acid) for 1 h with or without additives
as indicated at 37◦C in serum-free culture medium. For
kinetic analysis of transport activity the uptake time was
shortened to 10 min. GraphPad Prism software (San Diego,
CA, United States) was used for non-linear regression and
transformation of data. After removal of the medium and
repeated washing (3x) with ice-cold Krebs-Hepes buffer
containing 140 mM NaCl, 4.7 mM KCl, 2.5 mM CaCl2,
15 mM Hepes, and 1.2 mM MgSO4 adjusted to pH 7.4 cells
were lysed with 0.4% Triton X-100 for 10 min at 42◦C.
Neuron lysates were subjected to liquid scintillation counting
for determination of radioactivity. Values were adjusted to
protein content.
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Fluorometric Glutamate Measurements
For fluorometric glutamate detection the glutamate assay kit
#ab138883 from Abcam was used according to the manufacturer.
In brief, cells were incubated for 1 h with 50 µM of glutamate in
serum-free culture medium. Following two washing steps, cells
were lysed in 0.4% Trion-X100 as above. Neuron lysates were
subjected to fluorometric reading using Ex/Em = 540/590 nm
for determination of intracellular glutamate concentrations
calculated from standards. Values were adjusted to protein
content. The tyrosine kinase inhibitors Dasatinib (ab142050) and
Genistein (ab120112) were purchased from Abcam (Waltham,
MA, United States).

Biotinylation Assay
All work steps except for centrifugation in the cell culture
centrifuge were carried out in the cold at 4◦C or on
ice according to manufacturers instructions (Thermo Fisher
Scientific, Waltham, MA, United States). Hippocampal neurons
cultured in 6-well plates were washed three times with PBS and
then incubated with Sulfo-NHS-Biotin solution (1 mg/ml) for
30 min. Thereafter, the cells were washed twice with quenching
buffer and then incubated with quenching buffer for 30 min
with agitation. Following washing, cells were spun down and
pellets obtained were lysed. Avidin agarose beads were added
to the lysate and incubated overnight with agitation. The next
day, part of the supernatant was saved and spun down avidin
beads were washed three times with PBS. The supernatant and
avidin beads were taken up in Laemmli buffer and processed for
Western blot analysis.

Immunoisolation and Phosphorylation of
Excitatory Amino Acid Transporter 3
Dynabeads R© Protein G (Invitrogen) were incubated in antibody
binding and washing buffer (PBS with 0.1% Tween-20)
containing the antibody of interest. A polyclonal anti-EAAT3
antibody (Santa Cruz Biotechnology) and normal rabbit IgG
for control were used in a concentration of 80 ng/ml antibody
for binding to the beads (1–2 µg antibody per 200–500 µg
of protein in cell lysate, see below). Binding was performed
for 1 h at room temperature. Afterward, the antibody-beads
complex was washed once in antibody binding and washing
buffer and kept on ice. Cells were washed twice in ice cold
PBS, scraped off the culture dish and collected in a vessel on
ice. After centrifugation at 3000 rpm for 4 min the cell pellet
was resuspended in ice cold PBS. After a final centrifugation at
20000 × g for 3 min the cell pellet was kept on ice for lysis
and protein determination. Cells were lysed in an extraction
buffer (KCl 140 mM, Hepes 2 mM and EDTA 20 mM at pH
7.4 together with 1% Triton X-100, 1 mM PMSF, 1 µl/ml
protease and phosphatase inhibitors) for 1 h at 4◦C. After, the
insoluble fraction was separated by centrifugation at 2700 × g
for 5 min. The supernatant was incubated with the Dynabeads R©-
antibody-complexes over night at 4◦C. A part of the supernatant
was boiled in Laemmli buffer. The Dynabeads-antibody-antigen-
complex was washed three times in extraction buffer without
Triton and resuspended in washing buffer before boiling in

Laemmli buffer. Phosphorylation status was probed by using
anti-phosphotyrosine and anti-phosphoserine antibody after
protein separation by gel electrophoresis.

Imaging Analysis
To quantify the phosphorylation status of EAAT3 by
immunofluorescence methods double stainings against EAAT3
and phosphotyrosine (pTyr) were applied to hippocampus
cultures grown for 12–14 days in vitro and incubated for
further 72 h with C3 preparations. Randomly chosen images
of individual neurons were acquired at 100x magnification
and mean brightness values within a circular region of interest
(50 µm in diameter) centered on the soma of the respective
neurons were calculated for red and green fluorescence by
the histogram tool of Adobe Photoshop CS6. Both channels
were superimposed and remaining brightness and saturation
values for red and green fluorescence were set to zero (black).
Then again, mean brightness values for the remaining yellow
fluorescence representing the co-localized signal between EAAT3
and pTyr were calculated.

Experimental Design and Statistics
Typically, experiments were run at least three times if not
stated otherwise. Uptake assays were determined in triplicates
or quadruplicates for a single condition. In general, values are
expressed as means ± SEM from one representative experiment
or pooled experiments. Statistical significance or absence from
that was calculated in Figures 3–6 using Student’s t-test and p
values below 0.05 were considered significant.

RESULTS

To investigate C3 protein-mediated effects on neuronal
plasma membrane glutamate transporter activity we used
primary neuronal cultures from the hippocampus of embryonic
mice representing a mixed culture of different neuronal
subpopulations. Albeit not exclusively expressed at the plasma
membrane, EAAT3 is the main neuronal surface glutamate
transporter in the brain (Bjørn-Yoshimoto and Underhill,
2016). It is abundantly expressed in vivo in neuronal somata
and neuropilar regions of various brain areas including cortex,
basal ganglia and the hippocampus formation as shown for the
adult mouse brain (Figures 1A–C). The observed distribution
corresponded very well with early pioneering studies on its
location (Rothstein et al., 1994). To test for suitability of our
model system we aimed to evaluate the expression of EAAT3
in the neuronal cell culture used. Following cultivation for
14 days cells were stained for EAAT3 and glial fibrillary acidic
protein (GFAP) to confirm neuronal expression of EAAT3.
Indeed, transporter expression was clearly attributable to
cells morphologically identifiable as neurons (Figure 1D).
Further immunofluorescence analysis revealed a strong
punctuate distribution of the transporter at the somatodendritic
compartment (Figure 1E, microtubule-associated protein 2
was used as marker protein) and axonal processes (Figure 1F,
neurofilament protein of 200 kDa was used as marker protein).
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FIGURE 1 | Expression of the excitatory amino acid transporter 3 (EAAT3) in mouse brain and primary hippocampal neurons. (A–C) Expression pattern of EAAT3 in
the adult mouse brain. Coronar cryosections of adult mouse brains were incubated with a polyclonal antibody directed against EAAT3. Protein expression was
detected in neuronal perikarya and the neuropil of various brain areas, including caudate putamen, cortex and the hippocampus formation. Insets show
enlargements of depicted areas. CP, Caudate putamen; Ctx, Cortex; Hpf, Hippocampus formation; Hy, Hypothalamus; Sp, Stratum pyramidale; Th, Thalamus.
(D) Mouse hippocampal neurons were prepared at embryonic day 16, cells were grown on glass cover slips for 14 days, fixed and stained for EAAT3 and GFAP as
marker for astrocytes present to some extent in culture. EAAT3 expression was restricted to neurons. (E,F) Mouse hippocampal neurons were prepared and cultured
as described, fixed and stained for EAAT3, Map2 as dendritic (E) and NFP as axonal marker (F) by immunofluorescence methods and confocal imaging. EAAT3
staining was observed in a punctuate fashion throughout the cell body as well as dendritic and axonal processes [lower panels, see also insets (Ea,Fb)].
(G) Homogenates of whole mouse brains and cultured hippocampal neurons were subjected to Western blot procedure and probed for the expression of neuronal
EAAT3. Actin was used as loading control. The antiserum detected a major band between the 55 and 70 kDa markers in both samples. Overall, the signals
corresponded well with the expected molecular weight. (H) Murine astrocytes were cultured close to confluency, fixed and stained for the main glial glutamate
transporter EAAT1 (GLAST) and EAAT2 (GLT-1) by immunofluorescence and confocal imaging. Astrocytes predominantly expressed EAAT1 at the plasma
membrane. EAAT2 expression was observed at comparably low levels.

Transporter signals localized both at surface and cytoplasm
which corresponds well with the different functions of EAAT3
served depending on its cellular localization (Bjørn-Yoshimoto
and Underhill, 2016). Western blot studies detected a strong
major and few weaker bands between 55 and 70 kDa in
mouse brain homogenate and hippocampus culture yielding
biochemical evidence for the presence of EAAT3 in both
preparations (Figure 1G). Presence of astrocytes in neuronal
cultures is unavoidable and therefore a glial contribution to

observed glutamate uptake must taken into account and should
be blocked pharmacologically to analyze pure neuronal transport
activity. The basic possibility of glial glutamate transporter
expression in vitro was confirmed by immunofluorescence
microscopic analysis detecting mainly EAAT1 and low EAAT2
expression in purified astrocyte culture (Figure 1H).

Prior to the investigation of putative effects of C3bot
preparations on glutamate uptake we tested the capacity of
hippocampal neurons to take up glutamate in a specific manner.
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To this end, cultivated cells were incubated with radiolabeled
glutamate. Following incubation with [3H]glutamate (total
glutamate concentration 50 µM) for 60 min, cells were lysed
and taken up glutamate was determined by liquid scintillation
counting. Uptake of glutamate by hippocampal neurons was
calculated to 2.6 nmol/mg protein (Figure 2A). Incubation with
the potent glutamate uptake inhibitor L-trans-pyrrolidine-2,4-
dicarboxylate (PDC, 1 mM) reduced the uptake by around 75%,
confirming specificity of a large proportion of the transport. In a
kinetic analysis of uptake we applied glutamate concentrations
between 40 and 400 µM (Figure 2B). The maximal transport

velocity Vmax was calculated to 1.05 nmol/mg/min and Km
was at 78.36 µM. To visualize the extent of astrocytes present
in culture and to estimate the proportion of glial EAAT1 and
EAAT2 to the observed uptake we identified astrocytes by
GFAP labeling and immunofluorescence imaging. At 14 days
in vitro, only a minor proportion of GFAP-positive astrocytes
was detected compared to the vast majority of EAAT3-positive
neurons (Figure 2C). In addition, transporter expression was
quantified biochemically. As expected, Western blot analysis
revealed a predominant expression of EAAT3, whereas EAAT2
and especially EAAT1 were detected at noticeably lower levels

FIGURE 2 | Hippocampal neurons take up [3H]glutamate in a specific manner. (A) Cultured hippocampal neurons were grown in 24-multiwell dishes for 14 days and
incubated for 1 h with radiolabeled glutamate (50 µM). After removal of medium, cells were washed intensively, lysed and radioactivity taken up was calculated by
liquid scintillation counting. Values were adjusted to protein content. Specific uptake was evaluated by the addition of 1 mM of the glutamate uptake inhibitor
L-trans-pyrrolidine-2,4-dicarboxylate (PDC). Uptake of [3H]glutamate was strongly inhibited by PDC and therefore regarded as specific. (B) Kinetic analysis of
glutamate uptake (uptake time 10 min) revealed saturable concentration-dependent transport kinetics (Vmax and Km values are indicated). Values in (A,B) are
expressed as means ± SEM from triplicate samples within a single representative experiment repeated two times. (C) Neurons were grown on glass cover slips for
14 days, fixed and stained for EAAT3 and GFAP as marker for astrocytes. Staining against EAAT3 and GFAP revealed that the vast majority of cells represented
neurons at that culture time. (D) Homogenates of cultured hippocampal neurons were subjected to Western blot procedure and probed for the expression of
neuronal EAAT3, as well as glial EAAT2 and EAAT1. Actin was used as loading control, Synaptobrevin was used as synaptic neuronal marker. Quantification from
three individual cultures revealed that EAAT3 represented the predominant glutamate transporter. Values in (D) are expressed as means ± SEM adjusted to Actin
from three individual cultures.
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(Figure 2D). Taken together, hippocampal neurons seemed an
adequate model to investigate effects of C3 preparations on
specific glutamate transport activity in hippocampal cultures
predominantly driven by EAAT3.

Full-length C3bot has already been shown to increase
glutamate uptake in astrocytes (Höltje et al., 2008). These
effects turned out to be a specific gene regulatory mechanism
and did not result from the strong morphological alterations
(stellation) astrocytes undergo in response to inhibition of RhoA
by C3bot. C3bot 26mer covers the amino acids 156-181 of
the full length sequence (Figure 3A) and has proven to be

effective in increasing neuronal process outgrowth in vitro as
well as to foster functional recovery and regenerative axon re-
growth following experimental spinal cord injury in mice (Loske
et al., 2012). These previous findings were qualitatively confirmed
(Supplementary Figure 1). Hitherto, its effects on neuronal
glutamate handling have not been studied. Although full length
C3bot neuronal membrane binding and internalization have not
completely understood so far intracellularly enriched C3bot can
be easily visualized by a specific antibody not available for the
peptide (Figure 3B). Transport activity of EAAT3 is known to
be highly regulated. Amongst these regulatory factors a main

FIGURE 3 | Influence of C3bot, C3bot 26mer, or PKC activation on enhancement of glutamate uptake in hippocampal neurons. (A) C3bot 26mer covers the amino
acids 156-181 of C3bot full length. Glutamate at position 174 is the catalytic amino acid that renders full length C3bot enzymatically active. (B) In cultures treated
with C3bot full length protein presence of the C3 transferase was visualized after 72 h by a specific antibody directed against C3 protein. The C3bot signal was
mainly detected at the somata and Map2-negative processes probably representing axons in a mixture of internalized and surface bound protein. Confocal imaging.
(C) Hippocampal neurons were incubated with 50 µM [3H]glutamate and uptake was measured as described before. Incubation with 300 nM of C3bot or C3bot
26mer for 3 days showed similar effects on uptake regulation. Following incubation with C3bot full length or C3bot 26mer transport activity was increased by C3bot
(22%) and, slightly less, by the 26mer (19%). Prior to the uptake procedure, part of the cells were incubated for 30 min with 200 nM of the activator of PKC isoforms
PMA. Preincubation with PMA increased the uptake by 19%. In addition, cells were preincubated with dihydrokainate (DHK, 1 mM for 30 min) prior to the uptake
procedure to selectively block EAAT2 transport activity. Values therefore represent PDC- and DHK-sensitive counts (analyzed in triplicates) expressed as
means ± SEM from 4 to 5 independent experiments. *p ≤ 0.05; ***p ≤ 0.005. (D) Confocal imaging of PKCα and EAAT3 distribution in hippocampal neurons after
treatment with C3bot, C3bot 26mer, or PMA. In control cells, PKCα showed a marked cytoplasmatic localization, indicative of inactive PKCα. Expression of EAAT3
was also detected throughout the whole cell. Addition of PMA resulted in a shift of PKCα to the plasma membrane characteristic for activation. Conversely,
incubation with C3bot or C3bot 26mer did not result in activation of PKCα. Distribution of EAAT3 remained unchanged after either treatment.
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signaling molecule is protein kinase C-alpha (PKCα) which is
capable to change transport velocity and plasma membrane
localization of EAAT3 (Huang et al., 2006). In this context, it
has been demonstrated a convergence between Rho-regulated
(and therefore C3bot-sensitive) and PKC signaling pathways
(Peng et al., 2011). Moreover, a close association between PKCα

and Rho GTPases has been shown (Pang and Bitar, 2005).
To investigate C3-mediated alterations in glutamate uptake
by hippocampal neurons we incubated cells with 300 nM of
C3bot or C3bot 26mer for 72 h and analyzed the amount of
glutamate uptake. C3bot increased the specific uptake by around
22% whereas transport activity was enhanced by 19% following
incubation with the peptide (Figure 3C, left panel). To take into
account that mainly EAAT2 might contribute to some extent
to the uptake and therefore to minimize glial transport activity
dihydrokainate (DHK) was used in all experimental conditions
to specifically block glial EAAT2 activity. In addition, part of the
cells under any given condition were also incubated with PDC as
shown before to subtract non-specific uptake.

To test for the influence of PKCα on EAAT3-mediated
transport activity in our neuronal systems, PKCα was activated by
the phorbol ester phorbol 12-myristate 13-acetate (PMA, 200 nM,
20 min). Similar to the effects detected after treatment with C3bot
preparations, preincubation of neurons with PMA enhanced
glutamate uptake by 19% (Figure 3C, right panel). Confocal
imaging confirmed PMA-mediated activation of PKCα by the
shift from a cytoplasmatic distribution to a plasma membrane
associated form (Figure 3D, right upper panel). Translocation
of PKCα to the plasma membrane, on the other hand, could
not be evoked by either C3bot or the 26mer, indicating a
PKCα-insensitive mode of action (Figure 3D). Under either
condition, no obvious redistribution of EAAT3 was detected.
So, despite similar effects on glutamate uptake in neurons,
effects mediated by C3bot preparations did not seem to base
on PKCα activation. In addition to PKCα, activation of other
classical PKC isoforms such as PKCγ or novel PKCε as well as
unconventional PKCζ was analyzed by immunocytochemistry.
However, neither treatment with C3bot nor C3bot 26mer showed
an effect on these PKC isoforms as judged by lack of translocation
to the plasma membrane (Supplementary Figure 2). Treatment
with PMA, on the other hand, had a strong effect on the
redistribution of PKCγ and, to a lesser extent, on PKCε,
but as expected was ineffective in changing the expression of
unconventional PKCζ. Taken together, uptake effects elicited by
C3bot and C3bot 26mer do not seem to rely on activation of
PKC. To address the cellular mechanisms involved in enhanced
glutamate transport, we investigated the expression of EAAT3
after treatment with C3bot full length and peptide. Western
blot analysis of whole cell lysates from hippocampal neurons,
however, failed to detect changes in overall protein levels of
EAAT3 (Figure 4A). To investigate effects of treatment on RhoA
expression and ADP-ribosylation, cell lysates were probed for
RhoA by Western blotting. Following incubation with C3bot,
a complete shift of the RhoA signal to a higher molecular
weight form became observable after 72 h of incubation,
clearly indicative of C3bot-mediated ADP-ribosylation of RhoA
(Figure 4B). Along with this, the RhoA signal was strongly

reduced, indicative of the expected proteasomal degradation of
RhoA following ADP-ribosylation and inactivation. Due to the
lack of enzymatic activity of the 26mer, the RhoA signal remained
at the same molecular weight and was largely unchanged.
To address putative changes in transporter surface localization
that might underlie the enhanced uptake activity, biotinylation
experiments were performed. Again, following biotinylation of
surface proteins and subsequent subcellular fractionation of
hippocampal neurons, no significant alterations in the amount
of biotinylated, therefore surface located, EAAT3 were detectable
after either treatment regime (Figure 4C).

Since we were unable to detect major changes in total protein
expression or transporter localization following incubation with
either C3bot or C3 26mer, we aimed to investigate whether
direct alterations such as the phosphorylation status of EAAT3
might account for the observed effects on transport activity.
Therefore, we performed immunoprecipitation studies to isolate
EAAT3 from cell lysates obtained from primary neurons, and
incubated the isolated fraction with phospho-specific antibodies.
To test for proper assay function, hippocampal cell lysates were
incubated with magnetic beads coupled to the polyclonal EAAT3
antibody as well as rabbit IgG for negative control. In the EAAT3-
immunoisolates a strong transporter signal could be detected
that was absent in the IgG fraction (Figure 5A). Quantitative
precipitation of EAAT3 from lysates was confirmed by lack
of EAAT3 staining of the remaining supernatant (Figure 5A).
We probed EAAT3 immunoprecipitates with phosphotyrosine
(pTyr) and phospho-serine (pSer) antibodies to visualize putative
changes in transporter phosphorylation. Phosphorylation of
tyrosine was upregulated by about 40% in hippocampal
neurons, whereas the phospho-serine signal remained largely
unchanged (Figure 5B). To quantify the phosphorylation status
of EAAT3 on the level of individual neurons we performed
co-stainings for EAAT3 and phosphorylated amino acids by
immunofluorescence. Due to the fact that both antibodies against
EAAT3 and pSer were generated in the same species (rabbit)
and the initial IP experiments yielded no effects of treatment on
the pSer status of EAAT3 we performed the experiments with
respect to phosphorylation at tyrosine residues only. At first,
immunohistochemistry on mouse brain sections was performed
to show that phosphorylation of EAAT3 at tyrosine residues
occurs in vivo. Indeed, pTyr signals were found to co-localize with
EAAT3 signals in neurons of various brain areas, including the
cortex (Figure 5C). To quantify the amount of pTyr co-localizing
with the EAAT3 signal following treatment of hippocampal
neurons with C3bot and C3bot 26mer, cultures were treated
as above and the amount of co-localization was quantified. We
chose to perform this analysis at the level of individual neurons
to ensure attribution of both signals to cells morphologically
identifiable as neurons (Figure 5D). Analysis was restricted
to a soma-centered circular region of interest (ROI) with a
diameter of 50 µm to exclude putative unspecific effects on
protein abundance by the enhanced branching pattern of the
more distal neuronal processes mediated by C3bot or C3bot
26mer. Quantification revealed that incubation with C3bot had
no effect on EAAT3 transporter expression, whereas C3bot 26mer
slightly increased EAAT3 expression by 16% (Figure 5E). Both
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FIGURE 4 | Treatment with C3bot or C3bot 26mer does not alter protein expression and surface location of EAAT3. (A) Western blot analysis of EAAT3 expression
following treatment of hippocampal neurons for 3 days with 300 nM of C3bot or C3bot 26mer. Quantification revealed that following either treatment, protein levels
of EAAT3 remained unchanged after incubation with the C3 preparations. Values are expressed as means ± SEM from three independent experiments.
(B) ADP-ribosylation of RhoA by C3bot. Homogenates of hippocampal neurons treated as above were subjected to Western blotting analysis and stained for RhoA.
Actin served as loading control. Cells treated with C3bot exhibited a complete shift of RhoA to higher molecular weight form indicative of quantitative
ADP-ribosylation by enzyme competent C3bot. Also, degradation of inactivate RhoA was observed. (C) Surface expression of EAAT3 was analyzed by biotinylation
assays. Hippocampal neurons treated with C3bot or C3bot 26mer as above were subjected to biotinylation and subsequent subcellular fractionation into intracellular
and extracellular (biotinylated) compartments. Quantification of EAAT3 in the pelleted extracellular fraction revealed no significant changes in surface expression of
the transporter. Values are expressed as means ± SEM from three independent experiments.

full length protein and peptide enhanced overall pTyr signals by
40 and 48%, respectively. Co-localization of EAAT3 and pTyr
were increased by 50.1% (full length C3bot) and 63% (peptide).
More importantly, when normalized to EAAT3 expression the
amount of co-localized signals between transporter and pTyr
was increased by 39% following C3bot incubation and by 45%
following treatment with 26mer.

In order to address directly whether the observed enhanced
glutamate uptake following incubation with C3bot full length and
peptide resulted from tyrosine phosphorylation we investigated
the effect of blocking this process. During incubation with C3bot
or C3bot 26mer, neurons were treated with a combination of the
established tyrosine kinase inhibitors Dasatinib (200 nM) and
Genistein (20 µM). We used a fluorometric assay to determine
total intracellular glutamate levels from lysed cells after the
uptake assay (glutamate was presented for 1 h at 50 µM in
the medium). Incubation with C3bot or C3bot 26mer alone
significantly increased intracellular glutamate concentrations by
53 and 46%, respectively (Figure 6). Addition of tyrosine kinase
inhibitors completely blocked this effect. These findings add to
the previous observation of an increased uptake of (labeled)
glutamate into hippocampal neurons following incubation with

C3 proteins by also demonstrating higher total intracellular
glutamate levels. The sensitivity of this effect to tyrosine
phosphorylation further underlines the contribution of this
mechanism to an increased neuronal glutamate uptake mediated
by C3bot and C3bot 26mer.

In summary, incubation of hippocampal neurons with full
length C3bot and C3bot 26mer increased glutamate uptake
activity mediated by EAAT3. The effect is very likely duo to an
enhanced phosphorylation of EAAT3 at tyrosine residues.

DISCUSSION

Phosphorylation of Excitatory Amino
Acid Transporter 3 Mediated by C3bot
and C3bot 26mer
The current study addresses a novel regulatory mechanism of
the neuronal glutamate transporter EAAT3 mediated by C3
proteins. Both full length C3bot and peptidic C3bot156−181

(C3bot 26mer) exhibited moderate yet significant effects on
glutamate transport in hippocampal neurons by increasing
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FIGURE 5 | Phosphorylation at tyrosine residues of EAAT3 is mediated by C3bot and 26mer. (A) Immunoprecipitation of EAAT3 from hippocampal cell lysates.
Hippocampal neurons were lysed and subjected to immunoisolation of EAAT3. Lysates, precipitated fractions and remaining supernatants were probed for EAAT3
expression. Beads coated with rabbit IgG were used for negative control. Actin staining was used for loading control. For detection, light chain-specific secondary
antibodies were applied to prevent unwanted detection of heavy chains of the precipitating polyclonal EAAT3 antibody. In the EAAT3 immunoprecipitates (IP) a strong
transporter signal was detectable confirming precipitation of transporter by the antibody. In the rabbit IgG fraction no transporter signal was detectable. Clearance of
the lysate from the EAAT3 signal following immunoisolation of EAAT3 (supernatant S IP EAAT3) confirmed proper assay function. (B) Hippocampal neurons were
treated with 300 nM of C3bot or C3bot 26mer for 3 days. Immunoisolates were probed for EAAT3 and phosphorylation of the transporter at tyrosine and serine
residues (pTyr, pSer) by phosphor-specific antibodies. Signals were quantified by calculating the ratio of phosphorylation signals to transporter expression and

(Continued)
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FIGURE 5 | normalized to control conditions. Incubation with C3bot and C3bot 26mer resulted in an increased phosphorylation of tyrosine residues by 40%,
phospho-serine signals were largely unchanged. (C) Phosphorylation of EAAT3 at tyrosine residues occurs in vivo. Cryosections from adult mouse brains were
incubated with antibodies against EAAT3 and pTyr. Images depict co-localization of both signals in cortical neurons. (D) Phosphorylation of EAAT3 at tyrosine
residues. Hippocampal neurons were incubated for 72 h with 300 nM of C3bot or C3bot 26mer. Fixed neurons were stained for EAAT3 and phosphorylated tyrosine.
Co-localized signals were quantified by brightness analysis. Red and green fluorescence signals were subtracted and the remaining yellow fluorescence was
analyzed within a circular region of interest (ROI) with a diameter of 50 µm centered on the soma of individual neurons. (E) Quantification of confocal imaging data.
Incubation with both C3bot or C3bot 26mer increased the pTyr signal, peptidic C3bot also had a moderate positive effect on EAAT3 expression. Both treatment
regimes resulted in an increased phosphorylation of EAAT3, shown both as total transporter phosphorylation and as values normalized to transporter expression.
Values are expressed as means ± SEM from three (CTL and C3bot) or two (C3bot 26mer) independent experiments. CTL: n = 110 neurons; C3bot n = 102 neurons,
C3bot 26mer, n = 69 neurons. **p ≤ 0.01; ***p ≤ 0.005.

the uptake. In this context, total intracellular glutamate levels
were increased. Biochemical and immunocytochemical evidence
showed that alterations in the phosphorylation state of EAAT3
might be the underlying mechanism for the increased uptake.
Pharmacological interference with tyrosine phosphorylation was
able to block the effects of increased uptake. Furthermore,
immunofluorescence methods revealed a slight increase in
transporter expression following incubation with the C3 peptide.
The exact mechanisms of action, however, remain elusive
since the classical downstream-pathway of enzymatic inhibition
of Rho-dependent signaling cascades can be excluded due
to the lack of enzymatic activity. In this context, enzymatic
full length protein and enzyme-deficient C3bot peptide must
either serve different neuronal pathways that trigger tyrosine

FIGURE 6 | Hippocampal neurons grown for 14 days in culture were
incubated with 300 nM of C3bot or C3bot 26mer for additional 3 days with or
without the addition of the tyrosine kinase inhibitors Dasatinib (200 nM) and
Genistein (20 µM). Cells were then incubated with 50 µM of unlabeled
glutamate for 1 h. Prior to the uptake, cells were preincubated with
dihydrokainate (DHK, 1 mM for 30 min) to selectively block EAAT2 transport
activity. After washing, cells were lysed and intracellular glutamate
concentrations were analyzed fluorometrically and adjusted to protein content
of each individual well. Neurons incubated with C3bot or C3bot 26mer
showed intracellular glutamate concentrations enhanced by 53 and 46%,
respectively. These effects were blocked in the presence of tyrosine kinase
inhibitors. Values (analyzed in quadruplicates) are PDC- and DHK-sensitive
and were calculated from fluorescence units and glutamate standards
expressed as means ± SEM from 2 independent experiments. **p ≤ 0.01.

phosphorylation at EAAT3 or full length C3bot exhibits a so
far unknown enzyme-independent mode of action shared by
the peptide. However, a comparable neuronal response in the
context of axon outgrowth, synapse formation, regeneration and
neuronal plasticity following CNS lesion, as well as functional
recovery in vivo was already observed after treatment with full
length C3bot and C3bot peptides despite the lack enzymatic
activity of C3bot peptides (Höltje et al., 2009; Boato et al., 2010;
Loske et al., 2012). On the other hand, trophic effects on glial
morphology and also glutamate handling by astrocytes seem
to strictly rely on the enzymatic inhibition of Rho proteins
and cannot be elicited by enzyme deficient C3 preparations
(Höltje et al., 2005, 2008). The observed alterations in total
intracellular glutamate levels mediated by C3bot and the peptide
appeared to be larger than the pure uptake effects. Therefore,
it can not be excluded that C3 proteins exert additional
effects on neuronal glutamate turnover like reverse transport
or degradation mechanisms. Part of the differences, however,
between the effects on the uptake of labeled glutamate and
the more pronounced increase in total glutamate might also
arise from the different experimental paradigms using either
radiolabeled glutamate or fluorometric (enzymatic) detection of
unlabeled glutamate.

What regulatory mechanisms mediated by C3 proteins might
be involved in the increased phosphorylation of EAAT3?
A recent study showed that activation of the C3bot target
RhoA by amphetamine in cultured noradrenergic neurons
that also carry EAAT3 resulted in a decreased glutamate
uptake that was, however, due to an enhanced endocytosis
of EAAT3 (Underhill et al., 2020). Since C3bot and C3bot
26mer obviously do not interact with regulatory modulations
controlling trafficking of EAAT3 to the neuronal surface
as described for constitutive Rab11- or adapter protein-2-
dependent endocytosis and recycling (González et al., 2007;
Saha et al., 2021) or stimulated trafficking by PKCα (this paper,
González et al., 2003), a direct functional regulation seems to
occur. In earlier studies it was shown that PKCα-dependent
phosphorylation of serine 465 enhanced isoflurane-induced
activity of EAAT3, but again required EAAT3 redistribution
to the plasma membrane (Huang et al., 2006, 2011). In our
experiments incubation with C3bot preparations did neither
result in PKCα activation and subsequent EAAT3 redistribution
nor seemed serine phosphorylation to be involved. As observed,
incubation with C3 proteins (followed by inactivation of Rho
proteins at least in the case of enzyme-competent full length
protein) results in an increased phosphorylation of EAAT3,
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therefore inactivation of phosphatases or activation of kinases
represent putative signaling pathways. Blockage of Rho-signaling
by C3 proteins or downstream effectors like ROCK or mDia
would result in decreased kinase activity and therefore represent
an unlikely mechanism. Besides the well-characterized Rho
protein downstream effector kinases that are mainly involved
in phosphorylation of cytoskeletal proteins knowledge about
interaction of Rho proteins with phosphatases is sparse. An
interaction of activated RhoA with the inositol 5-phosphatase
SHIP2 has been described that is involved in cell polarity
and migration (Kato et al., 2012). To our knowledge, no
phosphorylation pathway has been described so far that regulates
EAAT3 activity without affecting its localization. Future work
has to elucidate these pathways mediated by full length as
well as peptidic C3bot. In case of C3bot 26mer, neuronal
EAAT3 expression was slightly enhanced as observed by
immunofluorescence. This was not reflected by the biochemical
experiments carried out on whole cells and biotinylation
experiments. We can only speculate that this discrepancy
resulted from the different methods used (immunofluorescence
on individual neurons versus Western blot of whole cultures). In
line with this, undetectable changes in total protein by Western
blotting might reflect the fact that EAAT3 expression in all cell
types, including glial cells that might express smaller transporter
amounts, was looked at.

Functional Implications
Generally, an increased glutamate clearance (stimulated by C3
preparations) from the extracellular space might be favorable
under certain pathophysiological circumstances, e.g., spinal
cord injury (SCI) in order to prevent further neuronal
damage by excessive extracellular glutamate concentrations
(Park et al., 2004). Given the fact that glutamate clearance
mediated by EAAT3 serves various functions under both
physiological and pathophysiological circumstances (Bianchi
et al., 2014) interference with its function might, however, result
in different outcomes. Generally, surface EAAT3 localizes rather
perisynaptically than in the synaptic cleft of excitatory synapses
and one of its function is considered to limit NMDAR activation
by glutamate spillover between synapses (Diamond, 2002).
Further evidence for the physiological function of EAAT3 in
controlling synaptic strength and plasticity by modulating long-
term potentiation (LTP) in the hippocampus stems from CA1
pyramidal cells lacking EAAT3 transport activity. Experiments
showed that EAAT3 buffers glutamate release during synaptic
events and reduces the recruitment of NMDAR subunits
thereby facilitating LTP (Scimemi et al., 2009). Also, GABAergic
neurotransmission and neuronal glutathione synthesis depend
on EAAT3 activity (Sepkuty et al., 2002; Aoyama et al., 2006).

More recently, accumulating evidence has shown that
altered EAAT3 function is associated with several neurological
or psychiatry spectrum disorders. Many of these studies
focus on genetic findings that document interference with
transporter expression or localization. Amongst them are the
obsessive-compulsive disorder state (Zike et al., 2017; Delgado-
Acevedo et al., 2019; Underhill et al., 2019) and schizophrenia
(Afshari et al., 2015). Hitherto, despite the accumulating

evidence for the contribution of EAAT3 to the described
physiological mechanisms and pathophysiological conditions
the lack of a specific pharmacological inhibitor of EAAT3 has
prevented a deeper understanding of its exact role in these
processes. However, the advent of newly discovered imidazo[1,2-
a]pyridine-3-amine compounds to selectively inhibit EAAT3
activity might improve future research (Wu et al., 2019). It is
tempting to speculate that the observed neuroprotective effect
(early onset of functional recovery and reduced lesion size) of
treatment with C3bot 29mer and 26mer peptides following spinal
cord injury in mice (Boato et al., 2010; Loske et al., 2012) might
at least partially result from an increased glutamate uptake by
neuronal EAAT3 to prevent excessive glutamate excitotoxicity
often observed after injury. This might, however, include the glial
transport systems following treatment with enzyme-competent
full length C3bot (mainly GLT-1/EAAT2) that have been shown
to be upregulated in vitro by C3bot (Höltje et al., 2008).

Taken together, we demonstrate a novel C3bot/C3bot 26mer-
dependent tyrosine phosphorylation of the neuronal glutamate
transporter EAAT3 by a so far unknown pathway that is very
likely to result in an enhanced uptake activity.
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Supplementary Figure 1 | Increased neuronal outgrowth of hippocampal
neurons following incubation with C3bot or C3 26mer. Hippocampal neurons were
treated for 3 days with 300 nM of full length C3bot or peptidic C3bot 26mer, fixed
and stained for Map2 as dendritic marker protein. Both C3bot and C3bot 26mer
enhanced neuronal process outgrowth as visualized by immunofluorescence.

Supplementary Figure 2 | Hippocampal neurons grown for 14 days in culture
were incubated with either 300 nM of C3bot or C3bot 26mer (3 days) or 200 nM

of PMA for 20 min. Cells were fixed and stained against classic protein kinase C

gamma (PKCγ), novel protein kinase C epsilon (PKCε), and unconventional protein

kinase C zeta (PKCζ). Readout of activation of PKCs was a shift to the plasma

membrane. Under control conditions, neurons showed a mainly cytoplasmatic

PKC expression, being most prominent for PKCγ, followed by PKCζ and only very

weak for PKCε. Incubation with C3bot full length or peptide had no effects on

PKC localization, irrespective of the isoform. PMA, on the other hand, strongly

activated PKCγ and, to some extent, PKCε in some cell somata. As expected for

unconventional PKC isoforms, PKCζ was unaffected by PMA.
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Background: Most mammalian cells harbor molecular circadian clocks that synchronize
physiological functions with the 24-h day-night cycle. Disruption of circadian rhythms,
through genetic or environmental changes, promotes the development of disorders like
obesity, cardiovascular diseases, and cancer. At the cellular level, circadian, mitotic,
and redox cycles are functionally coupled. Evernic (EA) and usnic acid (UA), two
lichen secondary metabolites, show various pharmacological activities including anti-
oxidative, anti-inflammatory, and neuroprotective action. All these effects have likewise
been associated with a functional circadian clock.

Hypothesis/Purpose: To test, if the lichen compounds EA and UA modulate circadian
clock function at the cellular level.

Methods: We used three different cell lines and two circadian luminescence reporter
systems for evaluating dose- and time-dependent effects of EA/UA treatment on cellular
clock regulation at high temporal resolution. Output parameters studied were circadian
luminescence rhythm period, amplitude, phase, and dampening rate.

Results: Both compounds had marked effects on clock rhythm amplitudes and
dampening independent of cell type, with UA generally showing a higher efficiency
than EA. Only in fibroblast cells, significant effects on clock period were observed for
UA treated cells showing shorter and EA treated cells showing longer period lengths.
Transient treatment of mouse embryonic fibroblasts at different phases had only minor
clock resetting effects for both compounds.

Conclusion: Secondary metabolites of lichen alter cellular circadian clocks through
amplitude reduction and increased rhythm dampening.

Keywords: evernic acid, usnic acid, circadian clocks, amplitude, dampening, in vitro models

Abbreviations: EA, evernic acid; UA, usnic acid; BL, Bmal1:luciferase; P2L, Per2:luciferase; N44, hypothalamus-derived
mouse N44; U2OS, human bone osteosarcoma epithelial; MEF, mouse embryonic fibroblast; Dex, dexamethasone; PRC,
phase response curve.
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INTRODUCTION

The circadian clock system helps to maintain the adaptation
of physiological and psychological functions to the changing
environmental conditions induced by the Earth’s rotation
around its axis (Neumann et al., 2019). Studies reported that
most cells and tissues of our body harbor molecular clocks
which are in synchronization with day-night rhythms and
coordinated by the suprachiasmatic nucleus (SCN) of the
hypothalamus (Stephan and Zucker, 1972; Balsalobre et al.,
1998; Yamazaki et al., 2000). At the cellular level, clock genes
Clock (Circadian Locomotor Output Cycles Kaput), Bmal1 (Brain
and Muscle ARNT-Like 1), Per1 (Period 1), Per2 (Period 2),
Cry1 (Cryptochrome 1), Cry2 (Cryptochrome 2), and Rev-Erbα
regulate these circadian rhythms (Hastings and Herzog, 2004).
Interlocked transcriptional-translational feedback loops control
these clock genes (Reppert and Weaver, 2002; Bell-Pedersen
et al., 2005; Rosbash et al., 2007). Factors like sedentary
lifestyle, prolonged stress or consumption of processed foods
or high-sugar or high-fat diets alter circadian rhythms of
cells and tissues and promote the development of a range of
cardio-metabolic disorders and cancers (Tahara et al., 2015;
Panda, 2016; Husse et al., 2017; Kiehn et al., 2017; Neumann
et al., 2019). Many of these factors also result in the cellular
accumulation of pro-oxidants and induce oxidative stress (OS),
an imbalance between intracellular production of reactive oxygen
species (ROS) and antioxidant defense mechanism (Charradi
et al., 2013; Sharifi-Rad et al., 2020). OS activates a series of
transcription factors including NF-κβ (nuclear factor kappa-
light-chain-enhancer of activated B cells), AP-1 (Activator
protein 1), p53 (Tumor Protein p53), HIF-1α (Hypoxia-
inducible factor 1-alpha), PPAR-γ (Peroxisome proliferator-
activated receptor gamma), β-catenin/Wnt, and Nrf2 (nuclear
factor erythroid 2-related factor 2; Reuter et al., 2010). Activation
of these transcription factors results in the expression of
more than 500 different genes encoding for growth factors,
inflammatory cytokines, chemokines, cell cycle regulators, and
anti-inflammatory molecules, and hence OS results in cytotoxic
effects in many mammalian organs and tissues (Behl et al., 1994;
Uttara et al., 2009; Reuter et al., 2010). Increased ROS generation
and decreased antioxidative enzyme activity (like CAT, SOD,
GPx, and GST) have been reported in animals deficient in clock
proteins, supporting the evidence that the activity and expression
of these genes in different brain regions follow the diurnal
rhythm and thus they are under the control of the endogenous
circadian system (Pablos et al., 1998; Baydas et al., 2002;
Kondratov et al., 2006; Krishnan et al., 2008; Yuan et al., 2017).
Hence, along with altered circadian rhythms, prolonged OS also
leads to sustained inflammation and chronic diseases including
obesity, cancer, diabetes, cardiovascular, neurodegenerative, and
pulmonary disorders (Lu and Zee, 2006; Perwez Hussain and
Harris, 2007; Reuter et al., 2010; Tahara et al., 2015; Panda, 2016;
Sharifi-Rad et al., 2020).

Lichens are symbiotic organisms between a fungal
(the mycobiont) and an algal and/or cyanobacterial (the
photobiont) partner (Calcott et al., 2018). In addition to the
predominant myco- and photobionts, additional fungi, and

non-photosynthetic bacteria are often associated with a lichen
thallus (Grube et al., 2015; Spribille et al., 2016; Smith et al.,
2020). Primary metabolites (such as simple sugars, ribitol, or
glucose) produced by the photobiont partner of lichens are used
for the mycobiont’s nutrition (Brodo et al., 2001; Calcott et al.,
2018; Spribille et al., 2022). Lichens are well known to produce a
large number of secondary metabolites with almost 1,000 known
substances, the large majority of which are exclusively found
in lichen forming fungi (Gómez-Serranillos et al., 2014; Calcott
et al., 2018). These are deposited extracellularly, mainly in
the medullary layer of lichen thallus or in the cortical layer.
Phenolic compounds that originate from polyketide pathways,
such as depsides, depsidones, and usnic acids are found almost
exclusively in lichens. Atranorin and usnic acid are the most
common and abundant cortical substances in lichens. They help
in protecting the organism from UV radiation, environmental
toxicity, pathogens, herbivores, and from other physical hazards
(Ranković and Kosanić, 2015). Evernic acid (EA; molecular
weight: 332.308 g), a depside, is produced in the medullary layer
mainly by a common lichen species, Evernia prunastri, usually
found in oak trees (Ter Heide et al., 1975; Joulain and Tabacchi,
2009). Other than Evernia prunastri, lichen genera such as
Ramalina and Hypogymnia also produce EA (Olivier-Jimenez
et al., 2019). Usnic acid (UA; molecular weight: 344.315 g),
a dibenzofuran derivative, occurs in two enantiomers and is
most commonly found in the cortex of Usnea species (Shukla
et al., 2010). Other than in Usnea, it is also found in several
lichen genera as Cladonia, Lecanora, Ramalina, Xanthoparmelia,
Flavoparmelia and Alectoria (Cocchietto et al., 2002).

The production of primary metabolites by the photobionts
is highly regulated by external cues like light, temperature,
moisture, and gaseous concentrations in the atmosphere (Kallio
and Heinonen, 1971; Kershaw and Smith, 1978; Okada et al.,
1978; Korhonen and Kallio, 1987; Carré and Edmunds, 1993;
Ott and Schieleit, 1994; Mittag, 2001; Segovia et al., 2003; Dodd
et al., 2005; Eymann et al., 2017; Cano-Ramirez et al., 2018).
kaiA, kaiB, and kaiC are the core clock genes in cyanobacteria
as the circadian rhythms of it have been studied vigorously
(Kondo and Ishiura, 2000; Dvornyk et al., 2003). Whereas the
circadian clock genes have not been largely studied in fungi,
this has only been well documented in a model organism like
Neurospora crassa (Collett et al., 2002; Froehlich et al., 2002;
Dunlap and Loros, 2005, 2006). Highly conserved circadian
clock homologs are present in most plants and algae, while
white collar-1 (WC-1), the circadian core clock component in
fungi shows greater similarity in the sequences with the animal
core clock component BMAL1/CLOCK (Tauber et al., 2004;
Linde et al., 2017; Brody, 2019). More recently, the presence of
core circadian clock genes frequency (frq), wc-1, white collar-2
(wc-2), and Frequency Interacting RNA Helicase (frh) have
been reported in a lichenized fungus (Valim et al., 2022).
They have also reported that the frq gene was activated in a
light-dependent manner, similar to Neurospora crassa. Though
it remains unclear whether lichens as a holobiont have any
circadian rhythms, and thus the biosynthesis of the secondary
metabolites is probably controlled by the circadian rhythms of
the lichens.
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Lichenized secondary metabolites impart a wide range of
pharmacological activities like antioxidant, neuroprotective,
cytotoxic, antimicrobial, anti-inflammatory, analgesic, and
enzyme inhibitory action (Gómez-Serranillos et al., 2014;
Fernández-Moriano et al., 2015a; Ranković and Kosanić, 2015;
Yamamoto et al., 2015; Solárová et al., 2020). Anti-proliferative
and anti-tumoral effect of UA (10 µg/ml and 50 µg/ml
concentrations) on human lung cancer tumoral cells by
stimulating APOPT1, CYCS, APAF1, CASP3, and CASP9 genes
expression, has also been reported (Çoban et al., 2017).
Fernández-Moriano et al. (2017) reported the neuroprotective
potential of UA and EA with strong radical scavenging properties
(ORAC and DPPH tests) and improved cellular redox status (by
inhibiting H2O2 induced intracellular ROS overproduction, by
restoring GSH/GSSG ratio and by lowering lipid peroxidation
level through MDA) for the first time on 2017 in two models
of central nervous system-like cells (U373-MG and SH-SY5Y
cell lines). They have also reported that EA pre-treatment also
improved the enzymatic and non-enzymatic antioxidant defense
through the activation of the Nrf2 signaling pathway. UA exerts
significant but more moderate effects (Fernández-Moriano et al.,
2017). Further, they could be used in the therapy of oxidative
stress–related diseases (Sahin et al., 2019).

Oxidative stress, mitochondrial impairment,
neuroinflammation, and impaired protein degradation are
the most important pathophysiologies behind the onset of
neurodegenerative diseases like Parkinson’s disease, Alzheimer’s
disease, etc. (Mandel et al., 2003). The brain has higher uptake
of glucose and oxygen, which causes neurodegeneration via
OS-related dysregulation of Nrf2-ARE defense system (Cui et al.,
2016). Nrf2 is activated in response to OS which also regulates
the gene expression of antioxidant enzymes, GSH-related genes,
and antioxidant proteins via the antioxidant responsive element
(ARE) in a cell-type dependent manner (Itoh et al., 1997; Ishii
et al., 2000; Mann and Forman, 2015). Previous studies reported
that astrocytes play a major role in GSH synthesis and thus
protect neurons from oxidative stress induced degeneration
(Sagara et al., 1993; Fernandez-Checa et al., 1997; Ishii and
Mann, 2014). Moreover, circadian rhythms of antioxidative gene
expression were altered by 6-hydroxydopamine, a neurotoxin
via downregulating the expression of Bmal1, Per2, and other
clock genes in both the in vitro and in vivo PD animal
models (Wang et al., 2018). As disruption of the circadian
rhythm may be associated with the inadequate inactivation
of Nrf2 and dysregulation of astrocyte-neuron interactions,
control of the circadian clock is particularly important for the
normalization of brain functions and neuronal protections.
Previous studies show that EA and UA are highly lipophilic
in nature and, thus, cross lipid bilayers to reach the cytosol
and mitochondria (Joseph et al., 2009; Shcherbakova et al.,
2021). Hence, we can speculate that lichenized substances
impart radical scavenging activities by altering the core clock
gene expressions which also activates Nrf2 and prevents
neurodegenerations. However, until now it remains unclear
whether these varieties of pharmacological activities imparted
by lichenized secondary metabolites take place by altering
the circadian clocks of the organism. Thus, in this present

study, we aimed to find out whether two lichen metabolites,
EA and UA, modulate circadian clock function at the cellular
level.

MATERIALS AND METHODS

Reagents
DMEM (1×) Glutamax-I, DPBS, penicillin-streptomycin
(P/S), fetal bovine serum (FBS), 1× 0.05% trypsin-EDTA
(T/E), B-27, HEPES (1 M), and sodium bicarbonate 7.5%
solution were purchased from Gibco, Thermo Fisher Scientific
(Waltham, USA). EA and D-luciferin were purchased from
Cayman Chemical, Ann Arbor, USA, and PanReac AppliChem,
Darmstadt, Germany, respectively. DMEM low-glucose powder,
D-(+)-glucose, UA, dexamethasone (Dex), and dimethyl-
sulfoxide (DMSO) were purchased from Sigma Aldrich, St.
Louis, USA. Acridine Orange Propidium Iodide (AO-PI) was
purchased from Logos Biosystems, Gyeonggi-do, South Korea.

Cell Culture
Human bone osteosarcoma epithelial cells (U2OS), originally
known as 2T cells, were derived from the bone tissue of a
female teenager suffering from osteosarcoma. U2OS cells exhibit
epithelial adherent morphology (Ponten and Saksela, 1967). An
embryonic mouse hypothalamic cell line (N44) was isolated and
immortalized from mouse embryonic (days 15–18 post coitum)
hypothalamic primary cultures by retroviral transfer of SV40-T
antigen (Cedarlane, Burlington, Canada). An embryonic mouse
fibroblast (MEF) cell line was created and immortalized from
PER2::LUCIFERASE reporter mice (Yoo et al., 2005) following
standard protocols. N44-BL (Tsang et al., 2020), U2OS-BL
(Maier et al., 2009), and MEF-P2L circadian reporter cells were
authenticated by short tandem repeat (STR) profiling and tested
negative for mycoplasma by PCR. Cells were maintained in
DMEM with 4.5 g/L of D-glucose, supplemented with 10% (FBS)
and 10,000 U P/S at 37◦C with 5% CO2. Cells stably expressing
Bmal1:luc reporter via lentiviral transduction were generated
polyclonally by puromycin selection (Brown et al., 2005; Lin et al.,
2019; Tsang et al., 2020).

Bioluminescence Assay
The setup of the bioluminescence experiment is illustrated
in Figure 1A. In brief, 2∗105 cells/ml of mouse hypothalamic
(N44-BL), human osteosarcoma (U2OS-BL), and mouse
embryonic fibroblast (MEF-P2L) cells stably expressing
circadian clock reporter constructs (Bmal1::luciferase—BL
or Per2::luciferase—P2L) were seeded in either 96-well plates
(200 µl cell suspension/well) or 35-mm Petri dishes (2 ml
cell suspension per dish) and grown to about 90% confluency
(ca. 24 h at 37◦C with 5% CO2). On the next day, cells were
synchronized by adding 100 nM Dex for 2 h at 37◦C with
5% CO2. To remove the phenol red from the DMEM, cells
were washed with DPBS after the synchronization. After that,
the medium was replaced with the same volume of recording
medium (1 g/L DMEM low-glucose powder, 10 mM D-
glucose, 3 mM 7.5% sodium bicarbonate, 10 mM HEPES, 1%
10,000 U penicillin/streptomycin, 2% B-27 supplement and
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0.1 mM D-luciferin; Pilorz et al., 2020) in the dark. Plates were
sealed with transparent film and luminescence was recorded
for 3–5 days at 34◦C using either Berthold TriStar LB 941
(Berthold Technologies, Wildbach, DE; N-44 and U2OS cells) or
SpectraMax L 1-channel luminescence plate readers (Molecular
Devices, San Jose, USA; MEF cells; Tsang et al., 2012). For
the phase response experiment, cells were seeded in 35-mm
Petri dishes. After 24 h incubation at 37◦C with 5% CO2,
cells were synchronized for 2 h with Dex followed by washing
with DPBS and a change to the recording medium. Dishes
were covered with glass coverslips and sealed with vacuum
grease. Bioluminescence was measured at 32.5◦C in LumiCycle
32 luminometer (Actimetrics, Evanston, USA; Tsang et al.,
2012).

Cell Treatment and Viability Assay
Usnic acid (UA; 2,6-Diacetyl-7,9-dihydroxy-8,9b-
dimethyldibenzofuran-1,3(2H,9bH)-dione) and Evernic
acid (EA; 2-hydroxy-4-[(2-hydroxy-4-methoxy-6-
methylbenzoyl)oxy]-6-methyl-benzoic acid) were dissolved in
dimethyl-sulfoxide (DMSO) followed by dilution in phosphate-
buffered saline (PBS) to the desired concentrations (final
concentration of DMSO lower than 0.1%). Cell viability assay
was conducted after 24 h pre-treatment with different doses of
secondary metabolites of lichens using AO-PI staining. Cells
were seeded in 35-mm Petri dishes (2 ml cell suspension per
dish) and grown to about 90% confluency (ca. 24 h at 37◦C
with 5% CO2). On the next day, cell suspension was discarded,
followed by a wash with DPBS. Cells were pre-treated with
different concentrations of secondary metabolites and control
(PBS/DMSO), added with 2 ml of cell culture medium, and
incubated for approximately 24 h at 37◦C + 5% CO2. On the
following day cells were washed with 1 ml of DPBS/ 35 mm
dish. After that, 500 µl of T/E per 35 mm dish were added
and incubated for approximately 2–3 min at 37◦C + 5% CO2.
2 ml cell culture medium was added to every 35 mm Petri dish
and the cell suspension was centrifuged at 200× g for 5 min
followed by the removal of the supernatant and resuspension
in 1 ml of cell culture medium per sample. Eighteen microliters
of this cell suspension was mixed with 2 µl of AO-PI stain.
Ten microliters of this mixture was transferred to a channel in
the Ultra-low Fluorescence counting slide for the estimation of
viable cells (in the percentage of the total cells) were recorded
in the LUNA-FL Dual Fluorescence Cell Counter by Logos
Biosystems, Gyeonggi-do, South Korea. 94.35%, 96.35%, 96.2%,
96.3%, and 71.8% (n = 2) N44-BL cells were viable upon 24 h
pre-treatment with control along with 10 µg/ml, 25 µg/ml, 50
µg/ml, and 100 µg/ml of UA, respectively. Whereas, 98.9%,
97.8%, and 96.5% (n = 2) U2OS-BL cells were viable after 24 h
pre-treatment with control along with 10 µg/ml and 50 µg/ml
of UA, respectively. Moreover, significant differences in the
rhythm parameters were absent in cells treated with <10 µg/ml
and concentrations between 10 µg/ml to 50 µg/ml of EA or UA
against control. We then proceeded with our final data analysis
and representation with a lower, i.e., 10 µg/ml and a higher,
i.e., 50 µg/ml concentrations treatment of the studied secondary
metabolites of lichens as these concentrations were not lethal

to the cells. For the dose-response experiments, cells were kept
in a recording medium containing different concentrations
(10 µg/ml and 50 µg/ml) of UE or EA. Bioluminescence was
recorded for 3–5 days. Control cells were exposed to recording
medium containing the same volume of PBS/DMSO. Same
doses of UA, EA or Control were added to the cells after 5 days
of recording for resynchronization and bioluminescence was
recorded for another 2–3 days. For phase response experiments,
bioluminescence recordings were started after the addition of
recording medium to the cells. At the indicated time points, equal
volumes of PBS/DMSO, UA, or EA were added individually to
the designated dishes without wash-out.

Data Transformation and Statistical
Analysis
Circadian parameters of luminescence recordings were
determined by individually adjusting for long-term trends
in raw luminescence readouts by 24-h moving average baseline
subtraction as described (Tsang et al., 2020). A damped sine wave
[y(t) = amplitude ∗ e−dampening rate∗t

∗ sin( 2π
period t + phase angle)]

was fitted to baseline-adjusted data after testing for rhythmicity
using the Cosinor algorithm (Nelson et al., 1979; Refinetti, 2004).
Phase shifts were determined by comparing the fit peak times
of substance and PBS/DMSO treated cells (Tsang et al., 2012).
Amplitude effects were calculated after normalizing to starting
values to account for differences in cell density or reporter signal.
Treatment times for phase response profiles were determined
post hoc using the intersection of the ascending cross-section
of the sine fit with the x-axis as a reference and converted into
degrees. Dampening rate constants of peak magnitudes were
calculated from damped sine wave regressions using GraphPad
Prism 9.1.2 software (GraphPad, La Jolla, USA). All statistical
analyses were performed using GraphPad Prism. Two-tailed
unpaired Student’s t-tests were used for pairwise comparisons.
Multi-group analyses were performed by 1-way ANOVA
and Dunnett’s post-hoc test. To compare changes in rhythm
parameters in dose response experiments, 2-way ANOVAs with
Tukey’s post-hoc test was used. A p-value of < 0.05 was used as
cut-off for significance (Tsang et al., 2012, 2020).

RESULTS

Quantitative Characterization of Circadian
Luminescence Rhythms in Three Different
Cell Lines
Figure 1B depicts the representative raw bioluminescence
recordings of all three cell lines. Figure 1C represents the curve-
fitted and detrended rhythm of the same data set. For the
determination of circadian rhythm parameters (period, phase,
and dampening rate) damped sine curves were fitted to the
normalized data. The mean period lengths of MEF-P2L, N44-
BL, and U2OS-BL cells were 22.2 ± 0.3 h, 23.9 ± 0.1 h, and
24.8 ± 0.06 h, respectively (Figure 1D). Significant differences
in period length between all three cell lines were found. Phase
shifts (Figure 1E) were determined by comparing the fit peak
times in these cells. The mean phases of MEF-P2L, N44-BL,
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FIGURE 1 | Characterization of circadian luminescence rhythms in N44, U2OS, and MEF cells. (A) Experimental setup; for more details, see text. (B)
Representative raw and (C) representative normalized data and sine curve fittings of Bmal1:luc (BL) and Per2:luc (P2L) luminescence recordings of
hypothalamus-derived mouse N44 (N44-BL), human bone osteosarcoma epithelial (U2OS-BL), and mouse embryonic fibroblast (MEF-P2L) cells after
synchronization with dexamethasone (Dex). (D–F) Luminescence period lengths (D), rhythm phases (E), and dampening rates (F) of the same data set. Single
measures are shown; error bars indicate means ± SEM (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001; 1-way ANOVA with Dunnett’s post-test; n = 6). ns, non-significant.
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and U2OS-BL cells were 29.74 ± 0.21 h, 17.72 ± 0.07 h, and
18.34 ± 0.14 h, respectively. Dampening rate constants of peak
magnitudes (Figure 1F) were calculated from damped sine wave
regressions. Mean dampening rates of MEF-P2L, N44-BL, and
U2OS-BL cells were 0.027 ± 0.003 h−1, 0.020 ± 0.001 h−1, and
0.028 ± 0.001 h−1, respectively. Significant phase differences
were observed between MEF-P2L cells and the other two cell
lines. Significant differences in dampening rates were observed
between N44-BL cells and the other two cell lines. In summary,
irrespective of the type of cell line and the luciferase reporter
among untreated cells, significantly different period length and
dampening rates were observed. As expected from the feedback
nature of the circadian molecular clockwork (Figure 1E), phasing
was significantly different between P2L and BL rhythms.

Lichen Metabolite-Induced Dose- and Cell
Type-Dependent Changes in Circadian
Luminescence Rhythms
We conducted dose-response bioluminescence experiments in
all the three cell lines to compare the extents to which different
concentrations of UA or EA affect cellular P2L and BL rhythms.
Supplementary Figures S1A,C depict the representative raw
bioluminescence recording in N44-BL cells treated with different
doses of UA (2.5 µg/ml, 5 µg/ml, 10 µg/ml and 50 µg/ml;
Supplementary Figure S1A) and EA (5 µg/ml, 10 µg/ml,
25 µg/ml, 50 µg/ml and 100 µg/ml; Supplementary Figure
S1C). Curve-fitted and detrended rhythms of the same data
sets are presented under Supplementary Figure S1B (UA)
and Supplementary Figure S1D (EA). For resynchronization,
after 5 days of recording, the same doses of UA, EA, or
Control were added to the cells with the pre-treatment and
bioluminescence was recorded for another 2–3 days. In our
exploratory analyses, significant resynchronization effect by the
lichenized substances was not seen in any of the experiment
(data are not shown here). Supplementary Figures S1A,B shows
the representative raw (Supplementary Figure S1A) and curve-
fitted detrended (Supplementary Figure S1B) bioluminescence
Bmal1:luc rhythm of the N44 cells treated with different doses
of UA against PBS/DMSO control. A significant difference in
the rhythm parameters was absent in cells treated with <10
µg/ml and concentrations between 10 µg/ml to 50 µg/ml of
EA or UA against control (data are not shown here). Whereas,
cells became arrhythmic upon treatment with 100 µg/ml of
EA (Supplementary Figures S1C,D). We speculated that the
dampening in the rhythm at 50 µg/ml and arrhythmicity upon
100 µg/ml of UA or EA could be due to the cell death in
such higher concentrations. We then conducted a cell viability
assay using AO-PI stain in the N44 and U2OS cells after 24 h
pre-treatment with different concentrations of UA against PBS/
DMSO control. 94.35%, 96.35%, 96.2%, 96.3%, and 71.8% (n = 2)
N44-BL cells were viable upon 24 h pre-treatment with control
along with 10 µg/ml, 25 µg/ml, 50 µg/ml and 100 µg/ml of
UA, respectively. Whereas, 98.9%, 97.8%, and 96.5% (n = 2)
U2OS-BL cells were viable after 24 h pre-treatment with control
along with 10 µg/ml and 50 µg/ml of UA, respectively. We then
proceeded with our final data analysis and representation with a

lower, i.e., 10 µg/ml and a higher, i.e., 50 µg/ml concentrations
treatment of the studied secondary metabolites of lichens as
these concentrations were not lethal to the cells. Figures 2A, 3A,
4A show representative BL and P2L rhythms of the respective
N44-BL (Figure 2A), U2OS-BL (Figure 3A), and MEF-P2L
cells (Figure 4A) treated with 10 and 50 µg/ml of UA against
solvent control. On the other hand, Figures 2B, 3B, 4B depict
representative BL and P2L curve-fitted normalized luminescence
rhythms upon treatment with 10 and 50 µg/ml of EA against
solvent control in N44-BL (Figure 2B), U2OS-BL (Figure 3B),
and MEF-P2L cells (Figure 4B), respectively. Irrespective of
reporter and cell type, 50 µg/ml of UA and EA yielded robust
dampening of the luminescence rhythm. UA at 50 µg/ml
dampened the BL rhythm more strongly than that of P2L. In
general, BL rhythms in U2OS cells showed greater sensitivity
towards any concentrations of both secondary lichen metabolites
compared to solvent controls.

Comparison of Rhythm Parameter
Changes After Treatment With Lichen
Secondary Metabolites
Normalized amplitude, period, phase, and dampening rate in
different reporter cell models are depicted in Figures 2–4 in
panels C,D,E,F, respectively. Figures 2C–F shows the rhythm
parameters of N44-BL cells whereas Figures 3C–F and 4C–F
represent the rhythm parameters of U2OS-BL and MEF-P2L
cells, respectively. Irrespective of the reporter cell line, a
dampening of the amplitude was observed in all cells treated with
either UA or EA (Figures 2C, 3C, 4C). In all the three cell lines,
significantly lowered amplitudes were observed upon treatment
with 50 µg/ml of UA or EA compared to solvent controls.
U2OS-BL (Figure 3C) and MEF-P2L (Figure 4C) cells treated
with 10 µg/ml of UA had significantly dampened amplitudes. UA
treated cells showed lower amplitudes than solvent controls and
EA treated cells. An exception was observed only in the case of
N44-BL cells treated with 10 µg/ml of UA and EA (Figure 2C).
At 10 µg/ml EA treated cells showed lower amplitudes than
UA cells treated at the same concentration. Subtle differences
in period length were observed only in MEF-P2L cells treated
with 10 µg/ml (shortened) of UA and 50 µg/ml of EA
(lengthened; Figure 4D). EA 10 µg/ml treated MEF-P2L cells
had a significantly longer period than 10 µg/ml of UA treated
cells. Irrespective of the reporter cell line, in cells treated with 50
µg/ml of UA and EA significant phase differences were observed,
though directional effects on phase differed between cell types
(Figures 2E, 3E, 4E). 50 µg/ml of UA or EA treated MEF-P2L
(Figure 4E) and N44-BL (Figure 2E) cells showed significantly
advanced phase compared to solvent controls whereas U2OS-BL
(Figure 3E) showed significantly delayed phases upon treatment.
N44-BL cells treated with 50 µg/ml of UA showed stronger
phase delays than cells treated with EA at 50 µg/ml (Figure 2E).
In contrast, among cells treated with 10 µg/ml of secondary
metabolites, MEF-P2L cells showed significant phase advance
upon treatment with 10 µg/ml of UA against solvent control
(Figure 4E). Increased dampening was observed in BL reporter
cells upon treatment with 50 µg/ml of UA in N44 cells and with
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FIGURE 2 | Effects of lichenized secondary metabolites on circadian luminescence rhythms of N44-BL cells. Representative curve fits of Bmal1:luc luminescence
rhythms in N44 cells after treatment with different doses of usnic acid (A, UA/Blue) or evernic acid (B, EA/Red). Amplitude (C), Period (D), Phase (E), and Dampening
effects (F) on bioluminescence rhythms in N44 cells after treatment with EA (10 or 50 µg/ml; red) or UA (10 or 50 µg/ml; blue) vs. solvent control (PBS/ DMSO;
black). Single measures are shown; error bars indicate means ± SEM (∗∗∗p < 0.001; 2-way ANOVA with Tukey’s post-test). ###p < 0.001 between UA 10 vs. EA 10
or UA 50 vs. EA 50.
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FIGURE 3 | Effects of lichenized secondary metabolites on circadian luminescence rhythms of U2OS-BL cells. Representative curve fits of Bmal1:luc luminescence
rhythms in U2OS cells after treatment with different doses of usnic acid (A, UA/Blue) or evernic acid (B, EA/Red). Amplitude (C), Period (D), Phase (E), and
Dampening effects (F) on bioluminescence rhythms in U2OS cells after treatment with EA (10 or 50 µg/ml; red) or UA (10 or 50 µg/ml; blue) vs. solvent control (PBS/
DMSO; black). Single measures are shown; error bars indicate means ± SEM (∗p < 0.05, ∗∗∗p < 0.001; 2-way ANOVA with Tukey’s post-test).
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FIGURE 4 | Effects of lichenized secondary metabolites on circadian luminescence rhythms of MEF-P2L cells. Representative curve fits of Per2:luc luminescence
rhythms in MEF cells after treatment with different doses of usnic acid (A, UA/Blue) or evernic acid (B, EA/Red). Amplitude (C), Period (D), Phase (E), and
Dampening effects (F) on bioluminescence rhythms in MEF cells after treatment with EA (10 or 50 µg/ml; red) or UA (10 or 50 µg/ml; blue) vs. solvent control (PBS/
DMSO; black). Single measures are shown; error bars indicate means ± SEM (∗∗p < 0.01, ∗∗∗p < 0.001; 2-way ANOVA with Tukey’s post-test). ###p < 0.001
between UA 10 vs. EA 10 or UA 50 vs. EA 50.
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both UA and EA in U2OS cells (Figures 2F, 3F, 4F). N44-BL cells
treated with 50 µg/ml of UA had significantly higher dampening
rates than EA treated cells (Figure 2F). In summary, we have
found that higher concentrations of secondary metabolites of
lichens had marked effects on amplitude and dampening, while
period and phase showed only modest responses.

Phase Responses of MEF Per2:luc
Rhythms After Acute Treatment With
Lichen Secondary Metabolites
A phase response curve (PRC) is the graphical illustration of
phase shifts as a function of the circadian treatment phase
induced by stimuli like light, food, temperature, or chemicals. As
50 µg/ml of UA and EA had profound dampening effects in all
the cell models and significant differences in amplitude, period,
and phase were observed from dose-dependent experiments on
MEF-P2L cells treated with 10 µg/ml of UA or EA (Figure 4E),
we wanted to investigate if these changes of circadian parameters
are dependent on the phase of the treatment. We treated
MEF-P2L cells with 10 µg/ml of UA or EA (or solvent) at
different phases of the Per2:luc luminescence rhythm. Figure 5A
shows representative data of treatments before the peak of
luminescence (at ca. 70◦) whereas treatment after the peak of
luminescence (i.e., at ca. 160◦), before the trough (at ca. 255◦),
and after the trough (at ca. 355◦) are shown in Figures 5B–D,
respectively. Panels on the left show raw data, middle panels
the respective curve-fitted detrended data. Pink arrows indicate
the approximate treatment times. Except the treatment at ca.
355◦, PRCs reveal that UA treated cells showed advanced phase
compared to EA treated cells (Figure 5E), though overall phase
effects were rather small and differences in phase shifts were not
significant at any time point. While PRCs on Bmal1:luc rhythm
report that EA treated cells showed an advanced phase compared
UA treated cells, the overall phase effects were inconclusive
(Supplementary Figure S2). Supplementary Figure S2 depicts
the representative PRC of N44-BL (Supplementary Figure S2A)
and U2OS-BL (Supplementary Figure S2B) cells.

DISCUSSION

To test our hypothesis, we chose three different commonly
used cellular circadian models, i.e., mouse embryonic fibroblasts
(MEF) and hypothalamic neurons (N44) along with human
osteosarcoma (U2OS) cell lines with two different circadian
luciferase reporters (Bmal1 and Per2). In this way, changes in
circadian clock rhythms upon treatment consistently observed in
all models would likely also be applicable to other tissues and cell
types. Along this line, previous studies reported a broad range
of pharmacological activities of UA and EA like neuroprotective,
cytoprotective, and antioxidant actions in healthy neuronal,
cardiac, gastric cell lines, and cytotoxic, antiproliferative and
anticarcinogenic effects in different cancer cell lines (MCF-7,
HeLa, HCT-116, FemX, U937, LS174, SH-SY5Y, HL-60, A2780,
SK-BR-3, HT29, and U373 MG; Marante et al., 2003; de Paz
et al., 2010; Bǎckorová et al., 2011; Bessadottir et al., 2012; Rabelo
et al., 2012; Ranković et al., 2012; Brisdelli et al., 2013; Kosanić

et al., 2013; Geng et al., 2018). In a previous study, Fernández-
Moriano et al. (2017) had reported the neuroprotective potential
of UA and EA with strong radical scavenging properties (ORAC
and DPPH tests) for the first time in 2017 in two models of
central nervous system-like cells (U373-MG and SH-SY5Y cell
lines). They first measured approximately 55%–60% cell viability
against control after inducing oxidative stress by the exogenous
H2O2. Twenty-four hours of pre-treatment with 5 µg/ml EA
showed the most promising and effective cytoprotection against
the oxidative damage in both of the cell models tested. Whereas,
that of UA in astrocytes and neurons were 2.5 µg/ml and
1 µg/ml, respectively (Fernández-Moriano et al., 2017). In
our cellular models, except U2OS cells other two cells were
from mouse embryonic hypothalamic neurons and fibroblasts.
Moreover, exogenous oxidative stress was not induced in any of
these cells.

We observed that irrespective of the cell model and luciferase
reporter type, 50 µg/ml of UA or EA significantly lowered
amplitudes and accelerated the dampening of cellular circadian
rhythms (Figures 2C, 3C, 4C). The lowered dampening could
result from cell death by the action of higher concentrations of
secondary metabolites of lichens. To find out whether lichenized
substances cause cell death, we conducted a cell viability assay
using AO-PI stain in the N44 and U2OS cells after 24 h
pre-treatment with different concentrations of UA against PBS/
DMSO control. Our results showed that the 94.35%, 96.35%,
96.2%, 96.3%, and 71.8% (n = 2) N44-BL cells were viable
upon 24 h pre-treatment with control along with 10 µg/ml, 25
µg/ml, 50 µg/ml, and 100 µg/ml of UA, respectively. Whereas,
after 24 h pre-treatment with control along with 10 µg/ml
and 50 µg/ml of UA the 98.9%, 97.8%, and 96.5% (n = 2)
U2OS-BL cells were viable, respectively. We have observed
that UA had stronger dampening effects on BL rhythms than
on P2L (Figures 2A, 3A, 4A). Dose response experiments
showed that BL rhythms in U2OS cells were more sensitive
upon treatment with any concentration of both compounds
(Figures 3A,B). At this point, the mechanism behind these
effects remains unclear. Reduced amplitudes—but not stronger
dampening of rhythms could result from lowered cellular levels
of adenosine tri-phosphate (ATP) as ATP is required for the
bioluminescence signal (Gould and Subramani, 1988). Usnic
acid (10 µg/ml) treatment of the breast cancer cell line T47D
and EA pre-treatment of primary neurons have been shown to
reduce cellular levels of ATP by inducing the phosphorylation
of adenosine monophosphate kinase (AMPK; Bessadottir et al.,
2012) and proton leakage through the mitochondrial membrane
(Lee et al., 2021).

Circadian rhythm alterations like disrupted sleep and
dysregulated circadian gene expression patterns are early
markers of neurodegenerative disease progression (Hatfield
et al., 2004; Breen et al., 2014; Song et al., 2015; Musiek and
Holtzman, 2016; Cronin et al., 2017; Musiek et al., 2018).
Fernández-Moriano et al. (2017) reported the neuroprotective
potential of UA and EA with strong radical scavenging properties
in U373-MG astrocytoma and SH-SY5Y neuroblastoma cell
lines. Dysfunctional astrocytes cause neurodegeneration by
inducing OS, followed by downregulating Nrf2 gene expression
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FIGURE 5 | Phase response curves (PRCs) of MEF Per2:luc rhythms after timed treatment with secondary lichen metabolites. (A–D) Raw bioluminescence data
(left) and normalized curve fits (right) of luminescence in MEF-P2L cells treated with 10 µg/ml of UA (blue) or EA (red) vs. solvent control (PBS/DMSO; black) at 70◦

(A), 160◦ (B), 255◦ (C), or 355◦ (D) of the pre-treatment Per2:luc rhythm. Pink arrows depict treatment time points. (E) PRC of the same data set (n = 3 per time
point; data are averages ± SEM).

(Sagara et al., 1993; Fernandez-Checa et al., 1997; Itoh et al., 1997;
Ishii et al., 2000; Ishii and Mann, 2014; Mann and Forman, 2015).

Thus, it plays a critical role in brain health (Yamanaka et al., 2008;
Macauley et al., 2011; Lian et al., 2015). Lananna et al. (2018)
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reported that BMAL1 protein regulates astrocyte activation via
a cell-autonomous mechanism.

Pre-treatment of primary astrocytes with EA counteracts
MPP+ induced COX2 (Cyclooxygenase 2) upregulation and glial
activation by blocking the NF-κβ signaling pathway (Lee et al.,
2021). It has been suggested that the regulation of NF-κβ activity
in macrophages is negatively associated with Bmal1 expression
(Oishi et al., 2017). Besides, in U2OS cells, like CRY1, a
core clock repressor, NF-κβ activation shortens the period
length and represses BMAL1-mediated E-box transcription as
its subunit RELA repressed the transcriptional activity of the
BMAL1/CLOCK at the circadian E-box cis-element and it also
altered the diurnal locomotor behavior by modifying the rhythms
in the SCN (longer period; Shen et al., 2021). They have also
reported that gene expression of BMAL1, IL-6, and TNF-α were
upregulated by RELA. EA also imparts neuroprotective effects
as its pre-treatment significantly reduces MPP+ induced neurite
shortening in the primary neurons through reduction of ROS
and reduced ATP production (Lee et al., 2021). In line with this,
motor function recovery is significantly accelerated in murine
Parkinson’s disease models when mice are treated with EA (Lee
et al., 2021).

Usnic and evernic acids prevent ROS-induced oxidative
damage in various cell types via activating the NRF2 signaling
pathway, inhibiting caspase-3 activity, upregulating protein
levels of Bcl-2, and downregulating protein level of BAX
(Fernández-Moriano et al., 2015b, 2017; Krajka-Kuźniak and
Baer-Dubowska, 2021). In line with their role in clock regulation,
the loss of NRF2 function in mouse fibroblasts and hepatocytes
alters circadian rhythms through increased Cry2 expression
and repressed CLOCK/BMAL1 regulated E-box transcription
in a time-dependent manner (Wible et al., 2018). Evernic acid
pre-treatment restores MPP+ induced cell viability by inducing
BCL-2 and suppressing BAX protein levels in primary murine
neurons (Lee et al., 2021). In the mouse central clock, p53 acts
as a transcription factor that blocks BMAL1/CLOCK binding to
the Per2 promoter (Miki et al., 2013), and other mechanisms
of p53-clock interaction have been described (Gotoh et al.,
2014; Jiang et al., 2016). Many of these pathways offer plausible
mechanisms mediating the phase alterations and changes in
amplitude and dampening of circadian clock rhythms after
EA/UA treatment in the tested cell models. Further experiments
are necessary to test this hypothesis.

In conclusion, cellular circadian clock functions in human
osteosarcoma and embryonic mouse hypothalamic neurons and
fibroblasts are altered by treatment with UA and EA, suggesting
that lichen secondary metabolites may provide interesting novel
therapeutic options for the treatment of chronodisruption-
associated diseases. Our study sets a baseline for further
exploration of potential natural products for therapeutic
applications of chronodisruption-associated diseases.

LIMITATIONS

Serum shock or medium change synchronization effect against
synchronization with Dex was not studied with any of the
cellular models. Though we cannot exclude the interaction of the

synchronization method and EA/UA treatment because of the
simultaneous application.

Bioluminescence of all the dose-response and
resynchronization experiments were recorded at 34◦C in
the plate readers, whereas bioluminescence for all the phase
response experiments was recorded at 32.5◦C due to the existing
setup of the Lumicycle at this temperature.
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Supplementary Figure 1 | Lichenized secondary metabolite’s dose effects and
resynchronization changes in N44-BL cells. (A,B) Representative raw (A) and
representative curve fits (B) of Bmal1:luc luminescence rhythms and
resynchronization effects of different concentrations of UA treatment on N44 cells.
(C,D) Representative raw (C) and representative curve fits (D) of Bmal1:luc
luminescence rhythms upon treatment with different concentrations of EA on
N44 cells.

Supplementary Figure 2 | Phase response curves (PRCs) of N44 and U2OS
Bmal1:luc rhythms after timed treatment with secondary lichen metabolites. PRC
of the N44 cells (A) and the U2OS cells (B) treated with UA (blue) or EA (red)
against solvent control (PBS/ DMSO; black) at different degrees of the Bmal1:luc
rhythm (n = 3 per time point; data are averages ± SEM).
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The endocannabinoid (eCB) anandamide (AEA) and 2-arachidonoylglycerol (2-AG) are

endogenous lipid neurotransmitters that regulate an array of physiological functions,

including pain, stress homeostasis, and reward. Fatty acid-binding protein 5 (FABP5) is a

key modulator of intracellular eCB transport and inactivation. Recent evidence suggests

that FABP5 controls synaptic 2-AG signaling at excitatory synapses in the dorsal raphe

nucleus. However, it is currently not known whether this function extends to other brain

areas. To address this, we first profiled eCB levels across several brain areas in FABP5

knockout mice and wild-type controls and report that FABP5 deletion elevates AEA levels

in the striatum, prefrontal cortex, midbrain, and thalamus, as well as midbrain 2-AG

levels. The expression of eCB biosynthetic and catabolic enzymes was largely unaltered

in these regions, although minor sex and region-specific changes in the expression of

2-AG catabolic enzymes were observed in female FABP5 KO mice. Robust FABP5

expression was observed in the striatum, a region where both AEA and 2-AG control

synaptic transmission. Deletion of FABP5 impaired tonic 2-AG and AEA signaling at

striatal GABA synapses of medium spiny neurons, and blunted phasic 2-AG mediated

short-term synaptic plasticity without altering CB1R expression or function. Collectively,

these results support the role of FABP5 as a key regulator of eCB signaling at excitatory

and inhibitory synapses in the brain.

Keywords: endocannabinoid, FABP, fatty acid-binding protein, striatum, medium spiny neurons, anandamide,

2-arachidonoylglycerol, GABA synapses

INTRODUCTION

The endocannabinoids (eCBs) anandamide (AEA) and 2-arachidonoylglycerol (2-AG) are
signaling lipids that activate cannabinoid type-1 (CB1R) and type-2 (CB2R) receptors in the
central nervous system and peripheral tissues (Zou and Kumar, 2018). CB1R is widely expressed
in the brain and regulates numerous physiological processes, including pain, neuroprotection,
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cognitive functions, motor activity, and feeding behavior
(Howlett et al., 2002; Kano et al., 2009; Di Marzo et al., 2015). In
contrast, CB2R is primarily expressed in immune cells where it
mediates the anti-inflammatory and immunosuppressive effects
of eCBs (Ashton and Glass, 2007). In the central nervous
system (CNS), the behavioral and physiological effects of eCBs
and exogenous cannabinoids can be largely ascribed to CB1R
activation, although a contribution of CB2R has been suggested
(Van Sickle et al., 2005; Sadanandan et al., 2020).

In the CNS, 2-AG and AEA act as retrograde messengers and
activate presynaptic CB1Rs to decrease neurotransmitter release,
thereby inducing short- and long-term eCB-dependent synaptic
plasticity (Wilson and Nicoll, 2002). In addition to “on demand”
(phasic) signaling, eCBs are also synthesized and constitutively
released to mediate tonic control of synaptic transmission (Alger,
2014; Oubraim et al., 2021). Retrograde eCB signaling is tightly
regulated by the enzymes that mediate their biosynthesis and
inactivation. Postsynaptic 2-AG biosynthesis is catalyzed by
diacylglycerol lipase alpha (DAGLα) whereas its degradation in
presynaptic neurons and surrounding astrocytes is mediated by
monoacylglycerol lipase (MAGL) (Murataeva et al., 2014). N-acyl
phosphatidylethanolamine-specific phospholipase D (NAPE-
PLD) and fatty acid amide hydrolase (FAAH) are the main
biosynthetic and catabolic enzymes for AEA, respectively
(Maccarrone, 2017).

The inherent lipophilicity of eCBs limits their transport across
aqueous compartments, including the cytosol and synaptic cleft.
We previously identified fatty acid-binding proteins (FABPs) as
chaperones that facilitate the intracellular trafficking of eCBs
to their respective catabolic enzymes and nuclear receptors
(Kaczocha et al., 2009, 2012). Among the FABPs expressed in the
brain (FABP3, FABP5, and FABP7) (Furuhashi and Hotamisligil,
2008), FABP5 has been shown to play a key role in gating
eCB signaling and metabolism (Kaczocha et al., 2009; Haj-
Dahmane et al., 2018). Indeed, we have shown that FABP5 is
indispensable for retrograde 2-AG signaling at glutamatergic
synapses in the dorsal raphe nucleus (DRn) (Haj-Dahmane et al.,
2018). Although these recent findings point to a potential role of
FABP5 as a facilitator of retrograde 2-AG signaling, it remains
to be determined whether this function extends to AEA and 2-
AG transport at synapses in other brain areas. Here, we profiled
regional eCB levels and the expression of their metabolizing
enzymes in WT and FABP5 KO mice and demonstrate a critical
role for FABP5 in controlling retrograde AEA and 2-AG signaling
at striatal GABA synapses.

MATERIALS AND METHODS

Animals
All the procedures used in this study were approved by
Stony Brook University (#1486041) and University at Buffalo
(#RIA01023N) Animal Care and Use Committee in accordance
with the National Institutes of Health Guide for the Care and
Use of Laboratory Animals. Male and female wild-type (WT)
C57BL/6 mice, as well as FABP5 KO mice on a C57BL/6
background (8–12weeks), were group housed (3–4 per cage) with

ad libitum access to food and water in temperature-controlled
environment and 12-h light/dark cycle.

Real-Time PCR
Ribonucleic acid (RNA) was extracted using the RNeasy Mini Kit
(Qiagen) followed by complementary DNA (cDNA) synthesis
using the SuperScript III First-Strand Synthesis System (Thermo
Fisher). Real-time polymerase chain reaction (qPCR) was
performed with PowerUp SYBR green (Thermo Fisher) on a
StepOnePlus instrument (Applied Biosystems). Quantification
was performed using the 2−11Ct method with actin serving as
the housekeeping gene. The following forward (F) and reverse (R)
primers were used: FABP3: (F)CATCGAGAAGAACGGGGATA
and (R)TCATCTGCTGTCACCTCGTC; FABP5: (F)TGGT
CCAGCACCAGCAATG and (R)GACACACTCCACGAT
CATCTTC; FABP7: (F)CCAGCTGGGAGAAGAGTTTG
and (R)TTTCTTTGCCATCCCACTTC; CB1R: (F)AAG
TCGATCTTAGACGGCCTT and (R)TCCTAATTTGGA
TGCCATGTCTC; FAAH: (F)CCCTGCTCCAACTGGTACAG
and (R)TCACAGTCAGTCAGATAGGAGG; MAGL: (F)CG
GACTTCCAAGTTTTTGTCAGA and (R)GCAGCCACTAG
GATGGAGATG; NAPE-PLD: (F)CTCCTGGACGAC
AACAAGGTTC and (R)GCAAGGTCAAAAGGACCAAAC;
ABHD4: (F)TTCCCCTACGACCAACTGAC and (R)CGAA
GAACAGCCAGTGGATT; ABHD6: (F)ACACAAGGA
CATGTGGCTCA and (R)ACTTGCCCCACTATGGACAG;
DAGLα: (F)GTCCTGCCAGCTATCTTCCTC and (R)CGT
GTGGGTTATAGACCAAGC; DAGLβ: (F)AGCGACGA
CTTGGTGTTCC and (R)GCTGAGCAAGACTCCACCG;
and actin: (F)GACGGCCAGGTCATCACTAT
and (R)CGGATGTCAACGTCACACTT.

Lipid Quantification
Tissue eCB levels were quantified using mass spectrophotometry
as previously described (Kaczocha et al., 2014). Brains were flash-
frozen in liquid nitrogen followed by regional dissections on
an ice block. The tissues were homogenized in 8ml of 2:1:1
chloroform/ methanol/tris (50mM, pH 8) containing deuterated
standards, the phases were separated by centrifugation, and the
chloroform phase was isolated and dried down under gentle
argon stream. The samples were subsequently resuspended in 2:1
chloroform/methanol and injected into a Thermo TSQQuantum
Access Triple Quadrupole Mass Spectrometer (Thermo Fisher)
and processed exactly as described previously (Kaczocha et al.,
2014).

Immunohistochemistry
Immunofluorescence was performed as described previously
(Peng et al., 2017). Briefly, striatal sections (30µm) were
incubated with the following primary antisera: goat anti-
FABP5 (R&D Systems Inc, #AF1476), mouse anti-NeuN
(Millipore, MAB377), and mouse anti-s100β (Sigma, #S2532).
Secondary antibodies used were Alexa Fluor 594 donkey anti-
goat (Jackson ImmunoResearch Labs, #711-585-152) and Alexa
Fluor 488 donkey anti-mouse IgG (H+L) antibody (Jackson
ImmunoResearch Labs). Fluorescent images were acquired on
a Zeiss Axioplan 2 epifluorescent microscope. Images were
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obtained using Zeiss AxioCam HRm monochrome digital
camera and AxioVision Rel. 4.6 microscope software. Images
were only adjusted for brightness and contrast.

Brain Slice Preparation
Mice were deeply anesthetized with isoflurane and decapitated.
Using a vibratome (Lancer series 1,000; Ted Pella, Reading,
CA), coronal brain slices of 350µm containing striatum
were cut in ice-cold chlorine-based ACSF (110mM choline-
Cl, 2.5mM KCl, 0.5mM CaCl2, 7mM MgSO4, 1.25mM
NaH2PO4, 26.2mM NaHCO3, 11.6mM sodium L-ascorbate,
3.1mM sodium pyruvate, and 25mM glucose, and equilibrated
with 95% O2 and 5% CO2). Slices were first transferred to a
chamber with the same cutting solution at 35◦C for 15min
and then to a regular ACSF (119mM NaCl, 2.5mM CaCl2,
1.3mM MgSO4, 1mM NaH2PO4, 26.2mM NaHCO3, and
11mM glucose continuously bubbled with a mixture of 95% O2

and 5%CO2) for additional 45min at 35◦C. Slices were allowed to
recover at room temperature (≥ 1 h), before being transferred to
a recording chamber, continuously perfused with standard ACSF
saturated with 95% O2 and 5% CO2, and warmed at 30◦C.

Whole-Cell Recordings
Whole-cell recordings were obtained from striatal medium
spiny neurons (MSNs) and were visualized using an upright
microscope (BX 51 WI; Olympus, Tokyo, Japan). Glass pipette
electrodes with 3–5M� resistance filled with an internal solution
with the following composition: 110mM cesium gluconate,
10mM CsCl, 10mM Na2-phosphocreatine, 10mM HEPES,
1mM MgCl2, 1mM EGTA, 2mM Na2-ATP, 0.25mM Na-GTP,

and 5mM QX-314 chloride, pH 7.3 (adjusted with CsOH;
osmolarity, 280–290 mOsmol/l), were used. All recordings were
performed in the presence of NMDA and AMPA receptors
antagonist D-AP5 (50µM) and DNQX (10 µM).

Inhibitory postsynaptic currents (IPSCs) were evoked with a
single square-pulse with a stimulation intensity of 5–20V and
duration of 100–200µs, delivered at 0.1Hz, and voltage-clamped
at −80mV. To induce depolarization-induced suppression of
inhibition (DSI), IPSCs at 3-s intervals were evoked before (4
IPSCs) and after (20 IPSCs) 5-s depolarization from −80 to
0mV. All recorded currents were amplified with an Axoclamp 2B
amplifier (Molecular Devices, Sunnyvale, CA), filtered at 3 kHz,
digitized at 20 kHz with Digidata 1200 (Molecular Devices), and
acquired using the pClamp 9 software (Molecular Devices).

Electrophysiology Data Analysis
The amplitude of evoked IPSCs (eIPSC) was determined by
measuring the average current during a 2-ms period at the
peak of each eIPSC and subtracted from the average baseline
current determined during a 5-ms window taken before the
stimulus artifact. All eIPSC amplitudes were normalized to the
mean baseline amplitude recorded for at least 10min before
drug application. The magnitude of DSI was measured using the
mean amplitude of three eIPSCs immediately after membrane
depolarization, relative to the mean of four before depolarization.

Statistical Analysis
Real-time PCR and lipidomic results were analyzed using
unpaired t-tests. Electrophysiology data were analyzed using
paired t-tests within group comparisons and unpaired t-tests

FIGURE 1 | Regional FABP expression in male and female WT and FABP5 KO mouse brains. (A) Comparative FABP5 expression in WT male and female mice in

various brain areas was assessed by qPCR (n = 5). Data are presented as percent expression in female/male mice. (B,C) Relative expression of FABP3 and FABP7 in

male and female FABP5 KO mice compared to WT controls (n = 5). *, p < 0.05; KO vs. WT.
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FIGURE 2 | 2-AG and AEA levels in brain regions of WT vs. FABP5 KO mice. Levels of AEA (A,B) and 2-AG (C,D) in the striatum, mPFC, midbrain, cerebellum, and

thalamus of male and female WT and FABP5 KO mice (n = 5). *, p < 0.05; KO vs. WT.
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FIGURE 3 | Expression of 2-AG and AEA biosynthetic enzymes in brain regions of WT and FABP5 KO mice. (A–D) Relative expression of DAGLα, DAGLβ,

NAPE-PLD, and ABHD4 in male and female FABP5 KO mice compared to WT controls (n = 5). Note that FABP5 deletion did not significantly alter the expression of

these biosynthetic enzymes.
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between groups with a significance threshold set at p < 0.05.
Statistical analyses were performed using GraphPad Prism
(version 9.3.1) and Origin software (version 9.0).

RESULTS

Comparative FABP5 Expression Across
Brain Regions in Male and Female Mice
We first examined FABP5 expression in WT male and female
mice across several brain regions, including striatum, medial
prefrontal cortex (mPFC), midbrain, cerebellum, and the
thalamus. Our results did not reveal the sex differences in relative
FABP5 expression in the regions examined (Figure 1A). Next,
we examined whether FABP5 deletion alters the expression of
FABP3 and FABP7 and found comparable expression of FABP3
in male and female WT and FABP5 KO mice (Figures 1B,C). In
contrast, an upregulation of FABP7 was observed in the striatum
and mPFC of male FABP5 KO mice and downregulation in the
mPFC of female FABP5 KO mice (Figures 1B,C). Collectively,
our findings indicate comparable FABP5 expression between the
sexes and reveal region-specific, as well as sexually dimorphic,
compensatory changes in FABP7 levels.

FABP5 Deletion Elevates AEA and 2-AG
Levels in Distinct Brain Regions
Fatty acid-binding protein 5 inhibition globally increases AEA
levels in the mouse brain (Kaczocha et al., 2014). To explore
whether elevations in AEA exhibit regional heterogeneity, we
quantified AEA levels in the same brain areas as mentioned
above. Compared toWTmice, elevated AEA levels were observed
in the striatum, midbrain, and thalamus of male and female
FABP5 KO mice (Figures 2A,B). Interestingly, AEA levels were
elevated in the mPFC of male mice, but not in female FABP5
KO mice (Figures 2A,B). Previous work revealed increased 2-
AG levels in the DRn of FABP5 KO mice (Haj-Dahmane et al.,
2018). Similarly, we found that 2-AG levels were elevated in
the midbrain of male and female FABP5 KO mice whereas
no differences were observed in the other regions profiled
(Figures 2C,D).

FABP5 Deletion Does Not Alter the
Expression of Biosynthetic Enzymes for
2-AG and AEA
To determine whether the changes in eCB levels in FABP5
KO mice can be attributed to differential expression of
their metabolizing enzymes, we first profiled eCB biosynthetic
enzymes in the same regions as above. Comparable expression
of DAGLα and DAGLβ was observed in the striatum, mPFC,
midbrain, cerebellum, and thalamus of WT and FABP5
KO mice of both sexes (Figures 3A,B). Similarly, there was
no change in the expression of NAPE-PLD and alpha-beta
hydrolase domain containing 4 (ABHD4), which mediate
the canonical and alternative AEA biosynthetic pathways,
respectively (Figures 3C,D).

FABP5 Deletion Results in Sex- and
Region-Specific Alterations in the
Expression of CB1R and 2-AG Catabolic
Enzymes
Examination of CB1R expression revealed comparable levels
across the brain regions, with the sole exception of CB1R
upregulation in the cerebellum of male FABP5 KO mice
(Figure 4A). Next, an analysis of 2-AG catabolic enzymes
demonstrated MAGL upregulation in the midbrain and
downregulation of both MAGL and ABHD6, a minor brain
2-AG hydrolase, in the cerebellum of female FABP5 KO mice
(Figures 4B,C). In contrast, the expression of the AEA catabolic
enzyme FAAH was not altered in any of the regions examined
(Figure 4D).

Effect of FABP5 Deletion on Tonic and
Phasic eCB Signaling
We previously demonstrated that FABP5 controls retrograde 2-
AG signaling at glutamate synapses in the DRn (Haj-Dahmane
et al., 2018). However, it is currently not known whether
FABP5 regulates retrograde eCB signaling in other brain areas,
and notably at inhibitory synapses. The finding that FABP5
deletion elevated striatal AEA levels coupled with previous
reports demonstrating retrograde AEA, as well as 2-AG signaling
in this region (Adermark and Lovinger, 2007; Hashimotodani
et al., 2007, 2008, 2013; Adermark et al., 2009), prompted us to
examine FABP5 distribution and its influence upon eCB signaling
within this area. Robust FABP5 expression was observed in this
region and was largely restricted to astrocytes as indicated by
colocalization with the astrocyte marker s100β (Figure 5). In
contrast, FABP5 rarely colocalized with the neuronal marker
NeuN (Figure 5).

Next, we examined tonic retrograde eCB signaling by
assessing the depression of GABA synapses induced byMAGL or
FAAH inhibition in WT and FABP5 KO mice. Pharmacological
inhibition of MAGL using MJN110 (Figures 6A,B) or FAAH
using PF3845 (Figures 6C,D) induced significant depression of
evoked inhibitory postsynaptic currents (eIPSCs) in WT mice,
indicating that both 2-AG and AEA mediate tonic control of
striatal GABA synapses. Remarkably, FABP5 deletion blunted
MJN110-induced depression of eIPSCs (Figures 6A,B) and
markedly reduced the effect of PF3845 on eIPSCs amplitude
(Figures 6C,D). These results indicate that FABP5 deletion
impairs tonic AEA and 2-AG signaling at striatal GABA synapses.

We also examined the impact of FABP5 deletion on
phasic eCB signaling as measured by depolarization-induced
suppression of inhibition (DSI) (Narushima et al., 2006, 2007;
Uchigashima et al., 2007). As expected, we observed DSI in
GABA striatal MSNs (Figures 7A,B). Examination of which eCB
mediates DSI revealed that inhibition of DAGLα with DO34
(1µM) significantly reduced the magnitude of DSI (Figure 7).
Furthermore, inhibition of MAGL with MJN110, which reduced
the baseline amplitude of GABA eIPSCs (Figure 6), largely
occludedDSI (Figures 7A,B), confirming that it is mediated by 2-
AG. In contrast, inhibition of FAAH using PF3845 did not alter
the magnitude of the DSI (Figures 7A,B). Importantly, genetic
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FIGURE 4 | Relative expression of 2-AG and AEA catabolic enzymes in brain regions of WT and FABP5 KO mice. (A–D) Relative expression of CB1R, MAGL,

ABHD6, and FAAH in male and female FABP5 KO mice compared to WT controls (n = 5). *, p < 0.05; KO vs. WT.
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FIGURE 5 | Cellular distribution of FABP5 in the dorsal striatum. Immunolocalization of FABP5 in the striatum of WT mice. Staining for DAPI (A), the neuronal marker

NeuN (B), FABP5 (C), and overlay (D). Note the minimal colocalization of FABP5 in NeuN labeled neurons (arrows). Staining for DAPI (E), the astrocyte marker S100β

(F), FABP5 (G), and overlay (H). Note that there is robust colocalization between FABP5 and S100β (arrows), indicating that FABP5 is expressed in astrocytes.

Immunostaining was conducted on striatal sections from three WT mice and representative images are shown. (I–K) The lack of FABP5 immunoreactivity in the

striatum of FABP5 KO mice. Scale bar = 20µm.

deletion of FABP5 abolished DSI in MSNs (Figures 7A,B), which
was not further altered by MJN110 or PF3845. Collectively, these
results reveal that FABP5 is essential for both tonic and phasic
eCB signaling in the striatum.

To test whether the blockade of tonic and phasic eCB signaling
observed in FABP5 KO mice can be attributed to altered CB1R
function, we measured the inhibition of GABA eIPSCs induced
by the exogenous CB1R agonist WIN55,212-2 (10µM) in WT
and FABP5KOmice. Themagnitude of CB1R-induced inhibition
of eIPSCs was comparable in WT and FABP5 KO mice, thereby
indicating no change in CB1R function between the genotypes
(Figures 7C,D). Similarly, inhibition of DAGLα with DO34 did
not affect the function of CB1R (Figures 7C,D). Taken together,
these results indicate that the blockade of retrograde eCB
signaling in FABP5 KO mice cannot be attributed to impaired
CB1R function, but rather to impaired eCB trafficking.

DISCUSSION

The eCBs are essential messengers that fine-tune synaptic
transmission and plasticity in the CNS. The lipophilic nature of
eCBs necessitates a mechanism(s) that enables their translocation
across the synaptic cleft from their site of synthesis to CB1Rs.
Several mechanisms have been proposed to account for synaptic

eCB transport, including FABP5 and extracellular vesicles
(Kaczocha and Haj-Dahmane, 2021). We have previously shown
that FABP5 is necessary for retrograde 2-AG signaling at
glutamate synapses of DRn neurons (Haj-Dahmane et al., 2018).
Here, we extend these findings and show that FABP5 is also
indispensable for tonic and phasic 2-AG signaling at striatal
GABA synapses, and for the first time reveal that FABP5 governs
tonic AEA signaling.

Fatty acid-binding protein 5 has an established role in
mediating intracellular AEA transport, thereby gating its
subsequent metabolism by FAAH (Kaczocha et al., 2009).
Accordingly, FABP5 inhibition elevates AEA levels in the whole
brain (Kaczocha et al., 2014; Yu et al., 2014). Consistent with this
function, our results revealed that AEA levels were elevated in
the midbrain, striatum, and thalamus of both male and female
KOs. Interestingly, AEA levels were increased in the mPFC of
male mice, but not in female FABP5 KO mice. Since FAAH,
NAPE-PLD, and ABHD4 expression is comparable between the
sexes and genotypes, these sex-specific differences in AEA levels
are unlikely to arise from altered expression of its biosynthetic
or catabolic enzymes. We also observed that deletion of FABP5
resulted in a compensatory increase in FABP7 expression within
the mPFC of male mice and a corresponding decrease in
female FABP5 KOmice, suggesting compensatory adaptations in
response to the loss of FABP5. Moreover, although upregulation
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FIGURE 6 | FABP5 deletion impairs tonic 2-AG and AEA signaling at striatal GABA synapses. (A) The average depression of eIPSC induced by the MAGL inhibitor

MJN110 (10µM) in WT and FABP5 KO mice. Average reduction in the amplitude of eIPSCs to baseline, in WT (WT+MJN110: 62.01 ± 1.10%, n = 5 cells from 5

mice, t4 = 17.83, p < 0.05, vs. baseline) and FABP5 KO (KO+MJN110: 101.36 ± 0.32 %, n = 5 cells from 5 mice, t4 = −0.52, p > 0.05, vs. baseline) slices during

bath application of MAGL inhibitor. (B) Sample eIPSC traces taken before and during MJN110 application in WT (top) and FABP5 KO mice (bottom). Note that FABP5

deletion prevents the depression of eIPSCs induced by MJN110. (C) Average reduction of eIPSC induced by the FAAH inhibitor PF3845 (3µM) in WT (WT+PF3845:

71.14 ± 1.16%, n = 5 cells from five mice, t4 = 18.49, p < 0.05 vs. baseline) and FABP5 KO (KO+PF3845: 88.52 ± 0.74 %, n = 5 cells from 5 mice, t4 = 5.10, p <

0.05, vs. baseline) slices. (D) Representative eIPSC traces before and during PF3845 application in WT and FABP5 KO mice. *, p < 0.05.

of FABP7 was observed in the striatum of male FABP5 KO mice,
we observed no differences in 2-AG levels between male and
female FABP5 KO mice, arguing against a role for this protein
in 2-AGmetabolism. However, we cannot rule out the possibility
that the observed changes in mRNA expression may not translate
to altered protein levels. One interesting finding of our study is
that cerebellar AEA levels were unaltered in FABP5 KO mice of
both sexes, consistent with a previous study reporting low levels
of FABP5 expression in this region (Owada et al., 1996).

The results from previous studies indicate that retrograde
AEA and 2-AG gate synaptic transmission in the striatum
(Adermark and Lovinger, 2007; Hashimotodani et al., 2007, 2008,
2013; Adermark et al., 2009). As expected, we found that striatal
GABA synapses are tonically modulated by AEA and 2-AG in
WT mice as revealed by FAAH and MAGL inhibitor-induced
depression of eIPSC amplitude. Genetic deletion of FABP5, which
elevated striatal AEA levels, profoundly reduced AEA-mediated
tonic signaling. This finding may reflect impaired intracellular
AEA trafficking to FAAH for inactivation and synaptic transport
to CB1R. In addition, whereas FABP5 deletion did not
alter striatal 2-AG levels, it completely blocked tonic 2-AG
mediated control of GABA synapses. This indicates that synaptic
changes in 2-AG transport and signaling following FABP5
deletion may not be consistently reflected when quantifying
bulk tissue 2-AG levels.

Employing selective DAGL, MAGL, and FAAH inhibitors,
we further showed that striatal DSI is mainly attributable to
retrograde 2-AG signaling. Genetic deletion of FABP5 blocked
2-AG-mediated DSI, an effect that was not a consequence of a
reduction in 2-AG levels, altered expression of its biosynthetic
or catabolic enzymes, or downregulation of CB1R. These
findings are consistent with our previous results showing that
pharmacological and genetic FABP5 inhibition abolishes 2-AG
mediated tonic and phasic signaling at glutamate synapses in the
DRn (Haj-Dahmane et al., 2018). Taken together, these studies
establish FABP5 as a key regulator of synaptic eCB trafficking at
both excitatory and inhibitory synapses in multiple brain areas.

Finally, we observed that FABP5 is mainly expressed in
striatal astrocytes, which is distinct from other brain areas where
neuronal FABP5 expression was reported (Owada et al., 1996;
Haj-Dahmane et al., 2018). However, it is possible that FABP5
is expressed in presynaptic terminals, and additional high-
resolution imaging studies will be required to test this possibility.
Importantly, we previously demonstrated that primary astrocytes
in culture secrete FABP5 whereas neurons do not (Haj-Dahmane
et al., 2018), raising the intriguing possibility that FABP5 released
from astrocytes may mediate synaptic AEA and 2-AG signaling
in the striatum. Future studies addressing the contributions of
astrocytic and neuronal FABP5 in controlling retrograde eCB
signaling are required to test this notion.
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FIGURE 7 | FABP5 deletion blunts 2-AG mediated DSI without altering CB1R function in striatal MSNs. (A) DSI magnitude obtained in striatal slices from WT (white

bars) and FABP5 KO mice (blue bars), incubated with vehicle (WT: 21.43 ± 1.70%, n = 12 cells from 10 mice; KO: 3.90 ± 1.08%, n = 12 cells from 10 mice), DO34

(1µM) (WT + DO34: 2.53 ± 0.75%, n = 8 cells from 6 mice, p < 0.05 vs. WT), MJN110 (10µm) (WT+MJN110: 4.14 ± 1.45%, n = 7 cells from 6 mice, p < 0.05 vs.

WT), or PF3845 (3µM) (WT+PF3845: 20.35 ± 2.66%, n = 7 cells from 6 mice, p > 0.05 vs. WT, *p < 0.05 vs WT). (B) Sample eIPSC traces before and during DSI in

WT, WT + D034, FABP5 KO, FABP5 KO + MJN110. (C) The depression of eIPSCs induced by the CB1R agonist WIN55,212-2 (10µM) in striatal slices from WT (red)

(WT: 47.81 ± 11.80% of baseline, n = 9 cells from 5 mice, t8 = 4.28, p < 0.01, vs. baseline), WT + DO34 (blue) (WT+DO34: 49.75 ± 6.06% baseline, n = 8 cells

from 5 mice, t7 = 9.84, p < 0.001, vs. baseline), or FABP5 KO mice (green) (FABP5 KO: 45.18 ± 10.61% baseline, n = 8 cells from 5 mice, t7 = 5.11, p < 0.01, vs.

baseline). Note that FABP5 deletion or inhibition of DAGL did not alter CB1R function. (D) Sample eIPSC traces taken before (1) and during (2) WIN55,212-2

application in WT and FABP5 KO striatal slices.
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X-ray perception: Animal studies
of sensory and behavioral
responses to X-rays
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Daniel Janko2 and Mark Bolding1*

1Department of Radiology, University of Alabama at Birmingham, Birmingham, AL, United States,
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Since their discovery in 1895, many studies have been conducted to

understand the e�ect of X-rays on neural function and behavior in animals.

These studies examined a range of acute and chronic e�ects, and a subset

of studies has attempted to determine if X-rays can produce any sensory

responses. Here we review literature on animal behavioral responses to X-

rays from 1895 until 2021 to assess the evidence for detection of X-rays

by sensory receptors in animals. We focus on the changes in appetitive

and consummatory behavior, radiotaxis, behavioral arousal, and olfactory

responses to X-rays that have been reported in the literature. Taken together,

the reviewed literature provides a large body of evidence that X-rays can

induce sensory responses in a wide variety of animals and also suggests that

these responses are mediated by known sensory receptors. Furthermore, we

postulate the role of reactive oxygen species (ROS), themost biologically active

byproduct of X-rays, as a keymediator of sensory receptor responses to X-rays.

KEYWORDS

X-rays, optogenetics, ionizing radiation, sensory, vision

Introduction

X-rays have inspired fascination and curiosity since their discovery in 1895 by

Wilhelm Conrad Röntgen and the effects of X-rays on animals and humans have been the

focus of many investigations. The reaction to Röntgen’s initial discovery was sensational

and led to a veritable explosion of research on the mysterious rays and as early as 1897

when Freund had begun investigations into their biological effects (Widder, 2014).

X-rays are a form of high energy electromagnetic radiation that can penetrate

matter more readily than visible light. At kilovolt energies (typical clinical values) the

attenuation of X-rays per unit mass is approximately proportional to Z3/E3, where Z is

the atomic number and E is the energy of the incident photon. As a result, X-rays are less

attenuated by soft tissues and more attenuated by hard tissues and so X-rays can be used

to produce the projections of tissue density known as radiographs. This property has led

to the wide use of X-rays for clinical imaging. For higher Z materials (e.g., iodine, Z =

53), sharp increases in attenuation can be seen at energies near the binding energy of the

inner shell electrons. These are known as k-edges and this property has led to the use of

iodine and barium as clinical contrast agents. Abundant elements in tissue (i.e., carbon,

hydrogen, oxygen, and nitrogen) have k-edges that are so low they are difficult to detect.
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X-rays’ impact on biology is principally by radiolysis of

water. This is principally due to the ubiquity of water in

biological systems. Essentially, a high energy photon can kick

an electron out of a water molecule and into solution. This

leads to a rapid cascade of events and the generation of

reactive oxygen species (ROS) which have a wide range of

reactivities. Importantly, at low concentrations ROS can act as

a cellular signal and ROS plays a vital role in signal transduction,

metabolic regulation, and homeostatic regulation in processes

like apoptosis, autophagy, the cell cycle, and immunity (Moloney

and Cotter, 2018; Unable to find information for 178238;

Holmström and Finkel, 2014). At high concentrations ROS can

damage a wide array of cellular components including DNA

making ROS mutagenic at higher levels. Thus, X-rays could

have significant modulatory effects on ROS-mediated signaling

cascades and cellular function and these effects could vary

dramatically with the dose delivered.

In current medical practice, X-ray dose is controlled

and generally minimized to mitigate harmful effects while

maintaining diagnostic utility (Tafti and Maani, 2022). As a

result, much literature on X-ray perception derives from the

earliest days of X-ray research when there was little awareness

of their harmful effects. As awareness of these harmful effects

has increased, research on the perceptual effects of X-rays has

become rare. Investigations of the dose dependence of biological

effects of X-rays is in some ways still not nuanced (Widder,

2014). Presently, a linear dose dependent harmful effect model

is generally accepted though other models such as hormesis

(i.e., low doses of ionizing radiation are beneficial) have good

experimental support but limited acceptance (Baldwin and

Grantham, 2015).

The objective of this review paper is to provide an overview

of the many studies conducted to examine sensory effects or

perception of X-rays by animals. In the current review we are

concerned with the immediate sensory effects of X-rays rather

than longer term biological effects of X-rays such as dermatitis,

radiation sickness, or mutagenesis. This review does not include

studies of the effects of X-rays on the production of lethal DNA

mutations, or the directed evolution of X-rays resistance in

bacteria or other prokaryotes. In particular, this review does not

look at studies of the mutagenic and harmful effects of ionizing

radiation in humans which have been the subject of other recent

reviews (Rödel et al., 2017; Maqsudur Rashid et al., 2019; Shin

et al., 2020). Finally, this review does not focus on studies of

human perception of X-rays. While we may include studies

on the perception of X-rays by humans in the chronology for

context, they will not be discussed in depth. Human studies are

the subject of a forthcoming review in preparation.

We are principally concerned with the questions of whether

or not animals can have a sensory response to X-rays that is not

simply due to tissue damage and, if so, what are the potential

mechanisms driving this phenomenon. We discuss reports of

specific sensory effects and suggest a common mechanism by

which the sensory effects might arise. To facilitate discussion,

we define specific meanings for several key concepts used in

this paper. X-rays designate a penetrating form of high-energy

electromagnetic radiation with wavelengths shorter than UV

and longer than gamma rays. Here we define X-rays to have

a wavelength ranging from 10 pm to 10 nm, corresponding

to energies in the range 145 eV to 124 keV. As is consistent

with most of the literature reviewed, we do not always make

a clear distinction between X-rays and gamma rays. In this

review “sensing,” “sensation,” and “perception” are inferred

from behavioral or electrophysiological responses and can be

considered synonymous unless otherwise noted. By “sensory

receptor” we mean to indicate a membrane bound protein

receptor such as a photo-, chemo-, or mechanoreceptor that is

part of a sensory signaling pathway. At times “sensory receptor”

may more broadly indicate the cell or organ that the protein

receptor is a part of, and this should be clear from context.When

the word “light” is used without qualification it indicates visible

light and not ionizing radiation, UV, or infrared.

Prior to this paper, the most recent published review

addressing questions in this area was Lipetz’s review “The

X-ray and radium phosphenes,” which concluded that the

visual system can be stimulated by X-rays mediated by the

photoreceptors of the retina, and that fluorescence of the ocular

media is negligible and does not constitute a viable mechanism,

except at very high intensities of X-rays (Lipetz, 1955). Since

1955, a body of X-ray perception literature has accumulated that

has not yet been reviewed.

Chronology

Röntgen is credited with the discovery of X-rays at the

end of 1895. X-rays were initially described as invisible. By

1896, Brandes and Dorn reported that X-rays could produce

phosphenes.1 This claim was initially met with some resistance

by other investigators including Röntgen. However, by the end

of 1897 there were numerous reports that X-rays could produce

visual effects. There were investigations into the nature of X-ray

phosphenes over the next few years and the site of action was

determined to be the retina. However, by 1906 the interest in the

phenomena seems to have been lost and eventually X-rays were

again generally considered to be invisible.

In 1932 two investigators, Taft and Pirne independently

rediscovered the visual effects of X-rays. This led to the use of

X-rays for ophthalmology and for basic research into human

vision. The visual effects of X-rays began to be used as clinical

tools for the evaluation of visual perception and for research

purposes over the next two decades. In 1955 Lipetz began the

first of a two-part report on investigations into the mechanism

of X-ray visual phenomena with the following paragraph.

1 A phosphene is generally defined to be a sensation of light in the

visual system that is produced by something other than light. So, strictly

speaking, “X-ray phosphene” is an oxymoron.
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“OPHTHALMOLOGISTS, as well as radiologists, are

aware that radium radiations and X-rays can produce

a sensation of light on striking a person’s eye. This

phenomenon is being used clinically to locate foreign bodies

within the eye and to test the retinae of cataractous eyes.

It has recently been used to measure the diameters and

refractive power of living human eyes. But the mechanism

by which these radiations arouse a visual sensation is

still unknown.”

Around the time these two papers were published, several

groups began investigations into the sensory effects of X-

rays using a variety of animal models including monkeys,

rats, insects, and crustaceans, which continued into the late

1970s. Kimeldorf was particularly active in this area and

published papers over several decades and his book with Hunt

entitled “Ionizing Radiation: Neural Function and Behavior” was

published in 1965.

There were several particularly notable experiments over the

era from the early 30s to the early 70s. Edward Baylor Frederick

Smith conducted experiments on the perception of X-rays in

Daphnia magnia (water fleas) and demonstrated phototaxis-

like behavior in response to X-rays in 1958. Hunt, Garcia,

and Kimmeldorf demonstrated radiation-induced conditioned

avoidance and direct stimulation of the mammalian nervous

system with X-rays in rats, mice, and cats in the early 1960s.

These experiments were influenced by the first findings of

sensory responses to X-rays shortly after the discovery of X-rays.

In humans, multiple groups compared the properties of X-ray

visual effects to the properties of light perception and deduced

common properties and interactions between the perception of

light and X-rays (Lipetz, 1955). X-rays perception was also used

tomeasure the diameter of the globe by passing beams across the

eye and having subjects report the percepts. Concurrently, X-ray

perception was used clinically to look for foreign bodies in the

eye by having patients report the location of the X-ray shadows

(Godfrey et al., 1945).

As humans began to enter space, astronauts reported flashes

of light during space travel. This led to space and terrestrial

experiments on the visual effects of ionizing radiation in the

1970s and later in the 2010s. These experiments alongside the

general interest in the effects of radiation prompted animal

studies that sought to uncover the mechanisms of X-ray

phosphenes throughout the 1950s into the 1970s (Doly et al.,

1980a,b). Since the 1970s, there have been more sporadic

but nonetheless highly informative experiments into the X-

ray phosphene mechanism. In particular, Doly et al. (1980a,b)

and Savchenko (1993) present convincing evidence that X-

ray phosphenes in mammals are mediated by the rod cells

of the retina. Since then, there have been multiple reports of

human sensory perception of ionizing radiation during radiation

therapies with cranial targets (Rödel et al., 2017; Maqsudur

Rashid et al., 2019; Shin et al., 2020).

The history of reports of X-ray perception and significant

developments is outlined in Table 1.

Observations and experiments in
animals

In this section, we discuss specific studies that were

conducted to examine animal responses to X-ray. Animals and

insects have been observed to exhibit behavioral responses to

X-rays. Vertebrates tested include Mammalian models with rat,

mouse, and monkey models. Invertebrates include ant, moth,

cockroach, sea anemone, and crustacean models. Plants, fungi,

and humans have also been studied and have been reported

to have prompt electrophysiological, perceptual, and behavioral

responses to low doses of X-rays. In this paper we are principally

concerned with studies in animals. Though, for context, we

have included human studies in the above chronology, in the

sections below we limit our discussion to animal studies. Studies

of human perception of X-rays will be reviewed in a forthcoming

paper currently in preparation. Table 2 outlines studies over the

most active period of research in this area.

A variety of sources can be used to produce X-rays. The

most commonly used source is an X-ray tube which consists

of an anode and a cathode with a high potential difference

(voltage) inside of an evacuated envelope that is usually made

of glass. X-rays are produced when electrons strike the anode.

The spectrum of X-ray emission is a function of the anode

material and the voltage. A tube was used as the source in each

of the experiments reviewed here. To a first approximation,

the output of any X-ray tube is determined by the current,

voltage, anode material, and spot size. The spot is the area of the

anode from which the X-rays are emitted. X-ray intensity varies

linearly with current. The radiation arriving at the irradiated

sample is additionally affected by distance (intensity) and any

intervening material such as the metal plates that are used to

attenuate low energy X-rays (changes spectrum). The spectrum

is determined by the voltage, anode material, and filtering.

Intensity is determined by current but can vary in a non-trivial

way with geometry. Knowing how these parameters vary over

time should, in general, allow an approximation of the exposure

of a sample on an axis with the beam to be made even if

other details about the source are unknown. So, X-ray tubes are

in some sense generic, though accurate estimates of intensity

require measurements with calibrated detectors, because, for

instance, intensity can vary with angle with respect to the beam

axis in a way that differs from tube to tube. However, in the

papers reviewed, there is wide variability in how the sources are

described. Often key parameters or how they varied over time

are not reported. Generally, an estimate of exposure or absorbed

dose was reported along with some of the key parameters,

but there is wide variability in the units used, how they were

measured, and assumptions about absorption.
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TABLE 1 A chronology of significant reports of X-ray perception.

Year Model Notable report or time period

1895 Human Discovery of X-rays by Röntgen who states that X-rays are invisible.

1895–1906 The initial discoveries that X-rays can produce visual effects in humans and those animals exhibit phototaxis. The perception

of X-rays by humans is found to require a dark-adapted vision—something that is found by all following investigators.

1896 Human and

invertebrate

Brandes and Dorn report X-ray phosphenes, Axenfeld reports that insects and crustaceans exhibit phototaxis in response to

X-rays and that this effect goes away if the animals are blinded (Lipetz, 1955).

1897 Human Röntgen capitulates and reports that X-rays can produce visual responses (Lipetz, 1955).

1903 Human and

vertebrate

Hardy and Anderson (1903) conclude that the site of X-ray phosphene production is the retina.

1906 Human Except for reviews in 1910, 1912, and 1925, there are no more reports on X-ray phosphenes for many years. Lipetz (1955)

speculates that this is because of increasing awareness of the harmful effects of X-rays.

Early 1930s to late

1950s

Visual effects of X-rays were used in clinical ophthalmology. “Seeing” lead letters and other targets with closed eyes is

demonstrated. The psychophysics of X-ray “vision” investigated.

1932 Human “Taft and Pirie independently rediscover the visibility of X-rays (Pirie, 1932; Taft, 1932). Pirie reports on identifying lead targets

with closed eyes using X-rays (Pirie, 1932, 1934). Further reports were published about every 2 years until 1955 (Lipetz, 1955).

1941 Human Newell and Borley (1941) measure the threshold X-ray intensity required to produce the phosphene in humans. The threshold

varied from 0.5 to 1.4 r/min in three normal subjects for an area of 1 mm2 . They found the time course of dark adaptation for

X-rays and light to be similar.

1945 Human Based on the method described by Pirie in 1934, Godfrey et al. (1945) describe a refined technique to locate foreign bodies in

the eye or orbit by the X-ray shadows cast on the retina of a patient. Like Newell and Borley, they reported that the dark

adaptation curves for light and X-rays were similar.

1951 Human Lipetz (1955) reports that in several experiments Belluci found that the pupillary response to X-rays was consensual and that

X-ray phosphenes exhibit persistence of vision. Belluci also found that phosphene brightness increased with tube voltage and

current and the phosphene changed from blue to yellow green to yellow as current increases.

1953 Human Bornschein et al. (1953) found the threshold of X-ray vision to vary from 1.6 to 8.7 mr/s and that the threshold dose was nearly

constant for durations of stimulus <20ms. For greater durations the threshold dose increased with stimulus duration

Mid 1950s to Mid

1970s

Multiple investigators experiment with the sensory effects of X-rays using a variety of animal models including monkeys, rats,

insects, and crustaceans. Kimeldorf and his collaborators are particularly active in this area.

1955 Human Lipetz reports that X-rays were being used clinically in 1955 to locate foreign bodies in the eye and to test the retinas of

cataractous eyes, but the mechanism of X-ray perception was unknown (Lipetz, 1955)

1958 Invertebrate Baylor and Smith (1958) report that water fleas demonstrate phototaxis in response to X-rays as they would to blue light.

1960 Vertebrate Kimeldorf et al. (1960) report the demonstration of an avoidance behavior conditioned by radiation exposure. They state, “The

stimulus tends to be unique in that a specific receptor system is not known.”

1960 Vertebrate Garcia and Kimeldorf (1960) report that localized X-ray exposure of the head, thorax, abdomen, or pelvis served as a

motivating stimulus to condition a saccharin aversion in rats.

1960s to 2000s Human Reports of light flashes from astronauts and other potential cosmic ray effects lead to ALFMED experiments during Apollo 16

and 17 transits in 1972 and the SilEye-Alteino and ALTEA projects aboard the MIR and ISS are performed in space 3 decades

later. In both experiments astronauts wore helmets designed to capture the tracks of cosmic ray particles to determine if they

coincided with the visual observation. It was concluded that the visual phenomena were caused by cosmic rays (Pinsky et al.,

1975; Casolino et al., 2003a).

1960s Vertebrate and

invertebrate

In a series of papers, Bachofer and Wittry measure the Electroretinogram in response to X-ray stimulation in frogs and find

that rhodopsin is sensitive to X-rays (Bachofer and Wittry, 1961, 1962; Bachofer and Esperance Wittry, 1963).

1962, 1963 Vertebrate Hunt and Kimeldorf (1962) and Baldwin et al. (1963) report that rats can be aroused from sleep using X-rays and that this

effect is not dependent on vision.

1962 Vertebrate Barnes (1962) reports that behavioral avoidance of X-rays by rats can be eliminated by splanchnicectomy, but not

ophthalmectomy.

1963 Vertebrate Smith and Morris (1963) report conditioned avoidance to saccharine to low doses of X-rays and the response is minimally

dulled with age.

(Continued)
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TABLE 1 Continued

Year Model Notable report or time period

1963 Vertebrate Garcia and Buchwald (1963) report on successful use of X-rays as a conditioned stimulus in an operant conditioning

experiment.

1963 Invertebrate Smith et al. (1963) report that moths in a darkened room respond behaviorally to brief pulses of low dose X-rays.

1963 Invertebrate Baldwin et al. (1963) find a light-like on-response to X-ray stimulation in cockroaches.

1964 Invertebrate Smith and Kimeldorf (1964) report the electrophysiological responses of moth eyes to beta radiation and compare it to light

stimulation. They conclude that the X-ray response elicits an ERG like that of a light response.

1964 Vertebrate Garcia et al. (1964) report that rats can be trained to respond behaviorally to very low doses of X-rays and that the site of action

is in or near the olfactory bulbs.

1965 Vertebrate Feder (1965) and Feder et al. (1966) reports on perception of X-rays by rats and concludes that the response to low doses is due

to olfactory bulbs and the avoidance response to high doses is abdominal.

1966 Vertebrate Cooper and Kimeldorf (1966) report that rat olfactory bulb neurons respond to X-rays electrophysiologically by transiently

and promptly increasing firing rate.

1970 Invertebrate Kimmeldorf ’s student Jordan reports that ERG responses to X-rays in Purple shore crabs are similar to responses to light

(Jordan, 1970). He obtains quantum efficiencies of about 1% which is in line with reports of Lipetz.

1970s Human In several experiments observers view neutron beams and other high energy radiation sources to try and determine the

mechanism of cosmic ray induced light flashes. Two of the principal hypotheses are Cherenkov radiation and direct

photoreceptor stimulation (Charman et al., 1971; Tobias et al., 1971).

1971 Invertebrate Kimeldorf and Fortner (1971) report that sea anemone responds to X-ray stimulation with immediate tentacle withdrawal and

oral disc closure.

1972 Vertebrate Chaddock (1972) reports that X-ray stimulation varies as a function of different monochromatic background illumination in

monkeys.

1972 Invertebrate Martinsen and Kimeldorf (1972) report that carpenter ants can sense X-rays with antennal flagella.

1974 Invertebrate Dedrick and Kimeldorf (1974) report that sea urchins can sense X-rays and it resembles phototaxis.

1975 Invertebrate Kernek and Kimeldorf (1975) report that shrimp can sense X-rays.

“Prompt arousal responses were characterized by vigorous motions of appendages and by advancing, rolling and re- treating

movements”

1980 Vertebrate In two papers Doly et al. (1980a,b) report on the use of electrophysiology and photochemistry approaches in a rodent model to

investigate the mechanism of formation of X-ray phosphenes.

1993 Vertebrate Savchenko (1993) shows evidence that X-ray phosphenes occur as a result of the excitation of the rod apparatus.

2003 to 2009 Human Casolino et al. (2003b), Fuglesang et al. (2006), Sannita et al. (2006), Narici et al. (2009) review reports of visual phenomena in

space and propose mechanisms.

2010 to now The term X-genetics was coined by Rachel Barry and Ge Wang. Many reports of phosphenes and other sensory effects in

humans during proton and X-ray therapy with cranial targets.

2015 Human Wilhelm-Buchstab et al. (2015) report that phosphenes can be generated extra retinally by proton therapy.

2020 Human Narici et al. (2020) report that many sensory illusions are invoked by proton therapy and that the sensations track the

irradiation closely in time and the visual sensations are extra retinal.

2021 Vertebrate Matsubara et al. (2021) report successful demonstrations of scintillator mediated X-genetics using macroscopic scintillators

and light sensitive optogenetic receptors and Chen et al. (2021) demonstrate X-genetics using scintillating nanoparticles and

light sensitive optogenetic receptors.

Behavioral responses to various
dosages of ionizing radiation

Behavioral responses have been observed from experiments

with ionizing radiation and can be separated into three groups:

(1) changes in food and water consumption, (2) radiotaxis

(including flight in insects), attraction or avoidance of ionizing

radiation and behavioral arousal (including measuring the

heart rate, eye activity, wakefulness, oral dilation and tentacle

retraction, movement of antennae), and (3) olfactory responses.

This review focuses only on acute and immediate sensory

or learning-related responses. We do not examine delayed

responses other than avoidance or conditioning. Sensory

responses are especially linked to the visual system in humans,
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TABLE 2 Significant findings from animal studies of X-ray perception from 1956 to 1993 by Period.

Year Overarching significant finding Common name of

animal model

Key papers

1956 Rats exhibit decreased sugar water consumption despite being in a food and water deprived state

when conditioned to associate drinking sugar water with X-ray exposure. Furthermore, X-rays are

shown to disrupt gastrointestinal function.

Sprague-Dawley Rats Garcia et al., 1956a,b

1958 Water fleas or Daphnia magna exhibit unique downward swimming patterns in aversion to X-rays

through a process likely mediated by the nauplius eye.

Water fleas Baylor and Smith, 1958

1960 X-ray conditioning behavior found to be mediated by the abdomen. The eyes, vagus nerve, adrenal

glands, and pituitary glands are not involved in sensations seemingly triggered by gastric dysfunction.

Association of a distinctive taste is generated by conditioning animals to associate X-rays with

particular fluids. Cats, mice, and rats all exhibit this taste sensation, and no evidence indicates the

sensation is painful. Rats exhibit X-ray avoidance by preferring shielded chambers over non-shielded

chambered in presence of X-rays.

Sprague- Dawley Rats,

mice, cats

Garcia and Kimeldorf,

1960; Kimeldorf et al.,

1960

1962 The entire gastrointestinal tract is highly radiosensitive with mucosa in the duodenum being the first

tissue to show effects to ionizing radiation. The damaging effects of X-rays are sensed by the

breakdown of the mucosa of the duodenum, small intestines, and stomach, which later progresses to

the mouth, esophagus, and rectum. Acute X-ray perception is mediated by reactions in the

gastrointestinal tract that signal via the splanchnic nerves. Sensory mechanisms outside the abdomen

cavity mediate avoidance behavior after the first 15min of irradiation. Acute responses to X-rays can

be abrogated by intraperitoneal injection of procaine or surgical excision of one or more splanchnic

nerves that innervate the thoracic trunk in the abdomen abrogates X-ray avoidance.

Sprague-Dawley Rats Barnes, 1962

1963 Age of rats does not impact X-ray perception. Moths respond to low-intensity X-rays. Threshold

intensity to promptly awaken rats from sleep within seconds is 0.25 r/s, with EEG responses within 1 s

at 0.2 r/s, and rats can be conditioned with stimuli as low as 0.001 r/s. Changes in X-ray intensity

caused “on-off” responses in the eye of cockroaches. Mammalian neurons respond perceptually and

adaptively to extremely low levels of X-rays via two separate X-ray perception phenomena. Firstly,

EEG recordings across various mammal models support the “hit” theory whereby a fast-acting

mechanism is mediated by the reticular activating system in response to higher X-ray intensities.

Secondly, conditioning experiments in rats support a “hangover effect” theory whereby extremely low

doses of X-rays cause avoidance behavior as a result of the accumulation of breakdown products

stimulating gastric dysfunction as signaled by a peripheral afferent effect.

Sprague-Dawley Rats,

Wistar rats, Cockroach

Baldwin et al., 1963;

Garcia and Buchwald,

1963; Smith and Morris,

1963

1964 X-rays are believed to stimulate neurons via biochemical interactions with afferent signaling cascades

in the brain and secondary effects are ruled out by citing how X-rays must directly be aligned with the

olfactory bulb and its primary neurons. It is posited that X-rays disrupt a biochemical signaling

cascade in the olfactory bulbs after experiments using a precise X-ray machine directed toward

specific regions of the brain delivered from various angles reveal the olfactory bulbs to be extremely

radiosensitive. Moths respond on ERG to beta-radiation and X-rays at 0.25 mr elicit flight activity.

Sprague-Dawley Rats,

Moths

Hunt and Kimeldorf,

1964; Smith and

Kimeldorf, 1964

1965 Rats’ ability to sense 0.1 s 0.2 r/s burst of X-rays to avoid shock is abrogated by the removal of

olfactory bulbs. Phosphenes are noted as requiring higher X-ray dosages (10 r/min) and X-ray

stimulation enhances retinal sensitivity to light and lowers thresholds where phosphenes occur

although no irreversible damage is noted. Cockroaches respond to 0.09 mr delivered at 5.2 r/min in a

1ms pulse in a dark-adapted state and the migration of eye pigments related to dark adaptation is

shown to enhance radiosensitivity. Cockroaches may respond to even smaller X-ray doses given

better X-ray technologies.

Sprague-Dawley Rats Baldwin and Sutherland,

1965; Feder, 1965

1966 “Ions produced by radiation. . . in the mucus surrounding the cilia of olfactory receptors. . . stimulate

receptors.” X-rays cause activation and desynchronization of neurons in the olfactory bulb. Ablation

of the olfactory bulb greatly diminished the impact of X-rays on sleeping rats. X-rays’ impact on the

olfactory bulb is dependent on normal sensory input. Alcohol washing of the nasal cavities in

Sprague-Dawley Rats Cooper and Kimeldorf,

1966; Feder et al., 1966

(Continued)
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TABLE 2 Continued

Year Overarching significant finding Common name of

animal model

Key papers

tracheostomized animals abrogated any influence of X-rays on neural activity, while saline washing

temporarily abolished responses. Cooper recorded secondary olfactory neurons for these

experiments. If Cooper used primary olfactory neurons, it could have refuted Kimdelorf ’s

experiments using ozone, which reportedly ruled out that rats could “smell” X-rays. Rats respond to

irradiation of the whole animal, head only, or olfactory bulbs and do not respond to the irradiation of

the air surrounding the rats’ nose, the body behind the head, or specifically the head posterior to the

olfactory bulb.

1970-1971 Sea anemones detect X-rays precisely and quickly with immediate tentacle withdrawal and oral disc

closure responses. ERG responses to X-rays in Purple shore crabs are similar to responses to light.

Fluorescence may play a role.

Sea anemones Jordan, 1970; Kimeldorf

and Fortner, 1971

1972 Visual detection of X-rays by Rhesus monkey changes as a function of varied background

illumination. Carpenter ants have rapid and precise behavioral responses. Antennal flagella’s sensory

receptors (olfactory or ocular) were important for X-ray detection.

Rhesus monkeys,

carpenter ants

Chaddock, 1972;

Martinsen and

Kimeldorf, 1972

1974 Sea urchins can detect X-rays via a dermal light sense that involves photostimulation of dermal nerve

cells.

Sea urchins Dedrick and Kimeldorf,

1974

1975 Red Ghost shrimp have rapid arousal to X-rays characterized by fervent advancing, rolling, and

retreating.

Red ghost shrimp Kernek and Kimeldorf,

1975

1980 Rod cells of the retina underlie X-ray phosphenes rather than any other biologic component of the

eye. X-rays efficiently bleach isolated rhodopsin, which induces action potentials as recorded by ERG.

The irradiation of proteins, including rhodopsin, disrupts weaker bonds in proteins causing partial

disorganization of conformations. Unlike visual light which is absorbed by the chromophoric 11-cis

retinal of rhodopsin, the energy from X-rays is absorbed by the opsin disorganizing its spatial

conformation to facilitate an energy transfer that frees retinal.

Albino Rats Doly et al., 1980a,b

1993 X-ray phosphenes have two distinct component reactions that can be altered by sodium azide,

sodium nitrate, monoiodoacetate and other substances as measured by ERG in frogs. ERG of X-ray

phosphenes is declared an essential tool to parcellate the radiational excitability of the central nervous

system, but no further publications investigate the phenomena.

Rana temporaria frogs Savchenko, 1993

however human visual perception of X-rays will be treated in a

future review.

Changes in food and water
consumption in response to
radiation

Acute changes in food and water consumption as a

behavioral response were noted in at least six studies. Across

these studies, ionizing radiation was used as a conditioning

stimulus to manipulate various food and fluid preferences and

intake. Animals learned to avoid behaviors associated with

irradiation such as certain foods, rooms, and fluids.

In a 1965 article, a radiotherapy source was used with silent

shutter devices according to the schematic shown in Figure 1.

Kimeldorf et al. (1960) conducted a study to see whether

radiation induced a conditioned avoidance response in rats,

mice, and cats, using a G.E. Maxitron deep-therapy unit to

irradiate the three models of interest. The mean dose rate

measured at the center of the exposure was around 0.66 R/min

or ∼0.011 R/s. All three species demonstrated a conditioned

aversion toward radiation exposure and showed a progressive

decrease in the amount of flavored fluid they consumed during

each successive exposure. Garcia et al. (1956a) tested food

and water consumption of rats surrounding 8 h exposures to

gamma-radiation with ∼7 curies of Co-60 contained in a brass

capsule, which is equivalent to a radiation flux of ∼9.4 R/h

for a total dose amounting to ∼75 R per exposure. In these

studies, the rats’ consumption of food and water decreased

during each exposure to gamma-radiation for 8 h. There was

a highly significant difference between the water consumption

of sham-irradiated and irradiated animals (p < 0.001). Sham-

irradiated animals gained weight; in contrast, irradiated animals

lost several grams during each exposure to radiation. Water

consumption was not significantly different after the first

exposure, but after the eighth exposure, the water consumption

of the rats increased for the entire period. Food intake of
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FIGURE 1

Example of a rodent X-ray conditioning experiment based on

Feder (1965). Water restricted rats are conditioned to avoid a

drinking tube by pairing X-ray exposure to a foot shock

(unconditioned stimulus) providing evidence that the rats can

make use of the X-ray exposure as a conditioned stimulus.

Blocking the X-rays with lead prevents the e�ect showing that

the X-rays are the conditioned stimulus and not some other cue.

irradiated rats was not different from that of sham-irradiated

controls after either exposure.

Garcia et al. (1956b) used the same Cobalt-60 source

mentioned previously and exposed the animals for 8 h in a

radiation field of 9.4 R/h. This again resulted in a total dose of

75 R. Food and water consumption decreased in groups which

had multiple exposures earlier; controls who were subjected to

sham-irradiation maintained their level of consumption or had

increased consumption with repeated confinement.

Garcia and Kimeldorf (1960) used a G.E Maxiton X-ray

machine to irradiate Sprague-Dawley rats at four radiation dose

levels: 54 R, 108 R, 252 R, and 360 R and each dose level had 70

animals in the subdivision. Another group of 14 animals were

exposed to a single 54 R whole-body irradiation. The resultant

dose rate was around 1 R/min. The total dose was around 60 R

for this group. A second group of hypophysectomized animals

were exposed for 3 h to make a total dose of 180 R. The results

from this study showed that the abdomen is a significant, critical

area in establishing conditioned avoidance responses to ionizing

radiation. Exposures of 54 R or 108 R delivered to the abdominal

region led to a decrease in consumption. Similar doses had no

considerable effect when the beam was directed to other areas of

the body excluding the abdominal region.

In Smith and Morris (1963), an X-ray machine was used to

irradiate Wistar rats for 20min per day. X-ray dosages of 350

R, 300 R, 200 R, 150 R, 100 R, and 50 R were administered at a

rate of around 30 R per min. This study found that the rats that

had been conditioned to associate saccharin enriched water with

being irradiated kept avoiding the saccharin water, independent

of dosages above 50 R after being deprived of water.

Overall, these studies measuring the changes in food and

water consumption in response to radiation suggest neural

mechanisms relating to disturbances in the enteric nervous

system. These hypotheses will be further explored in the

“Proposed Neural Mechanisms” section below.

Radiotaxis, avoidance, and
behavioral arousal

Radiotaxis, a behavior analogous to phototaxis, and the

more general behavior of avoidance of radiation is a response

described in at least five studies from 1956 to 1993. Behavioral

arousal is another reaction described in response to ionizing

radiation. Responses that fall under this category include

changes in heart rate, eye activity, wakefulness, oral dilation

and tentacle retraction, as well as movement of antennae for

specimens that do so. At least 12 studies between 1956 and 1993

described these reactions.

Baylor and Smith (1958) tested the perception of X-rays

by daphnids with a type 200 B Kelley-Koet therapy unit. They

exposed the animals to the X-ray for 30min at a dose around

160–180 R/min. When irradiated by X-rays in the presence of

red light, daphnids were found to swim downward as they do

upon exposure to blue light, indicating a preferential stimulation

of the nauplius eye.

Barnes (1962) tested peripheral neural paths mediating

avoidance of radiation in rats using a Picker X-ray machine. A

40-min session of radiation of albino rats of the Sprague-Dawley

strain was conducted. There were 1-min intervals applied during

the first 15min and then 5-min intervals for the remainder of

the session. The unshielded compartment was irradiated around

32 R/min and the rate in a shielded compartment was around

0.75 R/min. The effect of this radiation was that the whole-

body radiation led to avoidance behavior after 5–10min of

exposure in intact rats but not in rats with an intraperitoneal

procaine injection or a splanchnicectomy, a surgical excision

of a segment of one or more splanchnic nerves. The estimated

dosage was around 16 R/min and until avoidance began, the

rats spent only half of each in the compartment being irradiated

at 32 R/min. They spent the remainder of each minute in the

shielded compartment.

Hunt and Kimeldorf (1962) tested the stimulation of the

nervous system with Sprague-Dawley rats using a Maxitron X-

ray unit and exposed the rats to radiation for either 9 or 67min.

The dose rate for the rats in the high-intensity exposure group

ranged between 1.5 and 2.5 R/s with a mean intensity around

1.9 R/s. The rate for the low-intensity exposure group ranged

between 0.22 and 0.28 R/s with a mean intensity around 0.25

R/s. The high-intensity group displayed a significant peak in

their heart rate at 30 s after exposure. The authors concluded

that the threshold intensity of radiation to elicit clear neural

activation and the diffusion of it (along with behavioral and heart
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responses) is around the range of 0.25–1.9 R/s. They also found

that the threshold intensity for activation for behavioral arousal

only is <0.25 R/s.

Smith et al. (1963) tested motor responses in moths to low-

intensity X-ray exposure using a Westinghouse Mexitron X-ray

machine. They irradiate the moths for 1–15 s with rest times

between exposures ranging from several seconds to 3min. The

delivered dose rate was between 0.01 and 1.5 R/s. Their results

suggested that the threshold intensity for the visual activation

is almost equal to the intensity required to initiate wing beat in

the moth. The start of flight activity may be a result of visual

stimulation with low intensity radiation.

Garcia and Buchwald (1963) used an HVL X-ray machine

to irradiate Sprague-Dawley rats for 10 s at the rate of 1.0 R/s

and for 15 s at the rate of 0.2 R/s. They found that the rats can

sense the X-ray at dose rates as low as 0.050 R/s when the X-

ray is used as a conditioned stimulus; behavioral arousal was

measured when the dose rate was as low as 0.2 R/s in this study

as well.

Baldwin et al. (1963) found that cockroaches reacted to

changes in light intensity with a typical on-off response, after

operating with an X-ray machine at a dose rate of 2,000 R/min.

The cockroaches displayed recovery after 30 s after the end of X-

ray exposure in duration of 5min. The experiment had short rest

periods of 5min after irradiation and the cockroach electrical

activity displayed an amplitude decrease with small doses of

around 300 R. Essentially, the large doses of radiation used in

this study led to a decreased amplitude and frequency in the

electrical activity in the cockroach eye.

Smith and Kimeldorf (1964) experimented with moths

using beta radiation with three sources of Tracerlab Medical

Applicators with 22-, 50-, and 87-Me of Strontium-90 in

equilibrium with yttrium-90. They alternated with 1–2 s

duration of flickering light and 87-mc beta radiation that

consisted of eight stimuli per second. They measured the

amplitude and response at 1, 2, 5, 10, 30, and 45min. They

found that the best dose rate threshold to see a response to the

flickering train of beta radiation was around the range of 0.02–

0.06 R/s and that the maximum amplitude response occurred

within 5 min.

Hunt and Kimeldorf (1964) when experimenting with

Sprague-Dawley rats with a Maxitron X-ray unit found signs

of behavioral arousal and neural activation. The experiment

consisted of a 2-h test period with 5-min intervals for the first

30 and 10-min intervals for the remainder of the 2-h period. The

total dose was around 1,000 R delivered at a rate of 1.9 R/s for

the high-dose group and 0.25 R/s for the low-dose group. They

noted arousal spikes during sleep, faster heart rate, and more

wakefulness as measured by “active” ratings.

Baldwin and Sutherland (1965) experimented with the

Cockroach Blaberus with an X-ray machine and found that

in the eye, the smallest total dose that produced an electrical

response was 0.09 mR delivered at a dose rate of 5.2 R/min for

a pulse of 1-ms duration that created an actual dose rate below

1.5 R/s.

Jordan (1970) tested on the purple shore crab Hemigrapsus

nudus with a General Electric model D-2 diagnostic X-ray

machine and subjected the specimens to two flashes per second

or constant exposure. The minimum beta dose that was created

that led to a measurable visual “on” response was around 0.9 to

1.6 mR. The “on” responses consisted of visual responses and

this study indicated that the structure of the eye and fluorescence

may shape the “action spectrum.”

Kimeldorf and Fortner (1971) tested the detection of

ionizing radiations by a marine coelenterate, sea anemones, that

were irradiated for 4 days at a maximum dosage of 20 R/s.

The reaction time of the sea anemones ranged from 102 s at

20 R/s to 266 s at 1 R/s. At these times, tentacle withdrawal

was observed. As the amount of exposure increased, the sea

anemones further reacted, and the depressing of their peristome

was observed with the dilation of the stomodeum. Furthermore,

the oral disc was closed entirely as the extreme type of reaction,

which is the strongest defensive reaction that the sea anemone

can produce in response to noxious stimuli. For the tentacle

retraction, reaction times ranged from 100 s at 20 R/s to 201 s at

2 R/s and other responses, including oral disk closure andmouth

dilation, required much longer reaction times.

Martinsen andKimeldorf (1972) tested the prompt detection

of ionizing radiation by carpenter ants with a general electric

Maxitron 300 therapy unit to irradiate the ants for 30 s at

exposure rate below 0.7 R/s and up to 80 R/s. Fast behavioral

responses were found to occur at rates around 0.05 R/s,

including prompt, reflex-like responses such as head bobbing,

brisk waving of the antennae, and rapid running behavior.

This study also found that excitable tissues were stimulated by

something inherent within them or accompanying exposure to

X-rays. Carpenter ants also exhibited behavioral responses to

radiation at 10 R/s within 1 s after the start of exposure. Overall,

this study showed that in the range of 0.05–80 R/s, the strength

and longevity of the responses was proportional to the exposure

rate. The delay of the behavioral response was inversely related

to the exposure rate.

Chaddock (1972) used a Universal X-ray machine with a

rate of around 2–3 mR/s to irradiate Rhesus monkeys. The

experiment used 15 s of targeted X-ray exposure to the head

exposure to X-rays after which electric shocks were delivered for

0–3 s (Chaddock, 1972). The results of this experiment indicate

that the sensitivity of the monkeys to detect X-ray stimulation

depends on the monochromatic background illumination. The

sensitivity of the monkey steadily decreased as the background

illumination changed from red to blue at all exposure rates.

Therefore, red was the most sensitive background illumination

and blue was the least sensitive.

Dedrick and Kimeldorf (1974) tested the effects of ionizing

radiation on sea urchins using a General Electric Maxitron-

300 therapy unit. The duration of the exposure was 1–6 s and
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the dose rates ranged between 1 and 15 R/s. Instantaneous

behavioral effects to X-ray exposure were seen; the reaction

times were “related inversely to the exposure rate in the manner

of a neurogenic stimulus.”

Kernek and Kimeldorf (1975) experimented with Red Ghost

Shrimp, Callianassa californiensis, with GE Maxitron X-ray

machine for an X-ray exposure for 150 s. This was a behavioral

study in which five experiments were conducted using a 52 R/s

dose rate and 1 using a 10 R/s dose rate. The responses measured

from this study indicate that the X-ray serves as an excitatory

stimulus and causes the shrimp to have fast arousal responses

including the “motions of appendages” and grooming activity.

Doly et al. (1980a,b) conducted two studies on the retina

of albino rats. In the first study, they used X-ray stimulation

on the retina of albino rats. They used the X-ray Philips-11409

machine with a measured dose rate of 100 kV and 100mA while

delivering 80-ms pulses. The albino rats were under adaptation

to darkness for 4–5 h, before the start of the experiment. The

rats were killed and one of the eyes was removed to perform the

isolation of the retina to then put it in a petri dish filled with

a perfusion medium. The stimulation to the isolated retina was

conducted in a dark room with a dim red light (wavelength >

610 nm). Under these conditions the isolated retina remained

feasible for 4–6 h. Doly and the others postulated that it is

possible to measure an electroretinogram from a “mammalian-

isolated” retina that is exposed to X-rays. In addition, the

electrophysiological response was due to the functionality and

activity of the photoreceptors and the rods in rats because the

light-adapted retina was not stimulated by radiation. With such

conclusions, Doly and the others in the second study performed

X-ray irradiation of rhodopsin extracts of the albino rats through

the use of a RT-50 Massiot-Phillips X-ray tube for contact

radiotherapy with ameasured dose rate of 50 kV and 2mA. They

observed that the stimulation of photoreceptor tissue was caused

by the X-rays using ERG (electroretinogram). They postulated

that X-rays act on the rhodopsin and that ERG on isolated

retinas demonstrated bleaching of the photopigments by X-rays.

The retina’s comparatively high radiosensitivity compared to

isolated nerve fibers lead Doly and the others to believe that X

rays act on the rhodopsin.

Savchenko (1993) worked on Rana temporaria frogs and

used an X-ray diagnostic apparatus and subjected the frogs to

stimuli at intervals of 2min for 30–60min. The dosage rates

given were 3, 8, 16, and 53 R/s. This study concluded that the

X-ray phosphene occurred due to the excitation of the rod cells,

after oscillatory potentials were found in response to radiation

and it was inferred that this excitement occurred in retinal cells,

including the cell types horizontal, amacrine, or glial.

A recent study conducted by Lima and others in 2021

does not measure dose rate in R/s but instead in units of

grays, which is equivalent to 100 rads. Lima et al. (2021)

tested cortical electrical activity in water-deprived Wistar rats

after exposure from a Clinac 600C linear accelerator to

visualize the effect of supplementation with omega-3. The

rats were exposed for 5.02min, and the dose applied was

2.4Gy and in total 18Gy of X-ray radiation was applied.

9Gy was on the top of the head and another 9Gy was

applied on the bottom of the head of the rats. Radiation led

to an increase in theta rhythm, regardless of omega-3 given

or not.

Olfactory responses

Olfactory responses are another reaction observed as a

response to ionizing radiation. Responses that fall under this

category include olfactory bulb activation.

A study by Feder (1965) exposed Sprague-Dawley rats to

X-ray radiation for 0.1s at a rate of 200 mR/s. The significant

findings related to olfactory responses from this study were

that there was a drastic decrease in the ability of the rat to

detect radiation after its olfactory bulbs were destroyed or the

nostril was flooded with alcohol. Cooper and Kimeldorf (1966)

also used Sprague-Dawley rats and tested the effect of X-rays

on the rat’s olfactory bulb. In this experiment, a Westinghouse

X-ray unit was used, and the animals were exposed to the

radiation for 1–5 s. The dose rates ranged between 1.5 and 2.0

R/s, but in some cases were as low as 0.05 R/s. They found that

olfactory bulb neurons do respond to X-rays but were not able

to make any significant conclusions about the different types

of olfactory responses. The strength of the olfactory response

in this study indicated that the dose rates of 1.5–2.0 R/s are

above the threshold for sensing X-rays. The conclusions from

this study were that radiation on the posterior region of the head

or body is limited and is inadequate in changing the activity of

olfactory bulb neurons.

Proposed neural mechanisms

Neural mechanisms have been investigated in animal studies

involving measuring the response of animal sensation and

perception after the use of X-rays. From these studies, we

deduce three main neural mechanisms by which animals may

perceive X-rays: visual perception, signal cascade disruption,

and olfactory perception. In vision, the retina mainly underlies

this perception (Mathis et al., 2017). In olfaction, distinct

reactive oxygen species (ROS) related modifications to the pre-

existing environment are likely being sensed unless a sensory

protein exists (Cooper and Kimeldorf, 1966). In signal cascade

disruption, ROS likely modifies proteins or signaling molecules,

acts as a signaling molecule, or perturbs redox balance. Past

studies have concluded that radiolysis of water predominates

X-rays impact on biological systems leading to the generation

of ROS (Zaider). Specifically, pH-neutral aqueous solutions

produce ∼42 nM diatomic hydrogens, ∼60 nM hydrogen

atoms,∼71 nM hydrogen peroxide,∼222 nM hydroxyl radicals,
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∼230 nM solvated electrons per Gy of energy deposited

(Spinks and Woods, 1990). ROS is a well-documented

2nd messenger signal, but a comparably vital component

of radiosensitivity is tryptophan residues (Davies, 2003).

Interestingly, tryptophan residues readily participate in redox

chemistry when electron-rich; react rapidly with radiogenic

hydroxyl radicals, hydrated electrons, and hydrogen atoms;

act as an photosensitizers in UV photoabsorption to generate

ROS; and are oxidized by UV (Ehrenshaft et al., 2015). Thus,

tryptophan residue interactions likely mediate a biochemical

mechanism of radiosensitivity. Across all these mechanisms,

ROS and tryptophan residues play a pivotal role in the

radiosensitivity of biological systems.

The potential that X-rays mediated behavior derives from

direct interaction of X-ray photons with sensory receptors is

almost impossible. X-ray absorption is primarily determined

by atomic number and since specific tryptophan residues in

radiosensitive proteins underlie avoidance behaviors in animals

like C. elegans, the X-rays certainly operate via a chemical

intermediate (Gong et al., 2016). Any specialized X-ray detection

conformation is improbable. Our lab has calculated that for

a “∼50 kDa protein. . . only about one out of 50 million

molecules. . . can be expected to absorb an X-ray photon per Gy

of irradiation” (Cannon et al., 2019). In other words, it is highly

unlikely that individual high-energy photons are interacting

with specialized “X-ray sensitive” protein conformations to

initiate a signal transduction mechanism. The anomalistic

absorbed X-ray photon (the one out of 50 million for a ∼50

kDa protein) would have to be absorbed at the proper region and

orientation to cause a conformational change if this hypothesis

were true. Such a conformation likely does not exist. Instead,

X-ray perception is likely mediated by the most biochemically

prevalent byproduct of X-rays passing through a system, ROS,

which conveniently is a well-established regulator of various

ubiquitous signal transduction pathways. Furthermore, from an

evolutionary perspective, if an animal relied on any specialized

protein conformation for sensing specific X-ray collisions as

indicative to harmful radiation, why would biology evolve to

select for highly unlikely collisions with source photons rather

than the most ubiquitously active molecules emitting from

those source photons? In other words, animals relying on

a specialized protein conformation for sensing specific X-ray

collisions would be vastly outperformed by animals able to sense

the more ubiquitous chemical byproducts of harmful radiation.

Biology favors the biochemical evolution of functional proteins

and proteins that sense redox balance would have robust

applications. Such proteins are known to exist across the animal

kingdom despite our limited ability tomeasure radical chemistry

in biological systems (Sies and Jones, 2020). Ultimately, direct

photosensing proteins with specialized “single-collision-event”

conformations are highly unlikely. A forthcoming paper will

discuss mechanisms of X-ray perception more holistically by

incorporating a broader range of biology.

Visual perception

Visual perception or sensation of X-rays is a common

and well-documented phenomena in humans. Studies

of visual perception in humans will be reviewed in a

forthcoming paper. In animal studies, photoreceptors and

retinas have been implicated in X-ray perception in both

vertebrates and invertebrates. The following section is

organized chronologically.

In a 1970 study by Jordan Nelmichael, Hemigrapsus nudus,

or purple shore crabs, were exposed to ionizing and non-

ionizing radiation to explore the detection of visual responses

(Jordan, 1970). Such bioelectric responses from the compound

eye of the purple shore crab have been measured using an

electroretinogram with light stimulation. The peak sensitivities

to the stimulation of light were a result of each of the light

absorption traits of rhodopsin, and fluorescence of the eye

systems of the crab when ultraviolet light was used. These effects

were taken into consideration because of the direct stimulation

of the photopigment and possible secondary stimulation

produced by fluorescence. The X-irradiation produced the same

electrophysiological responses seen with the visible light at the

start and end of the stimulation. Due to the low photon efficiency

of this radiation, a direct influence on the photoreceptor

mechanism was deemed unlikely.

Surprisingly, Kimeldorf and Fortner (1971)

recorded behavioral responses to X-rays in Anthopleura

xanthogrammica, a sea anemone, as well. This discovery further

implicates X-ray perception across the animal kingdom. When

irradiated, the sea anemone showed responses such as oral disc

closure and tentacle retraction. Increased exposure resulted

in faster tentacle retraction and immediate oral disc closure

as a defensive reaction. Kimeldorf and Fortner suggested that

a photoreceptor stimulation initiated by a wide spectrum of

photon energies (of which need to be classified) were being

activated. Another study co-authored by Kimeldorf investigated

the immediate behavioral responses of the echinoderms

Strongylocentrotus purpuratus, or sea urchin, to ionizing

radiation (Dedrick and Kimeldorf, 1974). The findings showed

that the sensitivity and efficiency of invertebrate’s radiation

detection improves as sense organs grow, particularly vision

and olfaction. Although sea urchins lack visual organs, they

have light sensitivity meditated by a dermal light sense. The

dermal light sense involves nerve discharges that come from

photostimulation of dermal cells. A 1-min exposure to strong

light significantly increased the time it took for spines to react to

X-rays. Thus, X-rays do not directly affect the subdermal nerve

net, but rather excite photoreceptors.

Savchenko (1993) conducted a study recording

electroretinogram responses to X-rays in male Rana temporaria

frogs. The radiation stimulated excitation in the rod cells

and X-ray responses were recorded via this excitation.

Savchenko reported that it was not necessary to isomerize the
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photopigment. He found that any process that leads to the

“piercing” of the membrane by a radical can set off events that

change the cell’s excitability, and this could be observed in

the retina due to molecular amplification of the signal causing

widespread excitation in the frog retina. He conjectured that

these X-ray-specific retinal reactions could be used to test the

responsiveness of the central nervous system through an X-ray

phosphene mechanism. Savchenko concluded that there is a

signaling cascade disruption caused by radiation resulting in a

visual response.

Overall, photoreceptor systems are implicated in X-ray

perception, but more studies are needed to identify mechanisms

and receptors that underpin these reactions. Specifically, visual

X-ray perception studies have lacked molecular interventions

that would delineate whether disrupted phototransduction or

direct photoactivation is occurring.

Signaling disruption

The amplifying mechanism suggested by Savchenko is

another possible neural mechanism for X-ray perception.

Several studies expand upon and conjecture how X-ray

irradiation leads to the disruption or amplification of neural

signaling. This section is organized chronologically.

Garcia et al. (1956b) noted how Sprague-Dawley rats could

be conditioned to alter food and water consumption using

various levels of gamma radiation. They suggested that radiation

impacted cholinergic nerves in the intestine which induced “an

emotional state. . . reflected by. . . decrease[d]... consummatory

behavior.” Years later, the same group discovered that the

abdomen was most sensitive to irradiation aversion of all

the body parts they irradiated individually (Kimeldorf et al.,

1960; Hunt and Kimeldorf, 1962). Nevertheless, head, thorax,

abdomen, or pelvis were all sensitive, but none as sensitive

as full body irradiation leading them to hypothesize stomach

dysfunction underlies radiation’s control on behavior. Their

hypothesis fails to account for radiosensitivity of organs

beyond the stomach. Experiments irradiating the head of

opthalmectomized rats would rule out a neural mechanism

in the skull, while irradiating the extremities would rule out

peripheral nerve responses. Furthermore, X-rays interaction

with the phototransduction had not been explored at this point

although they knew that the eyes did react. Kimeldorf et al.

(1960) conducted a study on the radiation-induced conditioned

avoidance behavior in rats, mice, and cats. From these studies,

they deduced that the eyes respond to X-rays in a more sensitive

dose-dependent manner, than the rest of the body—though

they still had not identified any mediators or mechanistic

factors for these phenomena. Kimeldorf and Hunt addressed

neural responses in the mammalian nervous system, adding that

the extent of this enteric neural response was determined by

radiation intensity. Furthermore, they suggest that arousal was

not dependent upon direct visual stimulation by X-rays noting

arousal occurred and persisted after irradiation, implicating a

reflex activation of the adrenal medulla. This adrenal response

could be directly related to the effects of X-rays or caused by a

fear response to the perception of X-rays. Irradiation localized

specifically to the head and adrenal medulla separately while

measuring adrenal stimulation would rule out whether a direct

interaction is occurring or not. In the same year, Barnes (1962)

published a study a month before Kimeldorf and Hunt and

found that Albino rats of the Sprague-Dawley strain displayed

avoidance after radiation. Barnes implicated an early enteric

neural response caused by a disturbance of gastric and intestinal

mucosa, beginning in duodenum eliciting avoidance behavior.

Garcia and Buchwald (1963) conducted a study using

Sprague-Dawley rats to analyze the perception of ionizing

radiation by studying behavioral and electrical responses to very

low doses of X-rays. They emphasized that they didn’t agree

with Hunt and Kimeldorf that the behavioral arousal from X-

rays is evidence for “direct central neural effects”; instead, they

indicate a “peripheral afferent effect” is occurring. They bring

up that EEG desynchronization and behavioral arousal does not

“constitute evidence for direct effects upon the central nervous

system.” They instead indicate that (1) there may be a detection

mechanism similar to other sensory modalities that leads to

an arousal response through the activation of the brainstem

reticular formation or (2) there may be another response system

with a lower threshold needed that depends on the total dose of

radiation and time in order to create an effect. This disagreement

with the previous study from Hunt and Kimeldorf (1962) is

fascinating; though their data agreed with Hunt and Kimeldorf,

they indicate that their hypotheses are different and diverge into

indications that there is a peripheral effect instead of a central

nervous system effect in the adrenal medulla.

Furthermore, Hunt and Kimeldorf (1964) in another

study analyzing behavioral arousal and neural activation as

radiosensitive reactions argue that the heart rate and arousal

reactions to X-ray exposure in Sprague-Dawley rats tends to

reject the idea of stimulation via abscopal effects at sites that

are away from nervous tissue but agrees with the concept

that ionizing radiation can stimulate the nervous system. In

this study, they argued that the sensory deprivation could

be caused by cortical inhibition and that chemoreceptors are

most likely stimulated by ionizing radiation, since they have

radiosensitive biochemical systems at the transduction or early

amplification stages of receptor function. They suggested future

studies of the radiosensitivity of chemoreceptors. They also

postulate that penetrating ionizing radiation acts as a stimulus

by causing energy transfer with irradiation through large areas

of nervous tissue. They state that the effectiveness of radiation

as a “distributed stimulus” depends on the “differential density

of sensitive structures, the functional organization of neural

elements, and the momentary state of excitability of those

portions of the nervous system that are exposed.” Kimeldorf
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then collaborated with Smith, testing the bioelectrical response

of the moth eye to beta-radiation, and found in this study that

it is not clear if the beta radiation, the stimulus, acts on the

receptor or if the effects seen in the moth eye are a secondary

effect from fluorescence caused by irradiation (Smith and

Kimeldorf, 1964). These two studies use different animal models,

and it may be hard to reconcile these two studies. Though

receptors and the activity of them can be generalized due to

shared receptor functions, contrasting different mechanisms

for cascade signaling may be important between vertebrates

and invertebrates.

The Callianassa californiensis, known as the red ghost

shrimp, was used in a study by Kernek and Kimeldorf (1975) for

the discovery of behavioral responses and neural mechanisms

with the use of X-rays. The removal of the antennules and

limitations to the abdomen’s exposure to the X-rays did not

depress the shrimp’s avoidance behavioral response, which

indicated the activation of a complex and well distributed

chemoreceptor system. The responses from the antennule and

swimmeret preparations were very similar and that indicated

that there was a common type of chemoreceptor reacting in

both sites. Such chemoreceptors were located in all of the

macrurus decapod’s appendages. Due to the distribution of

these chemoreceptors in the red ghost shrimp being studied,

the critical receptor was indeed a type of chemoreceptor and

the reason for the behavioral responses behind its neural

signaling pathway.

There is a clear pattern of non-photoreceptor neural

signaling effects identified in these studies in response to

ionizing radiation. Future studies are needed to identify

specific affected neurons in the central or peripheral nervous

system and test the radiosensitivity of receptor types—especially

chemoreceptors—and identify how the radiation acts on the

receptors themselves.

Olfactory perception

Olfactory perception of X-rays has been observed in animals

with well-developed olfaction. In these studies, the neural

mechanisms are specifically concerned with the olfactory bulb.

This section is organized chronologically.

Cooper and Kimeldorf (1966) examined the activity of

neurons in a rat’s olfactory bulb in response to X-rays; they

illustrated that olfactory bulb neurons do respond when exposed

to irradiation through the use of the advancement of a

microelectrode going through the olfactory bulb until a unit or

response had been obtained with an amplitude that remained

stable over a period of at least 5min. The limitation in the

study was that the rate and pattern of unit activity in the

olfactory bulb varies greatly from unit to unit under resting

conditions, as do the rat’s responses to odors, even though

several types of responses of olfactory bulb units to X-irradiation

were described. Furthermore, the strength of the responses of

many units to irradiation indicate that the dose rates that were

used in this study are considerably above threshold. There were

no “systematic threshold determinations”made in this study, but

some units were studied which responded to the accumulated

dosages of 20 mR or less delivered at a dose rate of 50 mR/s.

The conclusion provided by the authors was that; “We can only

conclude at present, therefore, that radiation impinging on the

posterior part of the head or on the body only is of inappropriate

quality of insufficient intensity [at the dose rates used in this

study] to alter the activity of olfactory bulb neuron.”

Feder et al. tested the detection of minute doses of ionizing

radiation in Sprague-Dawley rats (Feder, 1965; Feder et al.,

1966). In the experiments, the opthamlactomized rat learned

that the presence of the radiation will come before an electric

shock to the paw, indicating the radiation was a cue for

the shock. The researchers concluded that a receptor-like

mechanism for the detection of the X-rays in the rat is centered

in or around the olfactory bulbs. One shortcoming of this study

is that their conclusion is not adequately supported; they should

have irradiated the olfactory bulb and based their conclusion

from that. Another approach to address this shortcoming is to

irradiate the olfactory receptors in the nasal area of Sprague-

Dawley rats. Perhaps, there is a possibility of detecting X-rays

at the peripheral level of the nervous system, at the nose where

olfactory receptor neurons are located.

Martinsen and Kimeldorf (1972) used carpenter ants to

analyze their prompt detection of ionizing radiation. They

suggested that sensory receptors at the antennal flagella had been

often answerable for detection and were the cause of the onset

of “off” responses, as ants with shellacked antennae did show

detection after exposure, suggesting that the effect of the X-rays

was centered around or on the antennal receptor.

There is clearly a pattern of signaling cascades within

olfactory perception that become impacted by ionizing

radiation. In the future, it will be important to identify the

regions implicated in signaling cascades in the olfactory bulb

area and receptors involved in olfaction.

Discussion and future experiments

Based on reports over several decades, it is evident that

animals can sense or perceive X-rays. X-rays were shown

to induce neural activity changes, conditioned behavioral

responses, and prompt behavioral responses in animals. This

is supported by a large number of studies showing rapid

behavioral responses that are neuronally mediated and have

sensory-like properties involved with the activation of radiation

and by studies showing conditioned responses and learned

avoidance behavior. It is also evident that these responses vary

in type and depend on a variety of mechanisms. The major

responses reported in the literature are changes in food and
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water consumption, radiotaxis, avoidance of ionizing radiation,

behavioral arousal, and neural responses in the olfactory and

visual receptors.

We found no linear pattern for changes in food and

water consumption, radiotaxis, behavioral arousal, or olfactory

responses to increasing doses of ionizing radiation. The

search for a pattern was greatly complicated by the fact

that these studies were spread over many decades. Over

this time, there have been advances in technology and

large changes in the way that radiation doses are reported,

resulting in a large non-uniformity in how experiments were

conducted, and results were reported. Furthermore, there

were a large variety of animal models used in the studies.

These inconsistencies make generalizations of dose-response

relationships difficult.

Broadly speaking, photoreceptors, and to a lesser extent

chemoreceptors, are implicated in many of the sensory effects

of low dose radiation. However, future research will need to

more closely examine whether there is a phosphene effect of

some kind in the visual system or whether there truly are

receptors within the visual system that respond very specifically

to radiation via increased excitation or increased amount of

generated action potentials. With high radiation doses delivered

to the whole body, there is a pattern of avoidance identified

in response to ionizing radiation and in rats this response can

be mitigated by surgical excision of a segment of one or more

splanchnic nerves.

It is clear that the retina and photoreceptors mediate the

visual response of X-ray energies, while extraretinal processes

may be important in other forms of ionizing radiation

generated phosphenes. Fluorescence has often been suggested

as a mechanism for visual stimulation, but there is little

evidence for this at X-ray energies. The response to low

dose X-rays has been shown to have properties much like

light perception in many species including the production

of light ERGs and neural spiking behavior. There have also

been interactions observed between light reception and X-ray

reception. Notably, detection often, but not always, requires

a dark-adapted photoreceptor and in mammals the rod

photoreceptor is implicated. Paradoxically, it has been reported

that X-rays do not cause photobleaching of rhodopsin or

“visual purple.”

In olfactory and chemosensory responses much

evidence suggests that the olfactory bulb is the site of

action in rats and antennae, or other chemosensory

organs are the site of action in invertebrates.

Removal of these organs eliminates these sensory

responses, and it is possible to observe the neural

response electrophysiologically.

Taken together the evidence suggests that brief pulses of

low dose X-rays in the range of 0.01–1Gy per s can activate

several classes of sensory receptors through some still poorly

understood mechanism. As discussed above, our group

believes that ROS production by X-rays and activation of

receptor proteins are the most likely mechanism of visual and

olfactory response. Past studies have concluded that radiolysis

of water predominates X-rays impact on biological systems

leading to the generation of ROS (Zaider, 1988). Specifically,

pH-neutral aqueous solutions produce ∼42 nM diatomic

hydrogens, ∼60 nM hydrogen atoms, ∼71 nM hydrogen

peroxide, ∼222 nM hydroxyl radicals, ∼230 nM solvated

electrons per Gy of energy deposited (Spinks and Woods,

1990). ROS are well-documented cellular messengers and at

higher concentrations oxidative stressors that induce changes in

cellular function.

With respect to the doses described in these experiments,

one Gray is a substantial radiation dose, but is not significantly

dangerous. For context, a human being, on average a 1 Gr

whole-body dose would have about a 5% chance of inducing

a lethal cancer. The LD50 level for a whole-body dose is

about 3.5Gy, but the risk of death below 3Gy is effectively

zero. For localized doses, 1Gy to the skin would have no

clinical effect, though at levels above about 2–5Gy it is

possible to have effects like transient erythema. However,

the tolerance of radiation can vary by orders of magnitude

between species. For example, nematodes exhibit a much

higher tolerance for radiation than humans. Weidhaas studied

the effect of irradiation on the vulva of C. elegans; the

report found that there is no significant lethality for doses

of up to 500Gy, and with only a small change in the vulva

phenotype at 100Gy (Weidhaas et al., 2006). In 1960, Meyers

reported that the dose required for complete sterilization

of populations of various species of nematode varied from

about 400Gy to higher than 1,600Gy. The paper “Oxidative

stress pretreatment increases the X-radiation resistance of the

nematode Caenorhabditis elegans” looked at the lethality of X-

rays on c-elegans; their data shows an LD50 of between 300 and

400 Gy.

Based on these reports, we speculate that X-rays could

be used in a way analogous to how visible light is used for

optogenetics. Others have used the term “X-genetics” for the

use of X-rays for neuromodulation, a nomenclature we will

adopt here. As far as we are aware, Rachel Berry and Ge

Wang were the first to use this term. The premise of X-

genetics is to modulate neural activity by expressing receptor

proteins in neurons to confer radiosensitivity to neurons. In

other words, we propose that there is an array of metabotropic

or ionotropic receptor proteins with neuromodulation potential

similar to channelrhodopsin that could be activated by X-rays.

The compelling evidence for direct activation of visual receptors

by X-rays also suggests that scintillators or transduction of

X-rays to light may be an unnecessary component for X-

genetics. If ROS production is indeed the mediator for X-ray

transduction, then particles or molecules that enhance ROS

production may be a more suitable substrate for enhancing

X-genetic efficiency.
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Interferon-γ (IFN-γ), a cytokine with neuromodulatory properties, has

been shown to enhance inhibitory transmission. Because early inhibitory

neurotransmission sculpts functional neuronal circuits, its developmental

alteration may have grave consequences. Here, we investigated the acute

effects of IFN-γ on γ-amino-butyric acid (GABA)ergic currents in layer 5

pyramidal neurons of the somatosensory cortex of rats at the end of the

first postnatal week, a period of GABA-dependent cortical maturation. IFN-

γ acutely increased the frequency and amplitude of spontaneous/miniature

inhibitory postsynaptic currents (s/mIPSC), and this could not be reversed

within 30 min. Neither the increase in amplitude nor frequency of IPSCs

was due to upregulated interneuron excitability as revealed by current clamp

recordings of layer 5 interneurons labeled with VGAT-Venus in transgenic

rats. As we previously reported in more mature animals, IPSC amplitude

increase upon IFN-γ activity was dependent on postsynaptic protein kinase

C (PKC), indicating a similar activating mechanism. Unlike augmented IPSC

amplitude, however, we did not consistently observe an increased IPSC

frequency in our previous studies on more mature animals. Focusing on

increased IPSC frequency, we have now identified a different activating

mechanism—one that is independent of postsynaptic PKC but is dependent

on inducible nitric oxide synthase (iNOS) and soluble guanylate cyclase (sGC).

In addition, IFN-γ shifted short-term synaptic plasticity toward facilitation

as revealed by a paired-pulse paradigm. The latter change in presynaptic

function was not reproduced by the application of a nitric oxide donor.

Functionally, IFN-γ-mediated alterations in GABAergic transmission overall

constrained early neocortical activity in a partly nitric oxide–dependent

manner as revealed by microelectrode array field recordings in brain slices

analyzed with a spike-sorting algorithm. In summary, with IFN-γ-induced,
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NO-dependent augmentation of spontaneous GABA release, we have here

identified a mechanism by which inflammation in the central nervous system

(CNS) plausibly modulates neuronal development.

KEYWORDS

IFN-γ, type-II interferon, cerebral cortex, neuroimmunology, phasic inhibition, MEA,
NO

Introduction

IFN-γ, the only type-II IFN, is a pleiotropic inflammatory
cytokine and contributes to immune defense against viruses,
bacteria, and tumors (Kak et al., 2018). As a part of the
adaptive and innate immune response, IFN-γ is mainly
secreted by lymphocytes and functionally acts by influencing
gene expression, protein synthesis, and induction of an
antiproliferative state on most cell types by activating IFN-γ
receptor and subsequently the JAK-STAT1 (Janus kinase–signal
transducer and activator of transcription 1) pathway (Ivashkiv,
2018). IFN-γ is present in central nervous system (CNS) at
baseline levels and is elevated in conditions, such as viral
infections, CNS trauma, and cerebral ischemia (Monteiro et al.,
2017). In the CNS, IFN-γ serves an important neuron-specific
function (Clark et al., 2022), notably by enabling non-cytolytic
viral clearance (Patterson et al., 2002).

Beyond its canonical role in controlling intracellular
pathogens, a growing body of evidence suggests a direct
impact of IFN-γ on the CNS. The absence of IFN-γ leads
to neurodevelopmental abnormalities (Monteiro et al., 2015)
that differ in healthy vs. inflammatory conditions (Litteljohn
et al., 2014). Notably, some neuropsychiatric diseases, such as
autism spectrum disorder (ASD; Saghazadeh et al., 2019) and
depression (Schmidt et al., 2014), are associated with increased
IFN-γ levels. Developmental disturbances due to withdrawal of
care (i.e., maternal deprivation) also cause elevated IFN-γ levels
as shown in hippocampus and prefrontal cortex of newborn
rats (Giridharan et al., 2019) and intrauterine inflammation
leads to the accumulation of IFN-γ-producing γ/δ T cells in
the brain of fetal mice (Lewis et al., 2021). However, T cells
of patients with schizophrenia exhibit decreased production of
IFN-γ (Arolt et al., 2000), and the IFN-γ inducer Anaferon
improved outcomes in schizophrenia therapy (Vetlugina et al.,
2016). As many neuropsychiatric conditions display altered
IFN-γ levels, and IFN-γ knockout produces changes in behavior
and cognitive performance (for review Monteiro et al., 2017),
taken together extant evidence indicates a possible role for
IFN-γ in maintaining healthy brain function.

Moreover, IFN-γ has been reported to have fast-acting
neuromodulatory properties (Müller et al., 1993; Janach
et al., 2022). IFN-γ attenuates Ih, but unlike type-I IFNs

(Stadler et al., 2014), it leaves pyramidal neurons’ excitability
unchanged due to acutely augmented inhibition. In particular,
IFN-γ augments GABA (γ-amino-butyric acid)ergic currents in
the developed rat neocortex (Janach et al., 2020) by increasing
synaptic GABAA channel number in a protein kinase C (PKC)-
dependent manner (Janach et al., 2022). In line with this, IFN-γ
augments GABAergic currents in the hippocampus (Brask et al.,
2004; Flood et al., 2019).

Such alterations of electrical properties could particularly
affect neuronal development that is tightly regulated by
early neuronal activity in addition to genetic fate (Kirischuk
et al., 2017). With regard to the latter, GABA (in particular)
plays a key role (Le Magueresse and Monyer, 2013). For
instance, on the one hand, GABA acts excitatory during
early neurodevelopment due to elevated intracellular chloride
(Ben-Ari, 2002), and during development (excitatory) GABA
regulates glutamatergic synapse formation via N-methyl-D-
aspartate receptor (NMDA) activation (Wang and Kriegstein,
2008). On the other hand, GABA may also inhibit neocortical
neurons in the first postnatal week (Daw et al., 2007). However,
GABAergic neurons also coordinate the development of local
cortical networks during a narrow critical postnatal period
(Modol et al., 2020). Given these few selected examples of
findings concerning the established role of GABA in neuronal
development, it does not come as a surprise that the disruption
of developing GABAergic neocortical inhibitory network has
been implicated in neurodevelopmental disorders, including
schizophrenia (Lewis et al., 2005), epilepsy (Cobos et al., 2005),
and autism (Pizzarelli and Cherubini, 2011). If IFN-γ altered
GABAergic transmission in the developing brain, then this
would have broad neurodevelopmental implications, including
modulation of cortical maturation.

Taken together, it is clear that the developing brain is
vulnerable to disruption of GABAergic transmission, IFN-
γ can alter GABAergic currents, and IFN-γ is present at a
baseline level or might be elevated by several conditions in
the developing brain. Unraveling interactions of the immune
system and developing neuronal circuits will foster a better
understanding of the biology behind neurodevelopmental
diseases. In the long run, such understanding might enable the
treatment or even prevention of neurodevelopmental diseases.
As a first step, we have here addressed on both, a single cell and a
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network level, whether IFN-γ affects inhibitory transmission in
neocortical neuronal development, and if so whether the effect
is comparable to the one we have previously observed in more
mature animals. We have focused on GABAergic synapses at a
critical developmental stage (P6–7) during ongoing GABAergic
synaptogenesis in rats (Luhmann and Prince, 1991). We mainly
investigated spontaneous events because they play a crucial role
in synaptic structure and function and act autonomously in
regulating synaptic plasticity and homeostasis (Kavalali, 2015).

Materials and methods

Interferon-γ

Chinese hamster ovary or E. coli-derived recombinant
IFN-γ (U-Cytech, Utrecht, Netherlands; Active Bioscience,
Hamburg, Germany) was reconstituted in double distilled water,
aliquoted to 1.0 e5 IU, and stored at −20◦C. Aliquots were
thawed directly prior to usage. Final concentration for all
experiments was 1,000 IU ml−1.

Animals

For all experiments, Wistar pups of either sex were used
on postnatal days 6 and 7 (P6–7). All experiments were carried
out in agreement with the European Communities Council
Directive of 22 September 2010 (2010/63/EU) under the licenses
T 0212/14, T-CH 0034/20 for wild-type rats, and T0215/11 for
transgenic rats. For some experiments, we used W-Tg(Slc32a1-
YFP∗)1Yyan vesicular GABA transporter (VGAT)-Venus
transgenic rats that express the yellow fluorescent protein
Venus in VGAT expressing neurons, developed by Uematsu
et al. (2008) that enabled us to identify interneurons in the slice.

Acute slice preparation

As generally described in Zaqout et al. (2019), decapitation
was followed by rapid removal of the brain, which then was
transferred into carbogenated (95% O2; 5% CO2) 2◦C sucrose
artificial cerebrospinal fluid (sACSF) containing (in mM): 85
NaCl, 2.5 KCl, 1 NaH2PO4, 7 MgCl2, 26 NaHCO3, 50 sucrose, 10
D(+)-glucose (Carl Roth, Karlsruhe, Germany), and 0.5 CaCl2
(Merck, Darmstadt, Germany). 300 µM thick coronary slice
containing somatosensory cortex were cut using a VT1200S
vibratome (Leica, Wetzlar, Germany). Slices were recovered for
30 min in 34◦C sACSF and were subsequently held at room
temperature in modified ACSF containing (in mM): 92 NaCl, 2.5
KCl, 1.2 NaH2PO4, 30 NaHCO3, 25 D(+)-glucose (Carl Roth),
5 sodium ascorbate, 20 2-[4-(2-hydroxyethyl)piperazin-1-yl]
ethanesulfonic acid (HEPES), 3 sodium pyruvate, 2 MgSO4,

2 CaCl2 (Merck), and 2 thiourea (VWR Chemicals, Radnor,
PA, United States) until recording. All variations of ACSF were
continuously carbogenated.

Ex vivo patch clamp recordings

Slices were transferred to a submerged type recording
chamber continuously perfused with carbogenated ACSF
containing (in mM): 119 NaCl, 2.5 KCl, 1 NaH2PO4, 1.3
MgCl2, 26 NaHCO3, 10 D(+)-glucose (Carl Roth), and 2.5
CaCl2 (Merck) at 32 ± 2◦C. Slices were visualized using
infrared differential interference contrast (DIC) microscopy
with a Zeiss Axioskop 2 FS plus (Carl Zeiss, Oberkochen,
Germany). Glass micropipettes (2–5 M�) were pulled from
lead (PG10165-4, WPI, Sarasota, FL, United States) or
borosilicate (GB150-10P, Science Products, Hofheim, Germany)
glass capillaries using a P-97 micropipette puller (Sutter
Instrument, Novato, CA, United States). For IPSC recordings,
6-cyano-7-nitroquinoxaline-2,3-dione (CNQX, 20 µM) and
D(-)-2-Amino-5-phosphonopentanoic acid (DAP-5, 25 µM)
(Tocris, Bristol, United Kingdom) were added to the perfusate
to block glutamatergic ion currents and pipettes were filled with
a high chloride internal solution containing (in mM): 140 CsCl
(Biomol, Hamburg, Germany), 4 NaCl, 1 MgCl2 (Carl Roth), 10
HEPES, 0.1 ethylene glycol-bis(β-aminoethyl ether)-N,N,N’,N’-
tetraacetic acid (EGTA), 0.3 GTP, 2 Mg2+−ATP (Merck),
(305 mOsm, pH set to 7.25 with KOH), and 5 mM QX-314
(Merck) to improve the signal-to-noise ratio. Calphostin C
(Enzo Life Sciences, NY, United States) was dissolved in DMSO
at 1 mM and aliquoted to working sizes. Prior to respective
experiments, Calphostin C was added to the pipette solution
to a final concentration of 100 nM. When Calphostin C was
used, slice and pipette were continuously exposed to full-
spectrum white light (Bruns et al., 1991). Other drugs in this
study included: Bicuculline methiodide (Tocris), S-Nitroso-
N-acetylpenicillamine (SNAP) (cayman chemical, Ann Arbor,
MI, United States), 1H-[1,2,4]oxadiazolo[4,3-a]quinoxalin-
1-one (ODQ) (Tocris), tetrodotoxin (TTX) (Tocris), and
N-[3(Aminomethyl)benzyl] acetamidine dihydrochloride
(1400W) (Sigma-Aldrich, St. Louis, United States). ODQ
was dissolved in dimethylsulfoxide (DMSO) at 100 mM
and aliquoted to working sizes. Total DMSO in perfusate
never exceeded 0.1%. All other reagents and drugs, unless
specified otherwise, were dissolved and aliquoted in double
distilled water.

For current-clamp recordings, internal solution contained
(in mM) 120 K-Gluconate, 11 EGTA, 10 HEPES, 10
phosphocreatine, 1 MgCl2, 2 Mg2+-ATP, 0.3 GTP, 10 KCl
(Merck), and 1 CaCl2 (Carl Roth). After establishing whole-cell
configuration, pipette solution was allowed to diffuse into
the cell, and blockers were bath applied for at least 5 min
before recording started. Spontaneous/miniature inhibitory
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postsynaptic current (s/mIPSC) recordings were excluded
from analysis when series resistance (Rs) changed by more
than 25%, initial IPSC frequency was below 10 events min−1

(0.167 events s−1), holding current (that was mainly due Cl−

enhanced tonic inhibition and Cs+ mediated depolarization,
Supplementary Figure 1A) changed abruptly or hyperpolarized
beyond −800 pA, indicating the development of technical leak.
If access resistance changed during experiments, efforts were
made to reestablish access, and experiments were discontinued
if unsuccessful. IFN-γ exposure time was aimed at 25 min.
In some cases, a later time point (up to 30 min) or an earlier
time point (minimum 15 min) was used. Reasons included
changed series resistance that had to be corrected or sudden
changes in holding current. An overview of exposure times is
given in Supplementary Figure 1B, population data averages
are stated in the respective figure legends. Electric activity was
recorded using an EPC-10 double amplifier (HEKA Elektronik
GmbH, Reutlingen, Germany), digitized at 6.25 kHz after
Bessel filtering (2.5 kHz), and stored via PatchMaster 2.91
(HEKA). Spontaneous and miniature IPSCs were analyzed
using Synaptosoft MiniAnalysis Software (Synaptosoft Inc.,
Fort Lee, NJ, United States). Negative deflections deviating
from baseline by more than 3 RMS (root mean square) noise
were counted as IPSCs. Upon manual review, erroneously
detected events were removed and missed events were added.
For every data point, events from two consecutive minutes
of recordings were averaged. For washout experiments, slices
were incubated in ACSF containing IFN-γ, CNQX (20 µM),
and DAP-5 (25 µM) at 34◦C for 30 min. IPSCs were recorded
under continuous perfusion of the same solution until stable
recording conditions were achieved. Then, IFN-γ was removed
from the perfusion. Electrically evoked orthodromic IPSCs have
been rarely demonstrated before P14 (Luhmann and Prince,
1991). In this study, stimulating currents (0.02–1 mA, applied
for 100 µs, delivered through a 1 M� glass electrode filled
with ACSF, positioned 150 µm apically and 200 µm laterally of
the recorded neuron) reliably evoked delayed inward current
responses that could be blocked by bicuculline, confirming
their GABAergic identity (Supplementary Figure 2E). To avoid
stimulus-induced long-term changes in synaptic transmission,
paired stimuli were applied at 10 s intervals. For paired-pulse
experiments, Rs changes up to 35% were tolerated. Paired-
pulse recordings were analyzed using FitMaster v2 × 90.5
(HEKA). For every datapoint, 20 traces were analyzed by
dividing the amplitude of the second-evoked IPSC through
the amplitude of the first. Of 20 ratios, the mean ratio was
calculated for comparison. Current-clamp recordings were
analyzed using FitMaster software for spike detection and
counting. Calculations requiring polynomial fitting were
performed using OriginPro 2022 (OriginLab, Northhampton,
MA, United States). Neurons recorded in voltage clamp had
a mean capacitance of Cbefore = 118.0 ± 3.4 pF that slightly
decreased to Cafter = 112.0± 3.2 pF (p < 0.0001, n = 111, N = 42
paired t-test) over the course of voltage clamp recordings.

Post hoc visualization

For cell selection, pyramidal neurons were identified by
their typical morphology in DIC microscopy, VGAT expressing
interneurons could be identified via fluorescence. To validate
correct cell selection, in a subset of recordings, Nε -(+)-Biotinyl-
L-lysine (biocytin) (Invitrogen, Waltham, MA, Unites States)
was added to the pipette solution to a final concentration
of 1%. After recording, slices were fixed in cold phosphate-
buffered saline with 4% paraformaldehyde for 1 h. Then, slices
were washed in 0.1 M phosphate buffer and subsequently
incubated in 4◦C phosphate buffer with 0.3% Triton-X (Sigma-
Aldrich), 0.05% NaN3 (Merck), and fluorescent-conjugated
streptavidin (Alexa Fluor 647, 1:1,000, Invitrogen) for 48 h.
Following another washing step, slices were mounted and
imaged using a laser scanning confocal microscope (FV1000,
Olympus, Tokyo, Japan).

Multielectrode array recordings

Neuronal activity was recorded with a Multielectrode Array
(MEA), consisting of 60 electrodes in an 8 × 8 layout
with electrode diameters of 10 µM, and 200 µM spacing
(60MEA200/10iR, Multi Channel Systems (MCS), Reutlingen,
Germany). Slices, prepared as described above, were placed in
the recording chamber, so that somatosensory cortex covered
the electrodes. The recording chamber was briefly drained
to ensure contact between slice surface and electrodes. Slices
were secured by steel anchors (Warner Instruments, Holliston,
United States) and were continually perfused with carbogenated
ACSF (4–6 ml min−1), maintained at 30◦C by the Pt100
Temperature Controller System (MCS). In all recordings, the
K+-channel blocker 4-Aminopyridine (50 µM, 4-AP, Sigma-
Aldrich) was used to enhance activity. Recordings were started
after 5 min of stabilization and lasted 30 min, under control
and test condition, respectively. Electrical activity was recorded
by the MEA 2100-120 system (bandwidth = 1–3,000 Hz,
gain =× 10, MCS) and sampled at 10 kHz using Multi Channel
Experimenter software (MCS). Given the electrode distance of
200 µm, it is unlikely but possible that events cross the detection
threshold on multiple channels. Event sorting was performed
with the spyKing circus algorithm (Yger et al., 2018) to avoid
repetitive counting. Event detection threshold was set to 8 MAD
(mean absolute deviation) from baseline of a given channel.
Data were high-pass filtered at 300 Hz (3rd-order Butterworth
filter) and whitened using the spyKing circus software.1 Event
sorting was performed over the entire recording, including
control and test conditions. Sorted data were reviewed with PHY
graphical user interface.2 For further analysis, we included the

1 https://github.com/spyking-circus/spyking-circus

2 https://github.com/cortex-lab/phy
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last 20 min of each condition. Only event clusters with normally
distributed amplitudes were considered for analysis.

Statistical analysis and data reporting

The study was designed to enable longitudinal pairwise
comparison. Note that a direct comparison of IPSC frequencies
between different neurons is hampered by the huge variance of
the frequency of GABAergic inputs at this developmental stage
that might be due to staggered maturation, and many other
factors (for instance slicing angle, depth in the slice, quality
of individual preparation, Supplementary Figures 2A–C). All
statistical analyses were performed using OriginPro 2022
(OriginLab). Datasets were tested for normal distribution using
the Shapiro–Wilk test. In case of rejection (p ≤ 0.05), the
Wilcoxon signed-rank test for paired data was used to test for
statistical significance. Probability distributions were tested for
equality using the Kolmogorov–Smirnov test. Due to low event
counts, data for all recordings under a certain experimental
condition were pooled for probability distributions. Total
number of events analyzed, number of recordings, and number
of animals are given in the respective figure legends. When
normal distribution could not be rejected, Student’s t-test
or paired Student’s t-test was used, respectively. The null
hypothesis was rejected for p ≤ 0.05. All data are given in
dvariable = mean ± standard error of the mean (P, statistical
test, n = number of recordings, N = number of animals), unless
otherwise specified.

Figures and images

Figures were plotted using OriginPro 2022 (OriginLab).
Images of biocytin-filled neurons were adjusted (brightness
inversion, contrast, scale bars, z-stack projection) with
Fiji software (Schindelin et al., 2012). Final assembly was
achieved using Corel Draw 2017 (Corel Corporation, Ottawa,
ON, Canada).

Results

Interferon-γ acutely increased sIPSC
frequency and amplitude

We have previously found an increased inhibition in the
neocortex of late juvenile and adult rats under the influence
of IFN-γ (Janach et al., 2020). Given the prominent role of
GABAergic transmission in cortical development, herein, we
have studied IFN-γ effects on developing neurons. In detail,
we whole-cell recorded spontaneous inhibitory postsynaptic
currents (sIPSCs) in somatosensory pyramidal layer 5 neurons

FIGURE 1

IFN-γ increased frequency and amplitude of spontaneous IPSCs
in layer 5 pyramidal neurons of P6–7 rats. (A) Example image of
a biocytin-filled neuron ensuring its layer 5 pyramidal identity.
Brightness inverted, z-stack projection at average intensity.
(B) Current traces with spontaneous IPSCs (sIPSCs) recorded
before (control) and under IFN-γ (1,000 IU ml−1). (C) Cumulative
probability plots of all amplitudes and inter-event intervals (IEI)
before (black) and under (green) IFN-γ application. IFN-γ

application shifted the amplitude distribution curve to higher
amplitudes (p < 0.0001; Kolmogorov–Smirnov test, ctrl = 3,671
events vs. IFN-γ = 5,108 events, n = 17 recordings, N = 8) and
shorter IEIs (p < 0.0001; Kolmogorov–Smirnov test, ctrl = 3,637
IEIs vs. IFN-γ = 5,074 IEIs, n = 17 recordings, N = 8). Population
data reveal increased sIPSC frequency and amplitude upon
IFN-γ (23.1 ± 0.8 min) (inset). (D) sIPSC amplitude and frequency
remained stable for at least 30 min after IFN-γ was removed
from the perfusate, as example traces (left) and population data
(right) show. Series resistance (Rs) slightly increased from Rs

ctrl = 11.1 ± 1.3 M� to Rs IFN-γ = 11.9 ± 1.5 M� (p = 0.02, paired
Wilcoxon signed-rank test, n = 17, N = 8). Holding current was
reduced from Ictrl = −243.2 ± 39.6 pA to IIFN-γ = −153.3 ± 26.6

(Continued)
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FIGURE 1

pA (p = 0.02, paired Wilcoxon signed-rank test, n = 17, N = 8).
Elevated Rs cannot cause IPSC amplitude or frequency increase.
During washout experiments, series resistance slightly increased
from Rs IFN-γ = 14.6 ± 2.1 M� to Rs wash = 16.4 ± 2.4 M�

(p = 0.04, paired t-test, n = 5, N = 1). Holding current remained
comparable (Ihold IFN-γ = −144.0 ± 26.1 pA vs. Ihold

wash = −121.9 ± 20.0 pA; p = 0.3, paired t-test, n = 5, N = 1).
*p < 0.05.

(Figure 1A) from P6 to 7 Wistar rats. As seen in more mature
neurons, bath-applied IFN-γ (1,000 IU ml−1) increased the
mean amplitude of sIPSCs at P6–7 from Ictrl = 25.6 ± 2.2 pA
to IIFN-γ = 36.1 ± 6.7 pA (p = 0.005, Wilcoxon signed-rank
test, n = 17, N = 8; Figures 1B,C). Surprisingly, the sIPSC
frequency also increased markedly from f ctrl = 1.96 ± 0.27
events s−1 to f IFN-γ = 2.73 ± 0.46 events s−1 (p = 0.039,
Wilcoxon signed-rank test, n = 17, N = 8). We then addressed
whether these relatively acute effects ceased upon removal of
IFN-γ. We found that, when preincubated with IFN-γ for at
least 30 min, sIPSC frequency and amplitude remained stable
for at least 30 min during washout (f IFN-γ = 1.51 ± 0.64 events
s−1 vs. f wash = 1.97 ± 0.56 events s−1, p = 0.09, paired t-test,
n = 5, N = 1; IIFN-γ = 26.8 ± 1.2 pA vs. Iwash = 28.0 ± 2.5 pA,
p = 0.5, paired t-test, n = 5, N = 1; Figure 1D). This indicates
that IFN-γ induced changes in GABAergic transmission do
not vanish within 30 min. Instead, the trend toward higher
frequencies plausibly indicates an inductive effect of IFN-γ on
sIPSC frequency. To test whether our intracellular solution
produced changes in sIPSC frequency or amplitude during
long-term experiments (i.e., if this is merely a time-dependent
effect), we recorded sIPSCs for 15–20 min in plain ACSF and
found that both, frequency (f before = 2.4 ± 0.3 events s−1 vs.
f after = 2.5± 0.4 events s−1; p = 0.62, paired t-test, n = 11, N = 3)
and amplitude (Ibefore = 27.5± 3.1 pA vs. Iafter = 24.3± 2.2 pA;
p = 0.19, paired t-test, n = 11, N = 3), remained comparable
(Supplementary Figure 1C). The considerable increase in
sIPSC frequency may suggest a presynaptic action in addition to
the previously described postsynaptic mechanism (Janach et al.,
2022) behind the increased amplitude. Therewith, the observed
augmentation of inhibition by IFN-γ is not only reproduced
in the developing rat brain but exhibits a feature that is not
consistently observed at later stages of brain development.

Interferon-γ left interneuron
excitability unchanged and increased
inhibitory postsynaptic currents
frequency under voltage-dependent
sodium channel blockage

One possible presynaptic mechanism underlying the
observed IFN-γ-induced increase in sIPSC frequency in

early postnatal development includes augmented interneuron
excitability. As medial ganglionic eminence and preoptic area
interneurons have completed migration by the end of the first
postnatal week (Bortone and Polleux, 2009), we performed
current-clamp recordings in layer 5 interneurons that we
identified by VGAT-Venus expression. For post hoc verification,
we filled the neurons with biocytin and visualized them
following the recording (Figure 2A). Bath applied IFN-γ left
averaged parameters for sub- and suprathreshold excitability
comparable, including: Input resistance, determining voltage
change upon current injection, Rin ctrl = 302.0 ± 19.5
M� vs. Rin IFN-γ = 315.2 ± 39.2 M�, (p = 0.67, paired
t-test, n = 15, N = 7), rheobase, lowest current capable of
eliciting a single action potential, Irheobase ctrl = 83.7 ± 4.9
pA vs. Irheobase IFN-γ = 86.3 ± 9.7 pA (p = 0.79, paired
t-test, n = 15, N = 7), slope of the frequency–current
relationship FI-slopectrl = 358.0 ± 44.5 Hz nA−1 vs. FI-
slopeIFN-γ = 362.2± 40.9 Hz nA−1 (p = 0.9, paired t-test, n = 15,
N = 7) and frequency at 2 × rheobase f 2xRB ctrl = 28.8 ± 3.7 Hz
vs. f 2xRB IFN-γ = 31.1 ± 4.0 Hz (p = 0.5, paired t-test, n = 12,
N = 5). Notably, FI-slope and firing frequency at 2 × rheobase
are parameters that reflect a neuron’s input–output relationship
(Figures 2B,C).

Given the high variability and axonal divergence of
GABAergic interneurons, we could not exclude subtype-
specific IFN-γ action on interneuron excitability. We therefore
next investigated whether the observed effect is dependent
on presynaptic firing. Because IPSCs that might be elicited
by presynaptic action potentials were not distinguishable
from those resulting from spontaneous vesicle release by
amplitude (Supplementary Figure 1D), we investigated the
spontaneous vesicle release separately. We recorded miniature
IPSCs (mIPSCs) from layer 5 pyramidal neurons in the presence
of tetrodotoxin (TTX, 1 µM), a blocker of voltage-gated sodium
channels. Despite continuously suppressed interneuronal firing,
upon IFN-γ application mIPSC frequency increased from
f ctrl = 1.93 ± 0.27 events s−1 to f IFN-γ = 2.43 ± 0.34 events s−1

(p = 0.04, paired t-test, n = 18, N = 8) and amplitude increased
from Ictrl = 23.5 ± 2.8 pA to IIFN-γ = 25.7 ± 3.4 pA (p = 0.03,
Wilcoxon signed-rank test, n = 18, N = 8) (Figures 2D,E). It
remained possible that synapses of distinct interneuron groups
(that connect to different parts of the neuron) are differentially
affected by IFN-γ. Because the kinetics of synaptic currents,
in particular the rise time (Xiang et al., 2002), give insights
on synapse localization along the somatodendritic axis (e.g.,
perisomatic vs. dendritic site), we analyzed 10–90% rise times of
mIPSCs before and after IFN-γ application and found that the
mean rise time remained similar (rise timectrl = 3.7 ± 0.4 ms
vs. rise timeIFN-γ = 3.9 ± 0.4 ms, p = 0.5, paired t-test,
n = 18, N = 8). However, the cumulative probability distribution
reveals a slight shift toward shorter rise times (Figures 2F,G).
Because of the small yet significant difference between the
probability distributions, we are not confident that this can
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FIGURE 2

Changes in inhibitory transmission were not caused by interneuronal excitability alterations. (A) Example image of a post hoc biocytin staining,
confirming layer 5 localization and interneuron morphology. (B) Example interneuronal voltage traces upon rectangular current injections
before (black) and under (green) 25 min of continuous bath application of IFN-γ. (C) IFN-γ did not consistently affect interneuron excitability.
Averages of excitability parameters: rheobase, FI-slope, firing frequency at 2 × rheobase, and input resistance remained comparable after
20–30 min of continuous application of IFN-γ. (D) Traces of miniature IPSCs (mIPSCs) recorded from layer 5 pyramidal neurons before (black)
and with (green) 24.6 ± 1.0 min of continuous bath application of IFN-γ. Continuous bath application of tetrodotoxin (1 µM) suppressed action
potential derived IPSCs. (E) Frequency and amplitude of mIPSCs were significantly increased following continuous bath application of IFN-γ for
24.6 ± 1.0 min. Interevent interval (IEI) probability plot is shifted to shorter IEIs upon IFN-γ (p < 0.0001, Kolmogorov–Smirnov test, ctrl = 4,139
IEIs vs. IFN-γ = 5,221 IEIs, 18 recordings, N = 8), amplitude probability is shifted to larger amplitudes (p < 0.0001, Kolmogorov–Smirnov test,
ctrl = 4,175 events vs. IFN-γ = 5,257 events, 18 recordings, N = 8). (F) Exemplary mIPSCs recorded from the same neuron before (black) and
under IFN-γ (green). The lower traces are peak-scaled for comparability. (G) IFN-γ shifted the rise time probability distribution of mIPSCs toward
faster rise times (below 60%) (p = 0.001, Kolmogorov–Smirnov test, ctrl = 4,175 events vs. IFN-γ = 5,257 events, 18 recordings, N = 8). Mean rise
time remained comparable (inset). For mIPSC recordings, Rs and Ihold remained comparable: Rs ctrl = 13.7 ± 1.7 M� vs. Rs IFN-γ = 13.8 ± 1.5 M�

(p = 0.9, paired t-test, n = 18, N = 8); Ihold ctrl = −298.0 ± 36.0 pA vs. Ihold IFN-γ = −226.7 ± 22.5 pA (p = 0.09, paired Wilcoxon signed-rank test,
n = 18, N = 8). *p < 0.05.

be interpreted solely as an increased portion of perisomatic
inhibition upon IFN-γ addition. A better distinction/a greater
gap might be stashed by the relative electrotonic compactness of
developing neurons.

Taken together, we have found that the IFN-γ-induced
increase in sIPSC frequency appears independent of and cannot
be attributed to an increase in layer 5 interneuron excitability or
presynaptic firing.
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Protein kinase C inhibitor calphostin C,
applied to the postsynaptic neuron,
prevented interferon-γ mediated
increase in mIPSC amplitude, but not
frequency

We have previously reported that IFN-γ augments
GABAergic currents by promoting postsynaptic membrane
association of GABAA receptors via a PKC-dependent
mechanism (Janach et al., 2022) in late juvenile rats. To test
whether the observed increase in s/mIPSC frequency is caused
by higher amplitudes (i.e., whether more amplitudes are
elevated above baseline noise levels), we recorded mIPSCs
under postsynaptic block of PKC by Calphostin C (100
nM). Calphostin C in the postsynaptic neuron prevented an
increase in mIPSC amplitude upon IFN-γ application (ICalC

ctrl = 24.1 ± 3.7 pA vs. ICalC IFN−γ
= 25.3 ± 4.2, p = 0.4,

Wilcoxon signed-rank test, n = 8, N = 2, Figure 3). However,
mIPSC frequency increased from f CalC ctrl = 2.36 ± 0.3 events
s−1 to f CalC IFN−γ

= 3.52 ± 0.42 events s−1 (p = 0.02, paired
t-test, n = 8, N = 2).

These findings suggest that the observed IFN-γ-induced
IPSC amplitude increase at the end of the first postnatal week
is both postsynaptic and PKC mediated, as previously described
for older stages (Janach et al., 2022). In addition, they indicate
separate mechanisms for IPSC amplitude and frequency
increase upon IFN-γ application. Thus, the persistence of
the IFN-γ-induced increase in frequency under block of the
major known postsynaptic mediator renders a postsynaptic
contribution to the frequency effect unlikely.

The interferon-γ-induced increase in
sIPSC frequency was mimicked by
nitric oxide and depended on inducible
nitric oxide synthase and soluble
guanylate cyclase

IFN-γ induces nitric oxide (NO) production (Blanchette
et al., 2003). NO is also a known regulator of synaptic release
(reviewed in Hardingham et al., 2013): NO donors increase (Li
et al., 2004; Yang and Cox, 2007) and knockout of NO receptor
soluble guanylate cyclase (sGC) decreases IPSC frequencies
(Wang et al., 2017). Therefore, the IFN-γ induced elevation
of IPSC frequency we observed in pyramidal neurons at P6–
7 might be caused by elevated NO levels. Decreased IPSC
frequencies upon NO, however, have been reported (Lee, 2009).

To test whether NO is sufficient to induce an increase in
inhibitory release at P6–7, we recorded sIPSCs and added SNAP
(300 µM), an NO releasing agent widely used to study the
impact of NO on neurophysiology (Li et al., 2004). Within 5
min, sIPSC frequency increased from f ctrl = 2.79 ± 0.36 events
s−1 to f SNAP 3.32 ± 0.43 events s−1 (p = 0.002, paired t-test,
n = 11, N = 3), while sIPSC amplitude remained comparable
(Ictrl = 24.0 ± 2.8 vs. ISNAP = 22.2 ± 1.6 pA; p = 0.5,
Wilcoxon signed-rank test, n = 11, N = 3; Figure 4A). NO
donors can activate leaky, Cs+ sensitive, K+-channels (Kang
et al., 2007). In our experiments, however, the Cs+ containing
pipette solution should omit putative K+ currents. Accordingly,
holding currents remained similar upon SNAP application: Ihold

ctrl = −265.8 ± 44.3 pA vs. Ihold SNAP = −262.9 ± 45.9 pA
p = 0.73, paired t-test, n = 11, N = 3).

FIGURE 3

IFN-γ increased mIPSC frequencies when amplitude augmentation was suppressed by postsynaptic PKC inhibition via calphostin C. (A) Example
traces of mIPSCs recorded under postsynaptic intracellular application of PKC inhibitor Calphostin C (100 nM) before (black) and with IFN-γ

(green). (B) Under intracellular PKC inhibition, IFN-γ, bath applied for 25.0 ± 1.0 min, increased mIPSC frequency and shifted IEI probability
distribution toward shorter IEIs (p < 0.0001, Kolmogorov–Smirnov test, ctrl = 2,254 IEIs vs. IFN-γ = 3,359 IEIs, 8 recordings, N = 2). Mean
amplitudes remained comparable, however, amplitude probability distribution was slightly shifted toward lower amplitudes (below 80%), as well
as higher amplitudes (above 90%) (p < 0.0001, Kolmogorov–Smirnov test, ctrl = 2,270 events vs. IFN-γ = 3,375 events, 8 recordings, N = 2).
Series resistance slightly increased from Rs CalC ctrl = 15.4 ± 1.9 M� to Rs CalC IFN−γ

= 17.5 ± 2.2 M� (p = 0.001, paired t-test, n = 8, N = 2),
holding current slightly decreased from −196.9 ± 27.1 pA to −121.1 ± 11.2 pA (p = 0.02, paired t-test, n = 8, N = 2). *p < 0.05.
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FIGURE 4

Increase in IPSC frequency, but not amplitude, depended on
iNOS–NO–cGC–pathway. (A) Upper row: Drug interactions.
SNAP spontaneously degrades, thereby releasing NO. ODQ
selectively inhibits NO receptor soluble guanylate cyclase (sGC).
Lower row: NO donor SNAP mimics IFN-γ effect on frequency
but not amplitude: following continuous bath application of
SNAP (300 µM) for 5 min, sIPSC frequency, but not amplitude,
was significantly increased. Example traces left and grouped
data right. Series resistance and holding current remained
comparable: Rs ctrl = 12.5 ± 1.2 M� vs. Rs SNAP = 12.7 ± 1.2 M�

(p = 0.65, paired t-test, n = 11, N = 3). Ihold ctrl = −265.8 ± 44.3
pA vs. Ihold SNAP =−262.9± 45.9 pA (p = 0.73, paired t-test, n = 11,

(Continued)

FIGURE 4

N = 3). (B) sGC inhibitor ODQ (100 µM) inhibited sIPSC
frequency, but not amplitude increase upon IFN-γ, bath applied
for 23.1 ± 1.1 min. Example current traces left, grouped data
right. Series resistance and holding current remained
comparable: Rs ODQ ctrl = 12.1 ± 1.8 M� vs. Rs ODQ

IFN-γ = 11.8 ± 1.5 M� (p = 0.6, paired t-test, n = 13, N = 7). Ihold

ODQ ctrl = −365.8 ± 45.1 pA vs. Ihold ODQ IFN-γ = −306.3 ± 33.5
pA (p = 0.1, paired t-test, n = 13, N = 7). (C) NO is produced by
three isoforms of nitric oxide synthase [inducible (iNOS),
neuronal (nNOS), and endothelial (eNOS)]. In the presence of
iNOS inhibitor 1400W (10 µM), IFN-γ, bath applied for
22.1 ± 0.8 min, increased sIPSC amplitude, but not frequency.
Example current traces left, grouped data right. Series resistance
and holding current remained comparable: Rs

1400W ctrl = 14 ± 1.7 M� vs. Rs 1400W IFN-γ = 13.6 ± 1.6 M�

(p = 0.66, paired t-test, n = 10, N = 4). Ihold 1400W

ctrl = −319.9 ± 34.6 pA vs. Ihold 1400 W IFN-γ = −308.4 ± 43.6 pA
(p = 0.13, paired t-test, n = 10, N = 4). *p < 0.05.

NO has been shown to impact GABAergic synaptic release
via binding to its direct receptor sGC (Wang et al., 2017), and
sGC is expressed in layer 5 neurons around P6–7 (Ding et al.,
2005). If IFN-γ effects on presynaptic release are NO-mediated,
blocking sGC should abolish them. Therefore, we tested this
by utilizing ODQ (100 µM), a selective sGC blocker (Yang
and Cox, 2007; Wang et al., 2017). Indeed, IFN-γ application
failed to increase the sIPSC frequency in the presence of
ODQ (f ODQ ctrl = 3.22 ± 0.61 vs. f ODQ IFN-γ = 3.16 ± 0.56
events s−1; p = 0.67, Wilcoxon signed-rank test, n = 13,
N = 7). The IFN-γ induced increase in sIPSC amplitudes
from IODQ ctrl = 25.5 ± 2.2 to IODQ IFN-γ = 30.8 ± 2.6 pA
(p = 0.005, paired sample t-test, n = 13, N = 7), however,
persisted under ODQ application (Figure 4B). This suggests
that NO binding to sGC specifically mediates the increase in
sIPSC frequency.

IFN-γ may induce NO production via inducible nitric oxide
synthase (iNOS) (Stuehr and Marletta, 1987). To assess whether
iNOS is involved in presynaptic IFN-γ effects, we recorded
sIPSCs in neocortical pyramidal neurons in the presence of
the potent and irreversible iNOS inhibitor 1400W (Garvey
et al., 1997). We observed that the addition of 1400W (10
µM) reliably prevented sIPSC frequency increase upon IFN-γ
application: Under 1400W, IFN-γ increased sIPSC amplitude
(I1400W ctrl = 21.8 ± 1.6 to I1400W IFN-γ = 29.4 ± 2.7 pA;
p = 0.007, paired t-test, n = 10, N = 3), whereas sIPSC frequency
remained comparable (f 1400W ctrl = 1.26 ± 0.22 to f 1400W

IFN-γ = 1.09 ± 0.18 events s−1, p = 0.16, paired t-test, n = 10,
N = 3; Figure 4C). Of note, although 1400W may partly block
neuronal (n)NOS (Garvey et al., 1997) with a nominal IC50 of 7.3
µM (Alderton et al., 2001), concentrations needed to effectively
inhibit nNOS are ≥100 µM (Pigott et al., 2013).

In summary, these data indicate that IFN-γ
increases presynaptic GABA release in an iNOS and
sGC-dependent fashion.
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FIGURE 5

IFN-γ promoted paired-pulse facilitation. (A) Upper row: Paired-pulse paradigm: two consecutive IPSCs were evoked by electrical stimulation at
100 or 50 ms interstimulus interval (ISI). The paired-pulse ratio (PPR) was calculated by division of the second eIPSC amplitude by the first eIPSC
amplitude. Twenty individual paired-pulse ratios were recorded and averaged for every data point. Stimulation was paused for 10 s between
each pair. Lower row: Pairs of evoked IPSCs at 100 ms ISI (left) and 50 ms ISI (right), without (black) and with IFN-γ (green). Darker lines
represent averages, stimulus artifacts truncated for clarity. Note comparable kinetics of evoked and spontaneous IPSCs of interfering sIPSCs
during eIPSC decay. (B) IFN-γ, bath applied for 20 min, increased PPR (second amplitude divided by first amplitude). (C,D) PPR appears to be
independent on previous release. (C) Plot of peak amplitudes of eIPSC2 vs. eIPSC1 for individual paired pulses from one neuron before (ctrl,
black) and under 20 min of IFN-γ (IFN-γ, green). (D) Plot of normalized amplitude of eIPSC2 against eIPSC1 for all neurons investigated.
Amplitudes were normalized to mean value of eIPSC1 for each pair. Lines represent linear regression [correlation coefficient −0.16 (p = 0.5) for
ctrl and −0.08 (p = 0.7) for IFN-γ for one neuron (C) and −0.11 (p = 0.17) for ctrl and 0.04 (p = 0.6) for IFN-γ for all neurons (D)]. (E) Example
traces of paired-pulse recordings before (black) and under (blue) application of the NO donor SNAP. Trace averages are shown in strong colors,
and individual traces in light colors. (F) Paired-pulse ratios remained comparable after the application of SNAP (300 µM) for 5 min. Series
resistance slightly increased from Rs ctrl = 11.1 ± 0.8 M� to Rs IFN-γ = 13.5 ± 1.0 M� (p = 0.01, paired t-test, n = 9, N = 6). Holding current
remained grossly comparable Ihold ctrl = −316.7 ± 34.6 pA vs. Ihold IFN-γ = −252.4 ± 35.9 pA, p = 0.06, paired t-test, n = 9, N = 6). For SNAP
experiments, series resistance and holding current remained comparable (Rs ctrl = 18.4 ± 2.5 M� vs. Rs SNAP = 19.8 ± 2.5 M�, p = 0.1, paired
t-test, n = 9, N = 3; Ihold ctrl = −185.7 ± 36.0 pA vs. Ihold SNAP = −127.3 ± 13.6 pA). *p < 0.05.

Interferon-γ facilitated short-term
synaptic plasticity in GABAergic
presynapses

Spontaneous and evoked GABA release neither completely
overlaps nor is entirely separable (Horvath et al., 2020). To
differentiate between IFN-γ effects on evoked vs. spontaneous

GABA release, we used a paired-pulse paradigm revealing
a paired-pulse ratio (PPR) that is commonly seen as an
index of release probability (Kravchenko et al., 2006). We
recorded eIPSCs evoked by pairs of stimuli at interstimulus
intervals (ISI) of 100 or 50 ms. IFN-γ, bath applied for
20 min, consistently increased the PPR (defined as amplitude
of the second response divided by the amplitude of the first
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response) at both intervals tested (from PPR100msctrl = 0.9
± 0.1 to PPR100msIFN-γ = 1.3 ± 0.1, p = 0.005, paired
t-test, n = 9, N = 6 and from PPR50msctrl = 1.0 ± 0.2
to PPR50msIFN-γ = 1.3 ± 0.2, p = 0.02, paired t-test,
n = 9, N = 6; Figures 5A,B), i.e., it shifted the PPR
toward facilitation. To estimate whether the PPR depends
on the initial eIPSC amplitude, we used linear regression
analysis in plots of second eIPSC amplitude vs. first eIPSC
amplitude. Under control conditions, correlation coefficients
(Pearson’s r) ranged from −0.6 to 0.1, none of these were
statistically significant. Under IFN-γ application, correlation
coefficients ranged from −0.67 to 0.45, one point of which was
statistically significant at r = −0.46, p = 0.04. Using normalized
amplitudes, we then pooled all experiments in each group.
Pooled analysis showed no correlation between first and second
eIPSC amplitudes (r ctrl = −0.11, p = 0.17; r IFN-γ = 0.04,
p = 0.6, Figures 5C,D). This implies that PPR under control
conditions and under the influence of IFN-γ does not depend
on previous release as is seen in more mature rat neocortical
pyramidal neurons (Supplementary Figures 2F,G; Xiang et al.,
2002).

Because we have here investigated short-term plasticity (i.e.,
the ratio of consecutive eIPSC amplitudes at a given time point),
we slightly released the restrictions on Rs for this particular
series (see section “Materials and methods”). Subsequently, only
four recordings matched our usual Rs constraints for absolute
amplitude comparison in long-term recordings. Amplitudes
remained comparable in a preliminary analysis of absolute
amplitude values of evoked potentials in these (Supplementary
Figure 2D). This is in contrast to the amplitude increase both in
s/mIPSCs evinced in this study and in eIPSCs of more mature
neurons studied previously (Janach et al., 2020). Moreover,
while the release probability for s/mIPSC increased, the one
for eIPSC probably decreased upon IFN-γ addition, thereby
masking the (postsynaptic) IFN-γ effects. Given this, as well as
the lack of PPD under control conditions, evoked release might
be constrained in immature GABAergic synapses.

To test whether NO might contribute to IFN-γ-induced
paired-pulse facilitation, we recorded another series using the
paired-pulse paradigm and observed whether NO donor SNAP
has an effect on PPR. SNAP (300 µM), applied for 5 min, did
not alter the PPR at 100 or 50 ms ISI (PPR100msctrl = 1.0 ± 0.1
vs. PPR100msSNAP = 1.0 ± 0.1, p = 0.8, paired t-test, n = 9,
N = 3 and PPR50msctrl = 0.9± 0.1 vs. PPR50msSNAP = 0.9± 0.1,
p = 0.8, paired t-test, n = 9, N = 3; Figures 5E,F). As the PPR
remained comparable under application of NO donor SNAP,
we conclude that NO does not contribute to IFN-γ-mediated
paired-pulse facilitation.

However, paired-pulse facilitation implies an increased
capability of reliably transferring inhibition at higher
frequencies (Luhmann et al., 2014). Following this, paired-pulse
facilitation points to stronger inhibition at frequencies ≥10 Hz.

Interferon-γ constrained excitability in
the developing cortex

There is an ongoing debate about whether GABA acts
inhibitory or excitatory at the early stages of development. At
least in mice of the first postnatal week, GABAAR openings in L5
neurons lead predominantly to depolarizing currents (Rheims
et al., 2008). This may drive specific patterns of activity in
developing neuronal networks (Ben-Ari, 2002; Ben-Ari et al.,
2007). However, hyperpolarizing GABA actions in the neocortex
have also been seen in the first postnatal week (Daw et al., 2007).
In any case, the opening of GABAARs, in addition to its effect on
membrane voltage, mediates a drop in membrane resistance that
shunts excitatory inputs (Staley and Mody, 1992). Therefore,
even “depolarizing” actions can (1) be considered as inhibitory,
(2) inhibit neuronal output in silico (Morita et al., 2006), and (3)
suppress network activity in vivo (Kirmse et al., 2015).

We here aimed at elucidating if and how the IFN-γ-induced
increase in GABAergic transmission affects the developing
cortical network. We therefore positioned brain slices on
a microelectrode array (MEA, Figure 6A) and enhanced
spontaneously occurring electrical events with 4-AP (50 µM).
IFN-γ attenuated the frequency of these events on average by
a factor of 0.45 ± 0.09 within 15 min (from f ctrl = 22.6 ± 4.3
events min−1 to f IFN-γ = 9.4 ± 2.8 events min−1, p < 0.0001,
paired Wilcoxon signed-rank test, n = 49 distinguishable events,
recorded in 8 slices from 6 animals, Figures 6B,E). This effect
is GABA-mediated, as the frequency is not diminished upon
IFN-γ when GABAA receptors are blocked with bicuculline
(10 µM) (average factor 1.2 ± 0.2, f BMI = 17.8 ± 4.8 events
min−1 vs. fBMI IFN-γ = 10.9 ± 2.9 events min−1, p = 0.5,
paired Wilcoxon signed-rank test, n = 30 distinguishable
events, recorded in 5 slices from 3 animals, Figures 6D,E).
Because our patch clamp recordings imply that NO elevated
spontaneous GABA release upon IFN-γ application, we next
tested if IFN-γ attenuates network activity when NO production
was inhibited. In the presence of 1400W (10 µM), IFN-γ
attenuated the frequency of events on average by a factor of
0.84± 0.13 (f 1400W = 48.3± 10.6 events min−1 vs. f 1400W IFN-γ

= 31.1 ± 5.8 events min−1, p < 0.0001, Wilcoxon signed-rank
test, n = 77 distinguishable events, recorded in 8 slices from 3
animals Figures 6C,E). However, 1400W significantly reduces
the effect size (p < 0.0001, Kruskal–Wallis ANOVA, performed
on relative change factors Figure 6E). Note that the absolute
event numbers largely depended on experimental conditions
of each individual slice, thus enabling only longitudinal paired
comparison. The Ca2+-dependent stimulation of transmitter
release by 4-AP applies to both glutamatergic and GABAergic
synapses: however, the effect of 4-AP enhanced release of GABA
might be countered by the inhibition of postsynaptic GABA
currents (Gu et al., 2004), thereby enabling the overall pro-
excitatory effect of 4-AP. Both effects theoretically could mask
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FIGURE 6

IFN-γ suppressed 4-aminopyridine (4-AP)-induced neuronal
activity. (A) Experimental sketch: the grid represents the
placement of the microelectrode array (MEA) (left). All accounts
of one event, detected by a spike sorting algorithm, plotted on
top of each other (gray) and the template they were matched to
(black, right). All displayed events were recorded from the
electrode marked with X in the figure on the left.
(B) IFN-γ-curbed network activity in acute neocortical slices.

(Continued)

FIGURE 6

Sample traces (left) recorded from the same electrode (marked
with X in the heatmap below) before (black) and under (green)
IFN-γ application. (C) Continuous iNOS inhibition via 1400W (10
µM) partly prevented IFN-γ-mediated network activity
suppression. (D) IFN-γ required functioning GABAA receptors to
curb network activity. Under continuous bicuculline methiodide
(BMI, 10 µM) application, IFN-γ failed to significantly alter event
count. Example traces on top and exemplary heatmap below.
(E) Relative event count change upon IFN-γ application in the
absence of blockers and with 1400W or BMI, respectively. Most
events considerably decreased in frequency upon IFN-γ. This
attenuation is partly prevented in presence of 1400W and absent
in the presence of BMI. Top, middle, and bottom lines of boxes
represent percentiles 75, 50, and 25, respectively, and long bars
represent means. *p < 0.05.

the sIPSC enhancement by IFN-γ. However, this would lead to
an underestimation of the effect.

In summary, IFN-γ attenuates neocortical activity, i.e., it
exerts network inhibition by constraining the occurrence of
spontaneous events in a partly NO-dependent manner.

Discussion

Combining measurements at the single cell and network
level, we herein have found that, during a period of GABA-
dependent cortical maturation, IFN-γ acutely increases the
frequency and amplitude of GABAergic IPSCs on neocortical
pyramidal neurons. This effect was not reversible within
30 min. The increase in IPSC frequency is not a result of
enhanced interneuron excitability, since interneuronal sub- and
suprathreshold excitability parameters remained stable, and
elevated IPSC frequency was still present under action potential
suppression. We have identified iNOS and sGC as mediators of
increased IPSC frequency upon IFN-γ, plausibly acting through
elevated levels of NO. Notably, manipulations of the iNOS–
NO–sGC pathway revealed a differential effect on frequency
and amplitude, i.e., a specificity of NO for the putatively pre-
synaptically mediated frequency increase. Together with the
apparent separation of the IFN-γ effects on the frequency
and amplitude of IPSCs, the cessation of IPSC amplitude
increases when PKC was blocked postsynaptically argues against
an increased GABAAR sensitivity that might have uncovered
subthreshold events from the noise. However, we cannot
entirely exclude a contribution of synaptic modifications (i.e.,
an increased number of release sites) to the effect. Additionally,
IFN-γ alters presynaptic function by shifting paired-pulse ratios
toward facilitation. In contrast to the effect of IFN-γ on IPSCs,
the effect on short-term synaptic plasticity was not dependent
on NO. Functionally, IFN-γ constrains network activity in a
GABA- and partially NO-dependent manner.

These new findings expand our existing knowledge of the
neuromodulatory effects of IFN-γ on GABAergic transmission.
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The increase in s/mIPSC amplitude that we observed here
resembles the one that we have previously observed in adult and
late juvenile rats (Janach et al., 2020). There we identified PKC-
dependent increase in postsynaptic GABAA receptor number
as an underlying mechanism mainly by peak-scaled non-
stationary noise analysis (Janach et al., 2022). Non-stationary
noise analysis, however, is difficult to apply in developing
systems because it requires many low rise time IPSCs, but
immature synaptic integration results in comparatively low
IPSC frequencies. We have here found, however, that PKC
inhibitor Calphostin C, when added to the postsynaptic neuron,
prevented increased amplitudes upon IFN-γ addition. This, in
addition to a comparable effect size, led us to conclude that
the mechanism for amplitude increase resembles the one we
found in more mature neurons. Therefore, we did not attempt
to investigate whether NO-mediated postsynaptic mechanisms,
such as PKG-dependent phosphorylation (McDonald and Moss,
1994; Robello et al., 1996), or whether the altered expression
of GABA receptor subunits and Cl− co-transporters that were
reported in early life inflammation (Reid et al., 2013) contribute
to, or counteract with, the s/mIPSC amplitude increases.

Instead, we have here focused on a developmental
peculiarity in the neocortex of P6–7 rats, namely, the IFN-γ
induced increase in IPSC frequency. Although, in retrospect,
a trend toward an increase in IPSC frequency might become
apparent in more mature animals (Janach et al., 2020, 2022),
this was rather inconsistent. Why does IFN-γ cause a robust
and reliable increase in IPSC frequency early postnatal but much
less later? There are several plausible explanations. (1) Active
heterodimers of the sGC (that we herein have recognized as
necessary for the IPSC frequency increase) are more prevalent
in young rats than in adult rats (Haase et al., 2010). (2) As
microglia in early brain development are in an activated state
and gradually inactivate by P10 (Hristova et al., 2010), they
constitutively express iNOS (Crain et al., 2013) that enables
mechanisms to rapidly increase NO other than via de novo
iNOS synthesis (that takes 12 h; Jiang et al., 2022). Such
mechanisms include both substrate and cofactor availability (for
review, see Cinelli et al., 2020). This scenario is in line with
the rather long IFN-γ exposure necessary for increased IPSC
frequencies in hippocampal neurons of more mature animals
(Brask et al., 2004). (3) Functional synapses on pyramidal cells
in early development may originate from interneurons disparate
to those seen at later stages. For instance, certain early generated
somatostatin expressing interneurons are more likely to form
functional synapses with pyramidal neurons around P5–7 in
mice (Wang et al., 2019), and the presynaptic response to IFN-γ
might be subtype-specific. However, our analysis of mIPSC rise
times might suggest a slight preference for perisomatic synapses
in the IFN-γ effect on spontaneous release probability.

In line with our pharmacological evidence that iNOS is
involved in IFN-γ-induced frequency change, NOS blockage
has been shown to prevent an IFN-γ-induced IPSC frequency

increase (Brask et al., 2004) and IFN-γ slows γ-oscillations
in an iNOS-dependent manner in organotypic hippocampal
culture (Ta et al., 2019). In contrast to the tightly regulated,
Ca2+-dependent, precise, and short-ranged nNOS action
(Hardingham et al., 2013), iNOS can produce large amounts
of NO independent of Ca2+ (Cinelli et al., 2020), plausibly
enabling widespread multisynaptic actions. Regardless of the
actual source, NO has been shown to increase IPSC frequency
not only in the cortex (Wang et al., 2017) but also in the
thalamus (Yang and Cox, 2007) and in the paraventricular
nucleus (Li et al., 2004). Our data indicate that sGC is a
prerequisite for the IFN-γ effect, therefore favoring a scenario in
which NO impacts GABA release via downstream sGC targets
(for review Hardingham et al., 2013). One of these putative
targets, the hyperpolarization-activated cyclic nucleotide-gated
cation (HCN) channel is involved in enhancing GABA release
(Kopp-Scheinpflug et al., 2015; Wang et al., 2017). HCN
channels are present in cortical GABAergic boutons but their
role may be more complex because blocking them also increases
IPSC frequency (Cai et al., 2021). However, the PKC-mediated
attenuation of HCN that we have previously seen upon type-I
and II interferon application (Reetz et al., 2014; Janach et al.,
2020), as well as direct activation of release machinery by
PKC (Yawo, 1999; Xu et al., 2014), would be incompatible
both with the lack of IPSC frequency increase when sGC
was blocked (Figure 4B) and with findings in the central
amygdala where PKCε suppressed GABA release (Bajo et al.,
2008). Other feasible sGC targets that could influence GABA
release include P/Q Ca2+ channels as identified in brainstem
neurons (Tozer et al., 2012) and faster vesicle recycling (Micheva
et al., 2003). Again, NO-related mechanisms upstream of sGC,
such as directly influencing L-Type Ca2+ channels (Tozer
et al., 2012) or nitrosylation of release machinery proteins
(Palmer et al., 2008), are less likely involved here. Rather,
sGC-independent mechanisms inhibited cortical P/Q Ca2+

channels (Petzold et al., 2008). Further, the block of α-amino-
3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and
NMDA receptors throughout our experiments excluded a
contribution of directly NO-modulated NMDA (Dawson et al.,
1996) or IFN-γ-increased AMPA Ca2+ conductance (Mizuno
et al., 2008). NO may still induce Ca2+ release from intracellular
sources as seen in striatal neurons (Horn et al., 2002).
Taken together, we cannot rule out NO-mediated increase in
presynaptic Ca2+, a classical modulator of transmitter release.
Moreover, NO (donors) may elevate IPSC frequency Ca2+

independently (Li et al., 2004).
A parsimonious explanation of the obvious differences in

the IFN-γ effect on s/mIPSCs and eIPSCs would be differential
regulation of spontaneous and evoked GABA release by IFN-γ
application indirectly implying segregation of the mechanisms
underlying these two forms of vesicle release (Horvath et al.,
2020). A plausible scenario for the peculiarities in evoked
release would be that IFN-γ-mediated Ca2+ elevation might
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meet a relative lack of slow-binding Ca2+ buffer parvalbumin
(PV) in the boutons of early postnatal interneurons (del Rio
et al., 1994). The latter may decelerate the decay of residual
Ca2+ (Caillard et al., 2000). This hypothesis awaits further
experimental examination.

The relative lack of PPD combined with a large variance
of PPRs evinced in our sample when compared with PPD
obtained under the same conditions in more mature animals
(Supplementary Figure 2F; see also Xiang et al., 2002), is
an incidental but interesting finding that is possibly linked to
inhibitory synapse development.

IFN-γ-mediated changes certainly interfere with the
complex role GABA is playing in neocortical development.
Although the actual outcome is hard to predict, a transient
alteration in GABAergic (or glutamatergic) signaling during
cortical development can lead to persisting changes (Kaindl
et al., 2008; Stefovska et al., 2008). Balanced GABA is crucial for
adequate neuronal stem cell proliferation, cell migration,
and synaptogenesis (for review, Wang and Kriegstein,
2009). Increased GABAergic signaling enhances interneuron
apoptosis, curbs network synchrony (Duan et al., 2020), and
causes GABA synapse elimination (Wu et al., 2012). GABAergic
interneurons control critical periods of synaptic plasticity in
functional circuits of the cortex (for review Hensch, 2005), i.e.,
enhanced GABAergic transmission prematurely induces such
periods (Fagiolini et al., 2004), leading to a mismatch of sensory
stimuli and synaptic plasticity. In line with this, transient
disturbances of interneuron generation and integration cause
long-term behavioral abnormalities—even after cell counts
normalize (Magno et al., 2021). On one hand, excitation–
inhibition balance is stabilized by GABAergic currents adapting
to activity (Xue et al., 2014) but also sensory deprivation may
increase GABAergic inhibition (Maffei et al., 2006). On the
other hand, in our study, GABAergic transmission induced by
IFN-γ led to an overall reduced spontaneous activity, which, in
a period of incomplete synaptogenesis, may lead to decreased
excitatory synaptic integration (Burrone et al., 2002).

The neuroimmune interaction we describe here might
have clinical implications as altered GABAergic transmission
is associated with neurodevelopmental disorders (Deidda et al.,
2014). Even in the absence of disease, transient pharmacological
increase in GABAergic transmission in juvenile mice not only
leads to anxiety-related behavior in adults (Shen et al., 2012) but
also normalizes disturbed social preferences in IFN-γ deficient
mice (Filiano et al., 2016). In ASD, IFN-γ is notably the
most pronounced among commonly elevated pro-inflammatory
cytokines (reviewed in Saghazadeh et al., 2019) and children
with ASD have elevated nitrate plasma levels that correlate
with levels of IFN-γ but not with other cytokines (Sweeten
et al., 2004). Alcohol dependence increases IFN-γ production
in brain immune cells, as well as mIPSC frequency in the
central amygdala that normalizes upon application of the anti-
inflammatory cytokine interleukin 10 (Patel et al., 2021).

Our findings shed light on the acute effects of IFN-γ on early
GABAergic transmission thus providing a mechanism for how
early inflammation could interfere with cortical development.
This might have far-reaching consequences because functional
disturbances in early microcircuits lead to aberrant cortical
wiring at later stages that may cause neurological or psychiatric
conditions (Molnár et al., 2020).
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Modeling analysis of
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Axons are classically thought of as electrically well isolated from other

parts of the neurons due to the shape of a long cable-like structure. In

contrast to this classical view on axonal compartmentalization, recent studies

revealed that subthreshold depolarization of soma and dendrite passively

propagates to the axons for a substantial distance, as demonstrated in some

experimentally accessible axons including hippocampal mossy fibers and

cortical pyramidal cell axons. Passive propagation of subthreshold dendritic

EPSPs to the axons, defined as EPreSPs (excitatory presynaptic potentials),

has been demonstrated to affect transmitter release from the axon terminals.

To further characterize and explore the functional significance of passive

subthreshold voltage signaling along the axons, the model of EPreSPs along

hippocampal mossy fibers, proposed by Alle and Geiger, was reconstructed on

the NEURON simulator. To test the effect of EPreSPs on action potentials and

transmitter release from the axon terminals, additional conductances were

incorporated into the previous passive propagation model. These include the

axonal sodium, potassium, and leak channels as well as presynaptic calcium

channels composed of P/ Q-, N-, and R-types, which are reconstructed from

the properties of those recorded from mossy fiber boutons experimentally.

In this revised model, the preceding subthreshold EPreSPs slightly reduced

the action potential-evoked presynaptic calcium currents by a decrease in

the amplitude of action potentials due to the slow depolarization. It should

be mentioned that EPreSPs by themselves elicited small calcium currents

during subthreshold depolarization through these high-voltage activated

calcium channels. Since the previous experimental study by simultaneous

pre and postsynaptic recordings demonstrated that EPreSPs enhanced action

potential-evoked transmitter release from the mossy fiber terminals, it has

been suggested that different mechanisms from the enhancement of action

potential-evoked presynaptic calcium entry may involve enhanced transmitter

release by EPreSP. Small calcium entry by subthreshold EPreSPs may enhance

transmitter release from the mossy fiber terminals by acting as high-affinity

calcium sensors for enhancing transmitter release. Another form of axonal

subthreshold voltage signaling, GABA-EPreSPs elicited by a spillover of GABA
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from surrounding interneurons, was also explored. Functional consequences

of the two modes of axonal subthreshold voltage signaling were discussed

with the simulation results.

KEYWORDS

axon, simulation, voltage, calcium current, mossy fiber

Introduction

In most axons, action potentials are generated at the axon
initial segment (AIS) and propagate reliably to the distal axon
terminals (Bean, 2007; Schmidt-Hieber et al., 2008). In addition
to this canonical mode of signaling in the axons, recent studies
have revealed that somatodendritic depolarization distributes
for a substantial distance by passive propagation due to the
cable properties of the axon (Alle and Geiger, 2006; see also Shu
et al., 2006), and referred to as excitatory presynaptic potentials
(EPreSPs). This non-canonical mode of axonal signaling may
add a new modality of analog information processing by
axons (Debanne et al., 2011, 2013). Although the functional
implication of this non-canonical axonal signaling remains
elusive (Ohura and Kamiya, 2016; Trigo, 2019), this mechanism
may substantially influence the information transfer through the
neuronal network in an activity-dependent manner (Scott et al.,
2008; Ohura and Kamiya, 2018a; Kamiya and Debanne, 2020).

The mathematical simulation has been widely used to
describe the activities of the axon in the central nervous
system, as supplementary to the experimental approach with
direct recordings from the axons or the terminals (Engel
and Jonas, 2005; Schmidt-Hieber et al., 2008; Diwakar et al.,
2009; Ohura and Kamiya, 2018b). The mechanisms underlying
the propagation of EPreSPs along the axons were also
explored with computer simulations (Alle and Geiger, 2006).
They adopted the simple multicompartmental model of the
granule cell structure, and successfully reconstructed the passive
propagation of EPreSPs quantitatively. However, it was not
possible to evaluate the effects on the propagation of action
potentials or the subsequent transmitter release from the axon
terminals, since the model in their study was incorporated only
with passive properties of axonal membranes and not with active
conductances. In this study, it was attempted to incorporate
the active conductances into the axonal membranes, namely
axonal sodium and potassium channels (Engel and Jonas, 2005)
as well as the presynaptic calcium channels (Bischofberger
et al., 2002) composed of P/Q-type, N-type, and R type (Li
et al., 2007) to get insights into the functional consequence of
EPreSPs propagation. Using this revised model, action potentials
propagating along axons as well as presynaptic calcium current
elicited by action potentials were readily calculated, and
the consequence of EPreSPs on the axonal propagation and
transmitter release were explored.

Here, it was found that the subthreshold EPreSPs slightly
reduce the amplitude of the propagating action potentials by
the small preceding depolarization. The simulated presynaptic
calcium currents during action potentials also reduced the
amplitudes. EPreSPs themselves elicited a small calcium current
through these calcium channels. Taken together, our simulation
data suggested that the facilitated transmitter release observed
in the experiments (Alle and Geiger, 2006) attributed to
the small calcium entry acting on the high-affinity calcium
sensor for synaptic facilitation such as synaptotagmin 7
(Jackman et al., 2016).

In addition, the roles of another form of subthreshold
voltage signaling, namely GABA-EPreSPs due to spill-over
transmission from the surrounding GABAergic interneurons
(Alle and Geiger, 2007) were explored in the mossy fiber model.
Since hippocampal mossy fiber axons expressed functional
GABAA-receptors whose activation leads to depolarization due
to relatively high intracellular Cl− concentrations in the axonal
cytoplasm (Ruiz et al., 2003), activation of axonal GABAA-
receptors potentially modulate the propagating action potentials
as well as the subsequent transmitter release. Although the
existence of modulatory effects of GABA on the excitability of
the mossy fiber axons is shown, the functional consequence of
the heterosynaptic actions of GABA has not been explored in
detail. In this study, the effects of GABA-EPreSPs were tested
on the propagating action potentials as well as presynaptic
Ca2+ entry during the action potentials reconstructed in the
hippocampal mossy fiber model. The simulation demonstrated
that GABA-EPreSPs show profound shunting inhibition which
reduces the amplitude of axonal action potentials and the
presynaptic Ca2+ currents evoked by the action potentials,
which confirms the notions of the previous experimental study
by optically monitoring Ca2+ transient at single mossy fiber
terminals (Ruiz et al., 2003).

Materials and methods

Simulation

Simulations were performed using the NEURON simulation
platform version 7.8 for Windows (Hines and Carnevale, 1997).
In this study, we adopted the structural model of the granule cell
for the reproduction of the simulation of EPreSP propagation
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(Alle and Geiger, 2006). Briefly, the structure of the granule
cell (Geiger et al., 2002) was approximated by dendrites (one
main trunk attached with three primaries and nine secondary
branches), a soma (diameter, 15 µm), 10 axonal cylinders
(diameter, 0.4 µm; length, 150 µm), and 10 en passant boutons
(diameter, 7 µm) attached with four filopodial extensions
(length 20 µm, diameter 0.1 µm). The first axonal cylinder had
a proximal diameter of 1 µm and a distal one of 0.4 µm. The
hilar collaterals (length 200 µm, diameter 0.2 µm) originated
at 50, 100, and 200 µm from the soma, and each carried one
large MFB. Figure 2A illustrates the shape of the granule cell
model used in this study. The passive electrical properties of the
axon including MFBs and filopodial extensions were assumed
to be uniform and were the same as for the somatodendritic
domain. Specific membrane capacitance Cm 1 µF/cm2, specific
membrane resistance Rm 60 k� cm2, and specific intracellular
resistivity Ri 70 � cm. The time step used in all simulations was
0.05 ms. The resting membrane potential was set to -80 mV.

The models of axonal Na+ and K+ channels suggested
by Engel and Jonas (2005) are based on the data recorded
from mossy fiber boutons and reconstructed in our previous
study (Ohura and Kamiya, 2018b; Kamiya, 2019b). The model
assumed a Hodgkin Huxley-type gating model adapted to
channels recorded in mossy fiber terminals, and K+ channel
inactivation (Geiger and Jonas, 2000) was reconstructed by
implementing multiplicatively with parameters of recombinant
KV 1.4 channels (Wissmann et al., 2003). The reversal potential
of the leak conductance was set to−81 mV to maintain stability.
Voltage-gated Na+ channels and K+ channels were inserted
into all compartments of the granule cell model, respectively.
The Na+ conductance density was set to 50 ms cm−2 for the
axon and boutons and 10 ms cm−2 for the soma. The K+

conductance density was set to 36 ms cm−2 throughout all parts
of the neurons. Action potentials were evoked by injection of
depolarizing current into the 9th bouton (0.2 ms, 0.1 or 0.2 nA)
or the soma (2 ms, 0.2 nA). The equilibrium potentials for Na+

and K+ ions were assumed to be+50 and−85 mV, respectively.
The models of presynaptic Ca2+ channels of P/Q-type,

N-type, and R-type are reconstructed using the kinetic
parameters supplied in Table 2 of the paper by Li et al. (2007).
The gating models of these presynaptic Ca2+ channels assumed
six states gating model consisting of five closed states (C0–
C4) and a single open state (O) for each subtype. Transitions
from C0 to C4 are assumed to be voltage-dependent, while
a transition from C4 to O is voltage-independent. To test
for the efficacy of presynaptic Ca2+ channel activation by
propagating action potentials, the Ca2+ current at the mossy
fiber boutons was calculated.

In addition, spillover transmission from surrounding
interneurons (Alle and Geiger, 2007), namely GABA-
EPreSPs, was tested for the functional impact on the action
potential propagation and the subsequent Ca2+ entry to
the presynaptic terminals. For the simulation of this form

of subthreshold axonal voltage signaling, GABAA receptor-
mediated conductances were introduced into the axonal
membrane in between MFBs at the same density (10 point
sources of 0.01 ns distributed along 150 µm of the axon),
because the surfaces of MFBs and interleaved in the model
are of comparable size. The reversal potential of GABAA

receptor-mediated currents of −65 mV is taken to be similar
to that of somatodendritic GABAA receptors of granule cells
(Misgeld and Frotscher, 1986). This would correspond to an
intracellular chloride concentration of 12 mM for a receptor
channel permeable exclusively to chloride ions (Bormann
et al., 1987). The reversal potential of −78 mV was chosen
to study isolated shunt effects (corresponding to intracellular
chloride concentrations of 7 mM), and that of −52 mV
(corresponding to 21 mM) was chosen to simulate relatively
high presynaptic chloride concentrations as have been observed
at the calyx of Held (Price and Trussell, 2006), and neocortical
proximal axons (Szabadics et al., 2006). The time course of the
simulated GABAA receptor-mediated conductance change was
chosen such that the resulting current matched the observed
spill-over currents.

Results

Implementing active conductances
into the model of EPreSP propagation

In a previous study, it was reported that passive propagation
of axonal subthreshold voltage signaling was quantitatively
reconstructed in a multi-compartment model of hippocampal
mossy fibers mimicking the structure of en passant axon
and the passive properties of cell membranes (Alle and
Geiger, 2006). To look for the functional impacts of axonal
subthreshold voltage signaling on the spike propagation and the
subsequent transmitter release, it was attempted to incorporate
active conductances such as the voltage-dependent Na+- and
K+-channels for reconstructing action potential propagation
along axons, as well as voltage-dependent Ca2+-channels for
transmitter release from the axon terminals. For this purpose,
we adopted the modified Hodgkin and Huxley-type model that
incorporated the experimentally determined gating properties
of presynaptic Na+ channels (Engel and Jonas, 2005) as well
as presynaptic K+ channels which shows inactivation (Geiger
and Jonas, 2000), reconstructed in Ohura and Kamiya (2018b).
To verify that the model reconstitutes the axonal Na+-channel
properties, simulations of voltage-clamp conditions in the single
compartment of a 10 µm sphere were performed (Figure 1A).
The calculated Na+ current (INa) represents similar kinetic
properties and voltage-dependency to those reported in the
direct recording experiments from the mossy fiber terminals
(Engel and Jonas, 2005). For instance, the time constants (τ) of
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FIGURE 1

Reconstruction of axonal sodium and potassium current as well as presynaptic calcium current at the hippocampal mossy fiber boutons.
(A) The voltage-dependency of activation of the simulated axonal sodium current. Traces of calculated sodium current at various test potentials:
holding potential at −80 mV for 10 ms, pre-pulse at −120 mV for 30 ms, and test pulses between −70 and +70 mV with 10 mV increments.
(B) The voltage-dependency of activation of the simulated axonal potassium current. Traces of calculated potassium current by test pulses
between −70 and +50 mV with 20 mV increments. The voltage-dependency of activation of the reconstructed P/Q-type (C), N-type (D), and
R-type (E) components of presynaptic calcium current. Traces of calculated calcium current at various test potentials: holding potential
−80 mV, test pulses to between −70 and +40 mV with 10 mV increment, and step back to −80 mV. The lower graphs represent the I–V
relationship of the reconstructed P/ Q-, N-, and R-type components of presynaptic calcium current.

activation and inactivation at−40 mV were 250 µs and 1.75 ms
in this simulation, while that determined experimentally was
264 ± 77 µs and 0.95 ± 0.11 ms, respectively. The calculated
K+ current (IK ) also shows similar gating properties including
inactivation during prolonged depolarization (Figure 1B) as
experimentally observed by Geiger and Jonas (2000). The time
constant of inactivation at 30 mV was 24.5 ms in this simulation,
while that determined experimentally was 15.5 ± 0.6 ms.
In addition, it was attempted to reconstruct the model of
presynaptic Ca2+ channels at mossy fiber boutons composed of

P/ Q-, N-, and R-types. The calculated P/Q-type, N-type, and
R-type Ca2+ current (ICa) represent the kinetics of activation
and deactivation as well as voltage-dependency (Figures 1C–E)
similar to those observed experimentally (Li et al., 2007). The
time constants of activation of P/Q-type, N-type, and R-type
ICa at 0 mV were 1.04, 1.07, and 1.62 ms in this simulation,
while that determined experimentally was 0.79 ± 0.09 ms,
0.93 ± 0.14 m, and 1.79 ± 0.28 ms, respectively. It should
be noted that relatively slower activation, as well as slower
deactivation observed as in a tail current, is reconstructed in
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the model of R-type channels (Figure 1E). The time constants
of deactivation of P/Q-type, N-type, and R-type ICa at −80 mV
were 0.15, 0.16, and 0.60 ms in this simulation, while that
determined experimentally was 0.09 ± 0.01 ms, 0.06 ± 0.01 m,
and 0.55± 0.08 ms, respectively.

To test for the functional influence of subthreshold EPreSPs
on the axonal spike propagation and subsequent transmitter
release from the presynaptic terminals, the reconstructed
models of voltage-dependent Na+, K+, and Ca2+ channels were
implemented into the granule cell model with solely passive
membrane properties for the simulation of EPreSPs propagation
(Alle and Geiger, 2006) described previously. Consistent
with the simulation in the passive model, the subthreshold
somatodendritic EPSPs are distributed substantially also into
the axon in an active granule cell model (Figure 2A). The
calculated EPreSPs at each bouton spaced 150 µm inter-bouton
distance gradually decrease the amplitude and the peak time was
delayed with the distance from the soma. The peak amplitudes
of EPreSPs are plotted against the distance from the soma,
and the fitted curve with single exponential decay shows a
distance constant λEPreSP = 448 µm (Figure 2B) similar to
430 µm those obtained in the previous experimental study
(Alle and Geiger, 2007).

Introducing voltage-dependent Na+- and K+-channels to
the model enabled reconstitute the action potentials propagating
along the mossy fiber axons (Alle et al., 2009). Stimulation at the
soma generated propagating action potentials reliably toward
the distal axons (Figure 2C). In addition, the implementation
of presynaptic Ca2+ channels enabled the calculation of Ca2+-
current (ICa) elicited by the propagating action potentials
(Figure 2D). The time course of ICa nicely reproduced that
of experimentally obtained waveforms (Li et al., 2007). Again,
the component mediated by R-type showed slower kinetics as
shown in the green trace.

Effect of EPreSPs on propagating
action potential and the subsequent
presynaptic Ca2+ entry

Introducing the active conductance to the granule cell
model enabled the reconstruction of the propagation of action
potentials in the presence and absence of EPreSPs, and passive
propagation of dendritic EPSPs distributed to the axon (Alle
and Geiger, 2006). Stimulation at the soma elicited action
potentials propagating to the axon and ICa was elicited at the
axon terminals in the model as described above (Figure 3A).
Preceding synaptic input elicited prolonged depolarization of
the proximal axon, and the amplitude of action potential
decreased by depolarization of EPreSPs (Figure 3B). It should
be noted that the peak height of the action potential also
slightly decreased, possibly by the inactivation of Na+ channels
(Figures 3B–D). As expected from the decrease in both

the amplitude and the peak height of action potentials, the
calculated ICa reduced the peak without affecting the time
course significantly (Figures 3B–D). It is also calculated
EPreSPs without stimulating the soma, to see whether EPreSPs
themselves elicited substantial ICa. Although EPreSP alone does
not seem to evoke a substantial inward current with the same
gain, magnification of the Y-axis visualizes the slow inward
current through the presynaptic Ca2+ channels composed of P/
Q-, N-, and R-types (Figure 3E), suggesting that subthreshold
depolarization surely activate these high-voltage activated Ca2+

channels to some extent. Since the previous experimental
studies revealed that EpreSPs enhance the action potential-
evoked transmitter release (Alle and Geiger, 2006), reduced
presynaptic ICa by preceding EpreSPs may not account for the
enhancement of transmitter release. The peak amplitude of
ICa was reduced by EPreSPs to 90.3% (from 113 to 102 pA).
The charge transfer of ICa was also reduced to 89.4% (from
72.0 to 64.4 fC). Although the mechanisms remain to be
elucidated, it was supposed that Ca2+ entry by the small ICa

during EpreSPs may enhance the transmitter release in a Ca2+-
dependent manner.

As a molecular basis of the enhanced synaptic transmission
by EPreSPs, high-affinity Ca2+-sensor molecules are supposed
to involve. Among them, synaptotagmin 7 (Jackman and
Regehr, 2017) is the leading candidate, for the high affinity for
Ca2+, slow binding kinetics, and high abundance in many brain
regions including hippocampal mossy fibers. It should be noted
that the knockout mice of synaptotagmin 7 showed significantly
reduced synaptic facilitation at the mossy fiber-CA3 synapses
(Jackman et al., 2016).

Effect of GABA-EPreSPs on
propagating action potential and the
presynaptic Ca2+ entry

To further explore the roles of subthreshold voltage
signaling in the modulation of axonal functions, then we
examined the effect of GABA-EPreSPs (Alle and Geiger,
2007), a subthreshold depolarization of axonal membranes
caused by the spill-over transmission from the surrounding
GABAergic synapses. Mossy fibers express functional GABAA

receptors on the axonal membrane and activation of the
GABAA receptors enhances the excitability of the mossy fiber
axons (Ruiz et al., 2003). The GABA-EPreSPs were calculated
by injecting slow synaptic conductance on the assumption
that the equilibrium potential of Cl− as −52 mV assumes a
higher Cl− concentration in the axon terminals (Price and
Trussell, 2006), and displayed depolarizing GABA-EPreSPs
(Figure 4A) those similar to obtained experimentally (Alle
and Geiger, 2007). Action potentials and the subsequent
ICa (Figure 4B) were pronouncedly suppressed by the
preceding GABA-EPreSPs (Figure 4C), as expected from
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FIGURE 2

Introduction of active conductance to the passive model of voltage signaling along the mossy fiber axon. (A) The multi-compartment model of
granule cell was reconstructed according to the previous study (Alle and Geiger, 2006). Somatic depolarization, as well as EPreSPs at the mossy
fiber boutons evenly spaced every 150 µm along the main axons elicited by subthreshold dendritic synaptic input, are superimposed. (B) The
peak amplitudes of EPreSPs are plotted against the distance from the soma. The fitted curve with single exponential decay shows a similar
constant λEPreSP = 448 µm to those obtained in the previous experimental study. (C) Propagation of action potentials (Vm: upper) throughout
en passant axon with 9 boutons evenly spaced every 150 µm following stimulation at the soma. (D) Simulated propagating action potentials at
the mossy fiber bouton (Vm: upper) and presynaptic Ca2+ currents (ICa: lower) during the action potentials. Total presynaptic calcium current
(ICa: black) consists of the components representing the sum of P/Q- (dark blue), N- (blue), and R-type (green) calcium channels.

shunting effects (Cattaert and El Manira, 1999) expected to
influence GABAergic transmission more significantly. When
the traces with or without GABA-EPreSPs were superimposed,
the time course was not affected much but only the peak
amplitudes were suppressed, consistent with the contribution

of shunting inhibition (Figure 4D). The peak amplitude of
ICa was reduced by GABA-EPreSPs to 51.7% (from 107
to 55.3 pA). The charge transfer of ICa was also reduced
to 53.0% (from 69.0 to 36.6 fC). As in the case of
EPreSPs, small presynaptic ICa can be visualized with higher
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FIGURE 3

Effects of EPreSP on the propagating action potential and presynaptic calcium current. (A) Simulated propagating action potential (Vm: upper)
and presynaptic calcium current (ICa: lower) of the first mossy fiber bouton of the main trunk in the control condition. (B) Propagating action
potential (blue) and presynaptic calcium current (green) were calculated with the preceding EPreSPs elicited by stimulation of dendritic input.
The synaptic conductance was set to evoke somatic EPSPs of approximately 20 mV. Superimposed (C) and time expanded (D) traces of
propagating action potential and presynaptic calcium current. (E) Subthreshold EPreSP (blue)-induced presynaptic calcium current (green) and
that of magnified 10,000 times (dark green). Note that the subthreshold EPreSP itself elicited substantial presynaptic calcium current.

magnification, although it is almost undetectable with the
original magnification (Figure 4E).

Discussion

In this study, numerical simulations using a realistic model
of hippocampal mossy fiber were performed to illustrate the
roles of subthreshold voltage signaling on the propagating action
potentials as well as transmitter release processes. EPreSPs,
passively propagated dendritic EPSPs into the axon and
reduced the amplitudes of action potentials presynaptic calcium
current (ICa) by the slow depolarization. GABA-EPreSPs,

another form of subthreshold depolarization of axons by spill-
over transmission from surrounding inhibitory neurons, also
reduced the amplitudes of action potentials presynaptic ICa by
strong shunting of GABAA receptor activation.

Reconstruction of action potentials
and presynaptic Ca2+ current in the
granule cell model

In the previous study (Alle and Geiger, 2006), the authors
experimentally demonstrated that dendritic EPSPs distribute
to the axonal membranes for a substantial distance and were
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FIGURE 4

Effects of GABA-EPreSP on the propagating action potential and presynaptic calcium current. (A) Simulated depolarizing GABA-EPreSPs (blue)
elicited by the activating presynaptic GABAA receptors assuming the reversal potentials of −52 mV positive than the resting membrane
potentials. (B) Simulated propagating action potential (Vm: upper) and presynaptic calcium current (ICa: lower) of the first mossy fiber bouton of
the main trunk in the control condition. (C) Propagating action potential (blue) and presynaptic calcium current (green) were calculated with the
preceding GABA-EPreSPs elicited by stimulation of presynaptic GABAA receptors. The synaptic conductance was set to evoke somatic EPSPs of
approximately 20 mV. (D) Superimposed and time expanded traces of propagating action potential and presynaptic calcium current.
(E) Subthreshold GABA-EPreSP (blue)-induced presynaptic calcium current (green) that magnified 10,000 times (dark green).

termed as EPreSPs. They also demonstrated that numerical
simulation in the reconstructed granule cell model with passive
membrane properties reconstructs the EPreSPs distribution
quantitatively. However, the model has not included the active
conductance components, and therefore hardly evaluates the
effects on the propagating action potentials and subsequent
presynaptic Ca2+ entry. So far, the model of Na+ and K+

channels on the mossy fiber axons was reconstructed according
to the paper by Engel and Jonas (2005). In addition, the
realistic models of Ca2+ channels were reconstructed according
to the kinetic parameters obtained by direct recordings from

the mossy fiber terminals (Li et al., 2007). By introducing
these models of voltage-dependent channels, simulations of
EPreSPs, as well as propagating action potentials and subsequent
presynaptic Ca2+ current, were enabled. It may offer a
unique opportunity to evaluate the modulation of axonal
functions by subthreshold voltage signaling. Taking advantage
of the modeling approach, this study aims at determining the
impacts of subthreshold voltage signaling, namely EPreSPs and
GABA-EPreSPs, on the propagating action potentials and the
presynaptic Ca2+ currents. It should be noted that a sufficiently
realistic simulation enables extrapolation of the biophysical
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mechanisms for modulation of the presynaptic Ca2+ dynamics
underlying synaptic modulation and plasticity.

Reduction of presynaptic Ca2+ current
by preceding EPreSPs

To illuminate the functional impacts of subthreshold voltage
signaling on the axonal functions, the effects of preceding
EPreSPs, passive propagated somatodendritic EPSPs into the
axon, were explored with the model of mossy fibers incorporated
with the active conductances. Our simulation demonstrated
that EPreSPs slightly reduced the amplitudes of the propagating
action potentials, possibly by reflecting the inactivation of
voltage-dependent Na+ channels. Due to this reduction of the
amplitude of action potentials, the presynaptic Ca2+ current
elicited by the propagating action potentials was suppressed by
the preceding EPreSPs. Taking account of the steep non-linear
dependency of Ca2+ entry on the transmitter release (Wu and
Saggau, 1994; Zucker and Regehr, 2002), this may result in
the substantial reduction of transmitter release from the mossy
fiber terminals.

In the previous experimental study, it was found that
the preceding EPreSPs enhanced synaptic transmission (Alle
and Geiger, 2006). Although the exact mechanism underlying
this synaptic enhancement by the preceding EPreSPs remains
elusive, the results of the present simulation study suggested that
the Ca2+ current elicited by the propagating action potentials
is predicted to decrease due to the voltage dependency of
the gating properties of the presynaptic Na+, K+, and Ca2+

channels. This indicates that some additional mechanisms
are involved to counteract the predicted decrease in Ca2+

entry. One candidate mechanism would be the facilitation of
presynaptic Ca2+ current observed in the Calyx of Held axon
terminals (Cuttle et al., 1998) by Ca2+-dependent mechanisms
(Tsujimoto et al., 2002; Mochida et al., 2008; Leal et al., 2012).
Since our Ca2+-channel model on the hippocampal mossy fiber
terminals does not undergo facilitation when tested with a
paired-pulse protocol of 50 ms interval of the short depolarizing
pulse to 0 mV for 1 ms (not shown), it is speculated that Ca2+-
dependent facilitation of presynaptic Ca2+ channels contributes
to counteract suppression of Ca2+ entry during propagating
action potentials by the preceding EPreSPs. Alternatively, slow
depolarization by EPreSPs may inactivate axonal K+-channels
(Geiger and Jonas, 2000; Alle et al., 2011) and prolong the
duration of action potentials to enhance the presynaptic Ca2+

entry. In this view, it should be noted that our previous
experimental study demonstrated that presynaptic Ca2+ current
during action potentials at hippocampal mossy fiber terminals
facilitate by the afterdepolarization (ADP), a slow subthreshold
depolarization following the action potentials lasting for tens
of milliseconds, to a small extent (Ohura and Kamiya, 2018b;
Kamiya, 2019a). The contribution of the subthreshold-active

Kv7 potassium channels (Martinello et al., 2015) or the
kainate-type glutamate receptors (Schmitz et al., 2001) on the
mossy fibers was also supposed for regulation by subthreshold
voltage signaling. Identification of ionic as well as biophysical
mechanisms for this facilitation of presynaptic Ca2+ current
would be the issue to be clarified in future investigations.

Reduction of presynaptic Ca2+ current
by preceding GABA-EPreSPs

For a more comprehensive understanding of subthreshold
voltage signaling in axons, a similar test has been adopted
for the GABA-EPreSPs due to heterosynaptic activation
of axonal GABAA receptors due to spill-over transmission
from the surrounding inhibitory synapses (Alle and Geiger,
2007). Hippocampal mossy fiber express GABAA receptors
(Bergersen et al., 2003), and activation of these receptors
enhances the excitability of mossy fiber axons (Ruiz et al.,
2003). Possible higher Cl− concentration in axon than
in somatodendritic compartment (Price and Trussell, 2006)
resulting in depolarization by activation of presynaptic GABAA

receptors (Szabadics et al., 2006). Simulation in this study
revealed that the preceding GABA-EPreSPs suppressed the
action potential amplitude and the Ca2+ current. It is worth
noting that the effect is more prominent for GABA-EpreSPs
than EPreSPs, as expected from shunting (Segev, 1990; Graham
and Redman, 1994) due to the increased Cl− conductance
by activation of GABAA receptors (Staley and Mody, 1992).
Although spill-over transmission by GABA enhances the
excitability of the axons, it may suppress synaptic transmission
at the mossy fiber-CA3 synapse at each synaptic contact by
a prominent shunting effect by GABA. This notion was also
supported by the measurement of presynaptic Ca2+ transients
from a single mossy fiber terminal revealed that activation of
presynaptic GABAA receptors suppressed the presynaptic Ca2+

transients (Ruiz et al., 2003). This form of modulation may be
drawn as a close analogy of presynaptic inhibition at the primary
afferent synapse (Nicoll and Alger, 1979) in that depolarizing
action of presynaptic GABAA receptors leads to the suppression
of transmitter release from the axon terminals.

In this study, a series of numerical simulations using
a sufficiently realistic model of hippocampal mossy fiber
was performed to illustrate the functional consequence of
subthreshold voltage signaling along the axon. EPreSPs by
passive propagation of dendritic EPSPs into the proximal
portions of the axons are expected to reduce the presynaptic
Ca2+ entry during action potentials, while the subthreshold
depolarization may elicit a small Ca2+ current by itself. It
was speculated that the enhanced synaptic transmission by
EPreSPs observed in the previous experimental study (Alle
and Geiger, 2006) may be explained by assuming Ca2+-
dependent facilitation of the transmitter release process. Since
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it was demonstrated that the hippocampal mossy fibers express
abundant synaptotagmin 7 which critically be involved in the
facilitation of a wide dynamic range at this synapse (Jackman
et al., 2016), the contribution of this high-affinity Ca2+-sensor
molecule, as well as facilitation of P/Q-type Ca2+ channels
as well as action potential broadening of action potential by
accumulated inactivation of K+ channels (Geiger and Jonas,
2000) are supposed to be involved. Despite the unveiled detailed
mechanisms, this non-canonical mode of voltage-signaling axon
may add extreme complexity to the information transfer at the
hippocampal mossy fiber synapse.
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ClC-3 regulates the excitability
of nociceptive neurons and is
involved in inflammatory
processes within the spinal
sensory pathway
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Stefanie Bungert-Plümke1, Antje Willuweit2, Carina Balduin2,
Frank Müller1, Angelika Lampert3, Christoph Fahlke1 and
Raul E. Guzman1*
1Institute of Biological Information Processing, Molecular and Cellular Physiology (IBI-1),
Forschungszentrum Jülich, Jülich, Germany, 2Medical Imaging Physics, Institute of Neuroscience
and Medicine (INM-4), Forschungszentrum Jülich, Jülich, Germany, 3Institute of Physiology, RWTH
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ClC-3 Cl−/H+ exchangers are expressed in multiple endosomal

compartments and likely modify intra-endosomal pH and [Cl−] via the

stoichiometrically coupled exchange of two Cl− ions and one H+. We studied

pain perception in Clcn3−/− mice and found that ClC-3 not only modifies the

electrical activity of peripheral nociceptors but is also involved in inflammatory

processes in the spinal cord. We demonstrate that ClC-3 regulates the

number of Nav and Kv ion channels in the plasma membrane of dorsal root

ganglion (DRG) neurons and that these changes impair the age-dependent

decline in excitability of sensory neurons. To distinguish the role of ClC-3 in

Cl−/H+ exchange from its other functions in pain perception, we used mice

homozygous for the E281Q ClC-3 point mutation (Clcn3E281Q/E281Q), which

completely eliminates transport activity. Since ClC-3 forms heterodimers with

ClC-4, we crossed these animals with Clcn4−/− to obtain mice completely

lacking in ClC-3-associated endosomal chloride–proton transport. The

electrical properties of Clcn3E281Q/E281Q/Clcn4−/− DRG neurons were similar

to those of wild-type cells, indicating that the age-dependent adjustment of

neuronal excitability is independent of ClC-3 transport activity. Both Clcn3−/−

and Clcn3E281Q/E281Q/Clcn4−/− animals exhibited microglial activation in the

spinal cord, demonstrating that competent ClC-3 transport is needed to

maintain glial cell homeostasis. Our findings illustrate how reduced Cl−/H+

exchange contributes to inflammatory responses and demonstrate a role

for ClC-3 in the homeostatic regulation of neuronal excitability beyond its

function in endosomal ion balance.

KEYWORDS

ClC-3, chloride-proton exchanger, neuronal excitability, pain, microglia activation,
action potential, DRG
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Introduction

CLC-type Cl−/H+ exchangers are expressed in
the endoplasmic reticulum, Golgi apparatus, and
endosomes/lysosomes, with isoform-specific subcellular
distributions (Jentsch and Pusch, 2018; Bose et al., 2021).
Their physiological importance has been demonstrated by
studies of knockout animal models and by naturally occurring
mutations in patients with genetic diseases: genetic ablation
or naturally occurring mutations in CLCN3 or CLCN7 causes
neurodegeneration in the central nervous system (CNS; Kornak
et al., 2001; Stobrawa et al., 2001; Dickerson et al., 2002;
Kasper et al., 2005; Duncan et al., 2021). Mutations in the
CLCN4 gene are associated with intellectual disability and
epilepsy (Veeramah et al., 2013; Hu et al., 2016; Palmer et al.,
2018; He et al., 2021b; Guzman et al., 2022), and CLCN6
mutations result in West syndrome and lysosomal storage
disease (Poet et al., 2006; He et al., 2021a). Genetic ablation
of ClC-6 or downregulation of ClC-3 alters pain sensitivity in
mice (Poet et al., 2006; Pang et al., 2016), suggesting a role for
Cl−/H+ exchangers in pain regulation. However, the functions
of CLC transporters in the peripheral nervous system are
insufficiently understood.

ClC-3 was suggested to contribute to endosomal
acidification (which is initially set by the proton ATPase)
by mediating shunting inward chloride currents (Stobrawa
et al., 2001). However, the strong outward rectification of ClC-3
(Guzman et al., 2013; Rohrbough et al., 2018) argues against
such a function and instead suggests that Cl−/H+ actively
acidifies endosomal compartments by exchanging luminal
chloride for protons. However, it is unclear how changes in
Cl−/H+ exchange modify cell function and how the genetic
ablation of individual transporters results in neurodegeneration
of variable severity. Impaired pain sensitivity might be caused
by a variety of cellular processes; therefore, studying the
mechanisms underlying hyperalgesia in Clcn3−/− mice may
provide new insight into the cellular functions of CLC-type
Cl−/H+ exchangers.

We found that Clcn3−/− sensory dorsal root ganglion
(DRG) cells are hyperexcitable, likely due to altered plasma
membrane densities of Na+ and K+ channels (Pang et al.,
2016). Moreover, we observed microglia activation within
the Clcn3−/− dorsal horn of the spinal cord (DHSC).
To distinguish whether these alterations are caused by
loss of ClC-3-mediated Cl−/H+ exchange or ClC-3
chaperone function, we used a knock-in mouse model
(Clcn3E281Q/E281Q) that expresses transport-incompetent ClC-
3 E281Q (Guzman et al., 2013). Since ClC-4 is targeted
to recycling endosomes and lysosomes in the form of
ClC-3/ClC-4 heterodimers, Clcn3E281Q/E281Q/Clcn4−/−

double-mutant (DMut) mice were generated to completely
abolish ClC-3-associated Cl−/H+ exchange. In these
double mutants, disruption of endosomal ClC-3-associated

Cl−/H+ exchange did not change the excitability of DRG
neurons, suggesting that ClC-3-mediated Cl−/H+ exchange
does not regulate the excitability of nociceptive sensory
neurons. However, enhanced microglia activation within
the spinal tissue of Clcn3−/− and DMut mice indicates
that ClC-3 transport is required to maintain neuroglia
homeostasis. Our findings demonstrate how ClC-3 Cl−/H+

exchangers orchestrate two distinct processes within the
sensory pathway.

Materials and methods

Animal handling and maintenance

ClC-3 knockout mice (Stobrawa et al., 2001) were
kindly provided by Dr. T. Jentsch (Leibniz-Institut für
Molekulare Pharmakologie and Max-Delbrück-Centrum
für Molekulare Medizin, Berlin, Germany) and maintained
in house by breeding heterozygous mice. Heterozygous
Clcn3+/E281Q was generated by Cyagen Biosciences (Santa
Clara, CA, United States) by site-directed mutagenesis in the
C57BL/6 background. Homozygous animals were obtained
by mating heterozygous mice and identified by PCR using
the KAPA Mouse Genotyping Kit (Kapa Biosystems/Roche,
KK-7302, Wilmington, MA, United States), according to
the manufacturer’s instruction. All Clcn3−/− mice used
in this study showed the same phenotype and identical
structural changes previously described by others (Stobrawa
et al., 2001; Dickerson et al., 2002; Yoshikawa et al., 2002).
The lack of commercially available antibodies (Comini
et al., 2022) prevented validation of ClC-3 knockout at
the protein level. Clcn4−/− mice were generated by Trans
Genic Inc. (Kawasaki, Japan), obtained from Deltagen (San
Mateo, USA), and maintained as homozygous animals.
To generate double-mutant Clcn3E281Q/E281Q/Clcn4−/−

homozygous mice, homozygous Clcn4−/− were crossed with
homozygous Clcn3E281Q/E281Q; the subsequent crossing of
heterozygous first-generation offspring was used to generate
Clcn3E281Q/E281Q/Clcn4−/− (Supplementary Figure 1). All
animals were genotyped; PCR protocol and primers for
genotyping of all mouse modes are provided in Table 1.
All mice were housed with a maximum of five mice in
the home cage, with food and water ad libitum under
controlled conditions with a 12 h–12 h light–dark cycle, air
humidity of 55 ± 10%, and a constant room temperature (RT)
of 22◦C.

Nociceptive testing

Animals of both sexes were used for all nociceptive behavior
test experiments, without obvious sex differences. Homozygous
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TABLE 1 List of primers used for genotyping.

Primer Sequence Product size (bp)

S for wild type (WT) GATCTAATTCTGCCTTCCTC 550 WT

S for Clcn3−/− GGAAGACAATAGCAGGCATGC 650 Mut

AS for WT/Clcn3−/− ACTCTGCCCATGTTTTCCACT WT/Mut

S for WT TCTTGCGGCGTGGCCGTCCACCCGG 329 WT

S for Clcn4−/− GACGTTGTTTGTCTTCAAGAAGCTTC 628 Mut

AS for WT/Clcn4−/− CAAGGGGATGACCGCGAGTGACTGTC WT/Mut

S for WT/ Clcn3E281Q CACGGGATCACAGTAGTGAAAGG 250 WT

AS for WT/ Clcn3E281Q CGCTGCAGTCCATTAAACAGTTTC 332 Mut

S, sense primer, or forward primer; AS, antisense primer, or reverse primer.

female and male mice were compared with their wild-type (WT)
littermates at age 21± 2 days (P21) or 60± 5 days (P60). Before
the start of the behavioral test, each mouse was habituated to
the testing room for 30 min in a clean single cage. To prevent
learning effects, animals were randomly exposed to different
temperatures. Each temperature was measured once per day,
with at least 1 h between measurements. Animals were rested
in empty cages for at least 2 h at RT between the tail flick and
hot plate tests.

All behavioral pain experiments were performed by
experimenters blinded to the genotype, recorded, and analyzed
afterward. For tail flick tests, tails were immersed in water
baths (Julabo, Germany) at different temperatures of 46, 48,
or 50◦C, while the mouse was loosely restrained in the
experimenter’s hand. The time before the tail withdrawal was
recorded, and each temperature was evaluated in triplicate
with a one-day interval between tests. The hot plate test
was performed by placing mice onto the metal surface
of a heating plate (Ugo Basile S.R.L., Gemonio, Varese,
Italy), which was surrounded by a 20-cm-high transparent
Plexiglas cylinder and allowed free movement. For this set
of experiments, temperatures of 46, 48, 50, and 52◦C were
used. We avoided higher temperatures, which are often used
in this test (Marics et al., 2014), because of the hyperalgesia
phenotype of Clcn3−/−. The video-recorded experiments were
carefully analyzed using slow-motion presentations. Since a
hyperlocomotion phenotype has been described for Clcn3−/−

mice (Stobrawa et al., 2001), the time period until the animals
showed discomfort by licking or shaking the paw was manually
analyzed rather than using an automated device. If the animals
did not show any reaction within 30 s, they were immediately
removed to avoid tissue damage (Marics et al., 2014). The
response of each mouse to each temperature was evaluated
once per day in triplicate, with 1 h between measurements
and one-day interval between tests. After injection of 5 µl
0.5% (v/v) formalin solution into the right hind paw with
a Hamilton microliter syringe (Merck KGaA, Darmstadt,
Germany), individual mice were placed into a transparent box
(19 cm × 19 cm × 11 cm) with three mirrored walls. The

number of paw flinches per minute was recorded and analyzed
afterward. The number of flinches was manually counted using
slow-motion videos. Measurements were repeated every 5 min
for a total of 40 min.

Dorsal root ganglion neuron culture

Dorsal root ganglion neurons were cultured according
to a previous protocol with slight modifications (Bost et al.,
2017). Dorsal roots were dissected from P21 or P60 animals
and cleaned from connective tissue and fibers in ice-cold
Locke’s solution (in mM: 154 NaCl, 5.6 KCl, 3.6 NaHCO3,
5 HEPES [4-(2-hydroxyethyl)-1-piperazineethanesulfonic
acid), 6 glucose, adjusted to pH 7.3 with NaOH]. After
treatment with 200 µl TrypLE Express Enzyme (Cat.
12604013, Gibco, Grand Island, NY, United States) for
5 min at RT, ganglia were immediately transferred into a
tube containing 1 ml Neurobasal-A medium (Cat. 10888022,
Gibco, Grand Island, NY, United States), 20 µl freshly thawed
Liberase (DH Research Grade, Cat. 5401054001, Roche
Diagnostics Deutschland GmbH, Mannheim, Germany),
and collagenase to a final concentration of 2.3 units/ml
and incubated in a water bath at 37◦C. Neurons were
dissociated using a three-step process: a 7-min incubation,
followed by pipetting 10 times with a 1-ml pipette; a 5-min
incubation, followed by pipetting 10 times; and a final 5-
min incubation, followed by pipetting 15–17 times. After
adding 200 µl fetal bovine serum (Cat. 10270-106, Gibco,
Grand Island, NY, United States) and incubating at 37◦C
for 3 min with gentle agitation, cells were sedimented at
400 × g for 4 min. The cell pellet was then washed with 700 µl
Dulbecco’s phosphate-buffered saline (PBS; Cat. 14190094,
Gibco, Grand Island, NY, United States). After re-pelleting
(400 × g for 4 min), freshly prepared NBA-enriched culture
medium containing 1% B-27 supplement (Cat. 17504044,
Gibco, Grand Island, NY, United States), 1% GlutaMAX
(Cat. 35050061, Gibco, Grand Island, NY, United States),
0.4% penicillin/streptomycin (Cat. 15070-063, Gibco, Grand
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Island, NY, United States), and 5% fetal bovine serum in
neurobasal-A medium was added to the cells. The neuronal
cell suspension was diluted in 3.5-ml-enriched NBA medium,
and approximately, 500 µl cell suspension was seeded onto
poly-D-lysine-coated coverslips and cultured at 37◦C with
5% CO2 and 90% humidity for 1–5 days. At 24 h after
plating, a cocktail of uridine and floxuridine thymidylate
synthase inhibitors were added to a final concentration
of 40 and 100 mM, respectively; 12 h later, the culture
medium was replaced with an enriched NBA medium without
inhibitors.

Electrophysiological experiments

Action potentials (APs) were measured using whole-cell
recordings in the current-clamp mode under physiological
saline solutions, adapted from a published method (Liu et al.,
2010; Hoerauf et al., 2015): the bath solution (330 mOsm/kg,
adjusted to pH 7.4 with NaOH) contained (in mM) 130
NaCl, 4 KCl, 1 MgCl2, 2 CaCl2, 10 HEPES, and 48 D-
glucose. The pipette solution (310 mOsm/kg, adjusted to pH 7.4
with NaOH) contained (in mM) 135 K-gluconate, 7 NaCl, 2
MgCl2, 2 Na-ATP, 0.3 Na2-GTP, 10 HEPES, and 0.2 EGTA.
The passive and active properties of the cells were obtained
from the voltage responses to 1 s rectangular current pulse
injections, with a pre- and post-pulse period of 500 ms. Resting
membrane potentials (RMPs) were recorded a few minutes
after establishing the whole-cell configuration. Neurons were
visualized using an Andor’s Neo 5.5 sCMOs camera attached to
the microscope, which is regularly calibrated with a calibration
slide. Only neurons with a diameter below 23 µm were
used for electrophysiology. Only neurons with a stable RMP
between –60 mV and –75 mV and with a series resistance of
<12 M� were included in the analysis. Input resistance (Rin)
was calculated as the slope of the relationship between the
voltage response to a current injection within a range from –
60 to 20 pA before the first AP. AP thresholds were obtained
from the first derivative of the voltage response (Lazarus
and Huang, 2011) and AP half-widths from the difference
between the rising and decaying phase times at the half-
maximum amplitude of the AP. The after-hyperpolarization
amplitude (AHP) is defined as the difference between the AP
threshold and the minimum voltage response after the peak
maximum. All AP properties were analyzed from the first-
ever AP using a custom-written Igor-based macro (Igor Pro
7.01 software, WaveMetrics; kindly provided by Dr. Karlijn van
Aerde and Dr. Dirk Feldmeyer, INM-10, Forschungszentrum
Jülich).

An index to evaluate the intrinsic excitability was used to
estimate the excitability of the neuron, as previously described
(Lazarus and Huang, 2011): a lower excitability index (EI)
indicates a more excitable cell, and a higher EI a less excitable

cell (Lazarus and Huang, 2011). The EI is calculated using
properties, such as RMP, AP threshold, and Rin, as follows:

EI =
(

AP threshold − RMP
Rin

)
Sodium and potassium currents were measured using

whole-cell patch-clamp recordings in the voltage-clamp mode.
To reduce space-clamp errors, healthy DRG neurons with no
obvious processes were used within the first 24 h after plating.
For sodium currents, the bath solution contained (in mM) 20
NaCl, 105 choline-Cl, 3 KCl, 1 MgCl2, 1 CaCl2, 10 HEPES, 10
D-glucose, 20 tetraethylammonium chloride, 0.1 CdCl2, and 3
4-aminopyridine (4-AP) at 305 mOsm/kg and pH 7.4 (adjusted
with choline-OH), and the pipette solution contained (in mM)
7 NaCl, 105 CsF, 10 EGTA, 10 HEPES, and 50 D-glucose at
300 mOsm/kg and pH 7.4 (adjusted with CsOH). To distinguish
tetrodotoxin-sensitive (TTX-S) and TTX-resistant (TTX-R)
sodium channels, TTX was applied to a final concentration of
300 nM via a perfusion pipette, and current recordings were
compared before and after the application of TTX (Meents and
Lampert, 2016; Fischer et al., 2017). For potassium currents,
the bath solution contained (in mM) 150 choline-Cl, 5 KCl,
1 MgCl2, 2 CaCl2, 10 HEPES, 1 CdCl2, and 10 D-glucose at
320 mOsm/kg and pH 7.4 (adjusted with choline-OH), and the
pipette solution contained (in mM) 120 K-gluconate, 20 KCl,
2 MgCl2, 1 CaCl2, 10 EGTA, 10 HEPES, 5 Mg-ATP, and 0.3
Na2-GTP at 315 mOsm/kg and pH 7.4 (adjusted with NaOH).
To block fast-inactivating potassium currents, 5 mM 4-AP was
added to the bath solution. In all cases, the osmolality was
adjusted with D-glucose and measured with a freezing point
osmometer (Osmomat 3000 basic, Gonotec).

Na+ currents were elicited by applying 50-ms test pulses (–
100 mV to +40 mV in 5 mV increment every 3 s) from a holding
potential of –100 mV. Current inactivation was studied with
500-ms test pulses (–100 mV to +30 mV in 5 mV increment,
followed by a 50 ms step at –10 mV) every 3 s from a holding
potential of –100 mV. K+ currents were elicited by applying
100 ms test pulses (–80 mV to +60 mV in 10 mV increment
every 3 s) from a holding potential of –80 mV. Inward-rectifier K
channels (IRK) currents were studied during 200-ms test pulses
(0 mV to –160 mV in 10 mV decrement every 3 s) from a
holding potential of –50 mV.

Recordings were filtered at 10 kHz and sampled at
100 kHz using an EPC10 double patch amplifier, controlled
by PatchMaster (HEKA Elektronik). Borosilicate pipettes
(GC150F-10, Harvard Apparatus, United States) were pulled
with a resistance of 1.9–2.9 M� and coated with a thin layer of
wax to reduce the capacitance. Cell capacitance (Cm) and series
resistance (Rs) were compensated, and P/4 leak subtraction with
a baseline of –80 mV (for K+ currents) and −100 mV (for Na+

currents) was used to correct linear current components. Peak
currents for sodium and mean steady-state currents were plotted
against the test voltage to obtain current–voltage relationships.

Frontiers in Cellular Neuroscience frontiersin.org

213

https://doi.org/10.3389/fncel.2022.920075
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-16-920075 August 18, 2022 Time: 16:0 # 5

Sierra-Marquez et al. 10.3389/fncel.2022.920075

Activation curves for sodium currents were derived by plotting
normalized GNa as a function of test potential and fitted with the
Boltzmann equation (Meents and Lampert, 2016).

Immunohistochemistry

Dissected spinal cord, dorsal roots, and hippocampus were
fixed with 4% PFA for 45 min and retinal tissues for 20 min.
All fixed tissues were immersed in a 10% sucrose solution
for 1 h at RT and incubated overnight in 30% sucrose at
4◦C. After cryoprotection, samples were embedded in optimal
cutting temperature compound. Tissue sections (20 µm for
the spinal cord, dorsal roots, and retina; 100 µm for the
hippocampus) were cut using a cryostat, mounted onto single
slides, dried for 5 min at RT, and stored at –20◦C until use.
To unmask antigens and epitopes (for all antibodies except
anti-recoverin and anti-rhodopsin antibodies), sections were
treated with sodium citrate buffer (10 mM sodium citrate
containing 0.05% Tween 20, pH 6.0 adjusted with NaOH) at
80◦C for 15 min and then blocked in PBS containing 0.5%
Triton X-100, 10% fetal bovine serum, and 1% bovine serum
albumin for 2 h at RT. Samples were incubated with primary
antibody (Table 2) diluted in blocking solution for 72 h at
4◦C (RT for retinal sections). Slides were then washed five
times for 10 min each with 0.1 M phosphate buffer (PB;
100 mM Na2HPO4 and 100 mM NH2PO4, adjusted to pH 7.2
with NaOH) and incubated with secondary antibody (Table 2)
diluted in blocking solution for 1.5 h at RT in a dark humidified
chamber. Finally, slides were washed five times with PB and
mounted with Aqua-Poly/Mount on a glass coverslip. Slides
were stored overnight at RT until completely dry and stored
at –20◦C until analysis.

Confocal microscopy and image
analysis

Optical images were acquired on a confocal microscope
(TCS SP5 II, Leica Microsystems, Germany) using a 20 × /0.70
or 63 × /1.32–0.6 oil immersion objective and digitalized at a
resolution of 1024 × 1024 pixels, 200 Hz velocity, and 6-line
average in sequential scanning mode. For large tissue imaging, a
tile-scan procedure was applied with a 10% stitching threshold.
Identical laser intensities and digital gains were used when
comparing samples from different phenotypes. Images were
processed with FIJI Image J v.1.53c (Wayne Rasband, National
Institutes of Health, United States; Schindelin et al., 2012;
Rueden et al., 2017), and a self-made pipeline in CellProfilerTM

v.3.1.9 cell image analysis software (Broad Institute, Cambridge,
MA, United States; Lamprecht et al., 2007; McQuin et al., 2018)
was used for automated analysis of cellular fluorescence, area,
and shape and number of events. Confocal immunofluorescence

images were exported in color and eight-bit grays, and region
of interest (ROI) was defined in dorsal horn layers I to IV
according to the Allen Brain Atlas of the Mouse Spinal Cord
(Lein et al., 2007). Using the point-and-click graphical user
interface (GUI), we created a sequential series of modules for
image and object processing function. For neuronal counting,
“Neurons” for the NeuN staining and “nuclei” for the To-Pro-
3 were applied using a global or adaptive threshold strategy.
Both objects were delimited using OTSU image processing
with either two- or three-class thresholding with a threshold
correction factor of 1.0 and a minimum lower bound of 0.2
(pixels below this number were not considered). Neurons and
nuclei were identified using a shape method that used peak
brightness to identify like-rounded objects. The same approach
was used to identify the processes of the astrocytes, microglia,
and chemokine ligand (CCL2) staining. The percentage of
the area covered by each channel was obtained by dividing
it by the area of the ROI. This protocol was standardized
with pictures from all phenotypes, and then a high-throughput
analysis was done for the whole data set. Although the
pipeline was helpful for quantification in the dorsal horn of
the spinal cord, counting the DRG neurons was only possible
manually using ImageJ.

Western blotting

Tissue samples from at least two animals were homogenized
in ice-cold homogenizing buffer containing 2 mM EDTA
pH 8.0, 1 mM cOmpleteTM (Cat. 5056489001, COEDTAF-
RO, Roche, Mannheim, Germany), and protease inhibitor
cocktail mPIC, 1:500 dilution (Cat. P8340, Sigma Aldrich-
Merck KGaA, Darmstadt, Germany) and sedimented at
100,000 × g for 15 min at 4◦C. Pellets were resuspended
in solubilization buffer (1% SDS, 10 mM NaPOi (phosphate
buffer composed of 92.2 mmol Na2HPO4 and 6.8 mmol
NaH2PO4), and 1 mM cOmpleteTM) and sedimented at
15000 × g for 10 min. Samples were heated at 95◦C
for 5 min with a 4× loading buffer (200 mM Tris-Cl,
pH 6.8, 8% SDS, 4% 2-mercaptoethanol, 50% glycerin, and
0.04% bromophenol blue), and proteins were resolved by
polyacrylamide gel electrophoresis. After transfer to PVDF
membrane using the semi-dry transfer technique, membranes
were dried overnight, blocked for 2 h in 5% nonfat milk
solution in PBS containing 0.05% Tween-20 (PBS-T) or in
PBS-T containing 3% bovine serum albumin, and incubated
overnight at 4◦C with primary antibody (anti-rabbit Nav1.8
sodium channel, or mouse anti-α-tubulin; Table 2). Membranes
were washed with PBS-T and incubated for 1 h with goat-α-
rabbit IgG-horseradish peroxidase (HRP) secondary antibody
(Table 2). Membranes were exposed to an equal amount of
enhanced chemiluminescent Super SignalTM West Pico PLUS
(Cat. 34579, Thermo Scientific, Waltham, MA, United States)

Frontiers in Cellular Neuroscience frontiersin.org

214

https://doi.org/10.3389/fncel.2022.920075
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-16-920075 August 18, 2022 Time: 16:0 # 6

Sierra-Marquez et al. 10.3389/fncel.2022.920075

TABLE 2 List of antibodies used in immunohistochemistry and Western blot experiments.

Primary antibodies Catalog N◦ Dilution RRID

Goat-α-Rabbit IgG-Peroxidase, Merk A6154 1:25000 AB_258284

Anti-mouse α-Tubulin T9026 1:1000 AB_477593

Anti-rabbit Nav1.8 (SCN10A), Alomone ASC-016 1:500 AB_2040188

CGRP Anti-rabbit, Millipore AB15360 1:4000 AB_672958

NeuN Anti-rabbit, Abcam AB104225 1:1000 AB_10711153

NeuN Anti-mouse, Millipore MAB377 1:500 AB_2298772

CD11b Anti-rabbit, Abcam AB133357 1:500 AB_2650514

Glial fibrillary acidic protein (GFAP) anti chicken, Novus NB110-58368 1:500 AB_921444

Isolectin GS-IB4 Biotin-XX, Invitrogen I21414 1:500 AB_2314665

MCP-1 (CCL2) Anti-mouse, Merk SRP4207 1:500

TRPV1, Anti-rabbit, Synaptic Systems 444 003 1:1000 AB_2864791

Recoverin, Anti-rabbit, Chemicon AB5585 1:2000 AB_2253622

Rhodopsin antibody, 1D4, Anti-mouse. R. Molday, University of British Columbia. MA1-722 1:500 AB_325050 (Thermo Fischer)

Secondary antibodies and markers

Donkey anti mouse Cy3 Dianova 715-165-150 1:200 AB_2340813

Donkey anti rabbit Cy2 Dianova 711-225-152 1:400 AB_2340612

Donkey anti rabbit Cy5 Dianova 711-175-152 1:400 AB_2340607

Donkey anti chicken Cy2 Dianova 703-545-155 1:500 AB_2340375

Streptavidin A488, Thermo Fisher S11223 1:1000

TO-PROTM-3 A642, Thermo Fisher T3605 1:1000

RRID, Research resource identifier.

substrate, and the exposure time was adjusted depending on
protein abundance (1–10 min) to maximize band visibility and
minimize background.

Real-time PCR

Total RNA was extracted from freshly dissected DRG
neurons from two-month-old mice using the TRIzolTM (Cat.
15596026, Invitrogen, Carlsbad, CA, United States)-chloroform
method, and 1 µg total RNA was converted into cDNA
using One-Step SuperScriptTM III R© reverse transcriptase (Cat.
12574018, Invitrogen, Carlsbad, CA, United States) in a
Gradient Thermocycler (Biometra, Göttingen, Germany). The
master mix contained 12.5 µl 2× reaction mix (containing
0.4 mM each dNTP and 3.2 mM MgSO4), 1 µl enzyme, 0.5 µl
10 mM sense/antisense primers (specific for each isoform),
1 µg template RNA, and RNA-free water to a final volume
of 25 µl. cDNA was synthesized by incubation for 30 min
at 55◦C, followed by 2 min at 94◦C. PCR conditions were
40 cycles of 15 s at 94◦C (denaturation), 30 s at 55–65◦C
(annealing), and 5 min at 68◦C for the extension, with a
final step of 1 min at 68◦C. The reference gene was 18S
RNA. Primers to identify the ClC isoforms are listed in
Table 3. PCR products were assessed by 1% agarose gel
electrophoresis [with SYBRTM safe (Cat. S33102, Invitrogen,
Carlsbad, CA, United States) staining] at 120 V for 35 min.

PCR band size was determined using a GeneRuler 100 bp
DNA Ladder (Cat. SM0322, Thermo Scientific, Waltham,
MA, United States).

Data analysis

Statistical analysis was performed using OriginPro
version 2018b (OriginLab Corporation, Northampton, MA,
United States) and Microsoft Excel (Microsoft 365). Data are
presented as the mean ± standard error of the mean (SEM)
and plotted as boxplots (with boxes indicating the upper
and the lower quartiles and whiskers the upper and lower 90
percentiles). The non-paired two-tailed t-test or the Mann–
Whitney test was used to compare two groups, depending on
whether the data followed a normal distribution. For comparing
more than two groups, one-way ANOVA was used for normally
distributed data without significant variance inhomogeneity.
For more than two factors or independent variables, and one
dependent variable, two- or three-way ANOVA was used. If
F-value was statistically significant (p < 0.05), a Tukey post hoc
test was conducted.

Each data sample was collected randomly and considered
independent. We used the Shapiro–Wilk test to evaluate if
the data followed a normal distribution and Levene’s test for
assessing the homogeneity of variances. Data that did not
follow a normal distribution were normalized. If normalization
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TABLE 3 List of primers used to identify the ClC exchangers in dorsal root ganglion (DRG).

Isoform Sequence Type Size (bp)

ClC-3a 5′-CGCCCAGCTTGCTATGCCTCTGAG-3′ Forward 324

5′-AGCTAGTGCCCCTGATGCCAGTC-3′ Reverse

ClC-3b 5′-CGCCCAGCTTGCTATGCCTCTGAG-3′ Forward 500

5′-AGCTAGTGCCCCTGATGCCAGTC-3′ Reverse

ClC-3c 5′-ATGGATGCTTCTTCTGATCC-3′ Forward 379

5′-AGCTAGTGCCCCTGATGCCAGTC-3′ Reverse

ClC-4 5′-GACGTGGGGACCTACGAGGACTTCC-3′ Forward 508

5′-CACTCAAAATAGTCTTTATCTCGGGTATGCC-3′ Reverse

18S 5′-CAGTATGACTCCACTCACGGCAAATTC-3′ Forward 530

5′-CACAGTCTTCTGGGTGGCAGTGATG-3′ Reverse

FIGURE 1

Acute pain experiments in young P21 (A–C) and adult P60 (D–F) mice show increased thermal sensitivity and lower latencies in mutants
compared with wild type (WT) animals. (A) Hot plate test, P21; WT (n = 7); Clcn3−/− (n = 8). (B) Tail flick test, P21; WT (n = 8); Clcn3−/− (n = 9).
(C) Formalin test, P21; WT (n = 8); Clcn3−/− (n = 9). (D) Hot plate test at different temperatures, P60; WT (n = 11); Clcn3−/− (n = 13). (E) Tail flick
test, P60; WT (n = 8); Clcn3−/− (n = 9). (F) Formalin test, P60; WT (n = 6); Clcn3−/− (n = 8). Statistical significance levels are *p < 0.05,
**p < 0.01, ***p < 0.001. Clcn3−/− versus WT; n represents the number of animals. Two-way ANOVA or three-way ANOVA analyses were used
to detect interactions between variables, and Tukey post hoc test for pairwise comparisons. Data are presented as the mean ± SEM.
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was not possible or variances were not homogenous, a non-
parametric test (Mann–Whitney or Kruskal–Wallis ANOVA
test) was chosen. Grubb’s test was used to test for outliers. The n
value provides the number of cells (or measurement), and N, the
number of animals; both values are given in the figure legends.
Differences with p-values < 0.05 were considered significant.
Asterisk (∗) was used to represent differences between groups
and (‡) when also animals were compared (∗‡p < 0.05,
∗∗‡‡p < 0.01; ∗∗∗‡‡‡p < 0.001).

Results

Genetic ablation of ClC-3 leads to
hyperalgesia

Clcn3−/− mice suffer from neurodegeneration in the
hippocampus and the retina, with loss of neurons beginning
at P21 and completed at P60 (Stobrawa et al., 2001).
Since neurodegeneration might affect pain sensitivity, we
evaluated pain sensitivity before and after neuronal loss
at P21 (young) and P60 (adult). At both developmental
stages, we found significantly shorter paw withdrawal
latencies to heat stimuli in Clcn3−/− mice than in WT
mice (Figures 1A,D). The tail flick test confirmed that
Clcn3−/− mice are more sensitive to noxious thermal
stimuli than the WT animals (Figures 1B,E). This phenotype
was consistently observed for all temperatures evaluated
(Supplementary Table 1). In contrast to our results, a
previous report did not identify differences in thermal
pain perception between Clcn3−/− and WT mice (Pang
et al., 2016). Pang et al. (2016) used an automated hot
plate device that measured the latency of paw licking,
rearing, and jumping in triplicate at 15-min intervals.
Repeated pain exposure may have modified reaction
latencies in these experiments (Suaudeau et al., 2005)
and may have masked the differences in response to
noxious temperatures we observed between WT and
Clcn3−/− (Figure 1). We, therefore, measured the effects
of each temperature only once per day with at least 1 h
between measurements.

Subcutaneous injections of formalin (0.5%) into the
hind paw trigger a biphasic pain reaction, comprising
an early phase (1–5 min post-injection; Figures 1C,F)
due to direct activation of peripheral nociceptors and
an inflammatory late-phase reaction (10 min post-
injection) associated with persistent pain signals at the
supraspinal level (Taylor et al., 1995; Abbadie et al.,
1997). Young Clcn3−/− were more sensitive to noxious
stimuli at both phases, with significantly more flinches
per min in the mutant than in WT animals (Figures 1C;
Supplementary Table 2). However, in the late inflammatory
phase, only adult Clcn3−/− mice showed more severe

reactions than WT (Figure 1F; Supplementary Table 2),
suggesting that lack of ClC-3 alters behavioral pain
perception at all ages.

Ablation of ClC-3 changes the
excitability of sensory dorsal root
ganglion neurons

We next examined the electrical properties of sensory
neurons from young and adult WT and Clcn3−/− mice
using current-clamp recordings. Similar numbers of APs were
recorded in DRG neurons from young WT and Clcn3−/− upon
injection of depolarizing currents (Figures 2A,B). However,
although the firing rates decreased in older WT mice, this
developmental change was not observed in mutant mice
(Figures 2A,B). The rheobase current (i.e., the minimum
current amplitude required to elicit an AP) was reduced
in Clcn3−/− adult neurons (Figure 2D), with membrane
input resistances significantly higher in both young and
adult Clcn3−/− animals (Figures 2C,E). AP thresholds
and after-hyperpolarization amplitudes (AHP) were slightly
shifted toward more depolarizing potentials in Clcn3−/−

mice compared with WT mice (Figure 2F; Supplementary
Figure 2), but AP amplitudes and RMPs were unchanged
(Figures 2G,H). We also compared the first, second, third,
and fourth APs for WT and mutant adult cells and
found that AP thresholds, amplitudes, and AHP were not
different (Table 4).

We next compared the EI for WT and Clcn3−/− cells.
The EI integrates multiple cellular properties (see the equation
in the “Materials and methods” section), such as RMP, AP
threshold, and the input resistance (Rin) to estimate the intrinsic
excitability of a cell (Lazarus and Huang, 2011), with a lower
EI indicating increased excitability. Consistent with the age-
dependent reduction in neuronal excitability, we obtained
lower EIs for DRG neurons from young WT mice compared
with adults. However, in DRG neurons from Clcn3−/− mice,
EI values did not change with age, resulting in significant
differences between adult WT and mutant cells (young DRG,
WT 58 ± 4.0 pA vs. Clcn3−/− 47 ± 3.0 pA, Student’s t-test
p = 0.05; adult DRG, WT 74± 9.0 pA vs. Clcn3−/−, 42± 3.0 pA,
Mann–Whitney test p = 0.0017). We conclude that ClC-
3 transporters contribute to the age-dependent regulation of
neuronal excitability in sensory DRG cells.

Clcn3 deletion alters ion channel
density in the plasma membrane of
dorsal root ganglion neurons

Voltage-gated sodium channels are necessary to initiate
and propagate APs, and changes in the expression or function
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FIGURE 2

Change in excitability of dorsal root ganglion (DRG) neurons from young and adult Clcn3−/− animals. (A) Representative traces of action
potentials (APs) elicited by a current injection of 200 pA in young (left) and adult (right) wild type (WT) (green) and Clcn3−/− (red) neurons.
(B) Average firing frequencies from young and adult Clcn3−/− and WT dorsal root ganglion (DRG) neurons. Insets show the percentage of
multiple firing neurons for each condition. (C) Representative current responses of control (green) and a Clcn3−/− (red) neuron to
hyperpolarizing and depolarizing current pulses. (D) Current threshold necessary to elicit the first action potential (AP; rheobase) in young and
adult Clcn3−/− and WT DRG neurons. (E) Average input resistances of DRG neurons from P21 and P60 mice. Symbols in gray are outliers values
included in the analysis. (F) AP thresholds, (G) amplitudes, and (H) RMP for young and adult neurons. Data were collected from young WT
(n = 19 cells from four animals) and Clcn3−/− (n = 38 cells from four animals) and adult WT (n = 21 cells from seven animals) and Clcn3−/−

(n = 36 cells from six animals) cells. Statistical significance levels are *p < 0.05, **p < 0.01, ***p < 0.001, n.s., not significant. A two-way ANOVA
or Kruskal–Wallis ANOVA was used to compare the age and phenotype of the two groups. The Tukey post hoc test was used for pairwise
comparisons. Data are presented as the mean ± SEM. In boxplots, boxes indicate the upper and lower quartiles, and whiskers the upper and
lower 90 percentiles.
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TABLE 4 Properties of the action potentials (APs) generated in response to 200 pA current injection for 1 s were not different between wild type
(WT) and ClCn3−/− adult dorsal root ganglion (DRG) neurons.

200 pA of current injection Phenotype V. Threshold (mV) Amplitude (mV) AHP (mV)

First Action potential (AP) WT (n = 9) –59.0± 4.7 118.1± 5.4 –11.8± 3.9

Clcn3−/− (n = 16) –62.6± 2.1 123.6± 2.6 –16.4± 2.4

Second AP WT (n = 9) –17.0± 2.5 69.8± 4.3 27.0± 2.1

Clcn3−/− (n = 16) –15.1± 1.3 66.8± 3.0 28.9± 1.7

Third AP WT (n = 9) –16.3± 2.2 67.8± 4.2 25.5± 1.9

Clcn3−/− (n = 16) –14.0± 1.3 64.3± 3.3 28.9± 1.6

Fourth AP WT (n = 4) –11.7± 3.8 57.8± 6.6 26.6± 3.9

Clcn3−/− (n = 16) –12.3± 1.4 61.0± 3.9 29.4± 1.7

No statistical differences were found. Significance levels p > 0.05 using Student’s t-test. Data are presented as mean± SEM.

of these channels are associated with various pain disorders
(Cummins and Waxman, 1997; Berta et al., 2008; Dib-Hajj
et al., 2010; Lampert et al., 2010; Bernal, 2018). Small-diameter
DRG neurons express fast-inactivating TTX-sensitive (TTX-
S) Nav1.1, Nav1.6, and Nav1.7 and slow-inactivating TTX-
resistant (TTX-R) Nav1.8 and Nav1.9 (Rush et al., 2007)
channels. In patch-clamp experiments, we measured sodium
currents in DRG neurons from Clcn3−/− and WT adults
before and during the extracellular application of 300 nM
TTX, using the same voltage protocol. Total Na+ current
densities were slightly increased in Clcn3−/− DRG neurons
(Figures 3A,B), along with a significantly decreased TTX-R
component (Figures 3A,C). To determine the TTX-S Na+

current, the TTX-R component was subtracted from the total
Na+ current. The TTX-S current did not differ between
Clcn3−/− and WT cells (Figures 3A,D). Western blotting
showed that Nav1.8 protein levels were not reduced in Clcn3−/−

cells (Supplementary Figure 3), indicating that loss of ClC-3
does not affect the de novo synthesis of Nav1.8 channels. We
observed minor changes in the voltage dependence of sodium
channel activation and inactivation in Clcn3−/− neurons
compared with WT neurons (Supplementary Figures 4A–
F), probably due to changes in the relative amplitudes of
different sodium channels in DRG neurons. Taken together,
these observations suggest that ClC-3 regulates the surface
membrane insertion of the TTX-R Nav1.8/Nav1.9, but not of the
Nav1.1, Nav1.6, or Nav1.7 channels.

Altered nociception has also been associated with changes
in the surface expression and biophysical properties of K+

channels (Duan et al., 2012; Laumet et al., 2015; Conner et al.,
2016). In whole-cell recordings, outward-rectifier potassium
currents were larger in small-diameter DRG neurons from adult
Clcn3−/− mice than in those from adult WT mice (Figure 3E).
To identify which types of K+ channels are affected by ClC-
3 deletion, we recorded K+ currents before and during the
application of 5 mM 4-AP. 4-AP blocks A-type fast-inactivating
voltage-gated K+ currents (IA), whereas both slow-inactivating
voltage-gated K+ currents (ID) and delayed-rectifier voltage-
gated K+ currents (IK ) are 4-AP-insensitive (Vydyanathan et al.,

2005). ID and IK currents were larger in neurons from adult
Clcn3−/− mice compared with adult WT mice (Figure 3F),
whereas IA currents did not differ (Figure 3G). DRG neurons
also express inward-rectifier potassium channels (Kir2.3 and
Kir2.4) (Busserolles et al., 2020) or Kir3.1 (Seitz et al., 2021).
Electrophysiological recording of inward-rectifier potassium
channels showed small currents of up to 300 pA at -160 mV
(Supplementary Figure 4G), with no difference between WT
and Clcn3−/− DRG neurons (Supplementary Figure 4H). We
conclude that ClC-3 regulates the plasma membrane density
of slow-inactivating and delayed-rectifier voltage-gated K+

channels, but not of other K+ channels.

ClC-3 Cl−/H+ transport is not required
for the normal excitability of sensory
dorsal root ganglion cells

ClC-3 exchanges Cl− for H+ at a fixed stoichiometry of
2:1 and, thus, might modify endosomal [Cl−] or pH (Guzman
et al., 2013; Rohrbough et al., 2018). To separate the function
of ClC-3-associated Cl−/H+ exchange in regulating neuronal
excitability from other ClC-3 functions, we used a knock-in
animal model expressing mutant ClC-3 with a neutralizing point
mutation in the proton glutamate: E281Q, E339Q, and E312Q in
ClC-3a, ClC-3b, and ClC-3c, respectively (Accardi et al., 2005;
Guzman et al., 2013; Rohrbough et al., 2018). In each isoform,
this mutation abolishes Cl−/H+ exchange but does not affect
the ability to heterodimerize with ClC-4 and to target ClC-4
to recycling endosomes or late endosome/lysosomes (Guzman
et al., 2013, 2017). Since ClC-4 is also expressed in DRG
neurons (Supplementary Figure 5), we generated the double-
mutant Clcn3E281Q/E281Q/Clcn4−/− to completely abolish ClC-
3-associated Cl−/H+ exchange in all organelles. Clcn4−/− and
Clcn3E281Q/E281Q pups are born at the Mendelian ratio, are
fertile, and develop normally with no obvious phenotype. In
contrast, Clcn3E281Q/E281Q/Clcn4−/− are born at the Mendelian
ratio; they show a stronger phenotype than the Clcn3−/−, are
smaller, and develop with delay in comparison to littermates.

Frontiers in Cellular Neuroscience frontiersin.org

219

https://doi.org/10.3389/fncel.2022.920075
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-16-920075 August 18, 2022 Time: 16:0 # 11

Sierra-Marquez et al. 10.3389/fncel.2022.920075

FIGURE 3

Whole-cell Na+ and K+ currents from cultured wild type (WT) and Clcn3−/− dorsal root ganglion (DRG) adult neurons. (A) Representative traces
of Na+ currents before (total Na+ current) and during the application of 300 nM TTX (TTX-R current), and after digital subtraction of the TTX-R
current from the total Na+ current (TTX-S current) from WT (green) and Clcn3−/− (red) cells. The inset illustrates the voltage protocol used to
elicit Na+ currents during and after TTX application. (B–D) Current–voltage relationships of total (B), TTX-R (C), and TTX-S (D) Na+ current
densities from WT (green, n = 23 from five animals) and Clcn3−/− (red, n = 23 from eight animals) DRG neurons. Traces were aligned to the
holding current at –100 mV, and dotted lines were set to the maximum pick current of the WT to illustrate changes in the Clcn3−/−. (E–G)
Representative recordings of the K+ current (upper panel) and current–voltage relationship (lower panel) were obtained from WT (green, n = 16
from five animals) and Clcn3−/− (red, n = 20 from three animals) DRG neurons. Inset in gray depicts the voltage protocol used to elicit K+

currents during and after 4-AP application. (E) Total K+ current densities are significantly higher in the absence of ClC-3. (F) Slow-inactivating
K+ currents obtained from the same neuron showed in E, after the application of 5 mM 4-AP, a compound that blocks fast-inactivating K+

channels, showed a similar phenotype as for the total K+ current. (G) Fast-inactivating K+ currents are obtained by subtracting the
slow-inactivating (F) from the total (E) current. Statistical significance levels are *p < 0.05, **p < 0.01, and ***p < 0.001; Student’s t-test. Data
are presented as mean ± SEM.
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FIGURE 4

Comparison of the action potential (AP) properties of wild type (WT), Clcn3E281Q/E281Q, Clcn4−/−, and Clcn3E281Q/E281Q/Clcn4−/− (DMut) dorsal
root ganglion (DRG) neurons from adult mice. (A) Representative APs elicited by 200 pA current injection in adult WT (green), Clcn3E281Q/E281Q

(orange), Clcn4−/− (blue), and DMut (gray) neurons. (B) AP frequencies for all conditions. Insets show the percentage of multiple firing neurons
for each condition. (C) Rheobase and (D) input resistance. Data were collected from WT (green, n = 27 cells from three animals),
Clcn3E281Q/E281Q (orange, n = 31 cells from three animals), Clcn4−/− (blue, n = 25 cells from three animals), or Clcn3E281Q/E281Q/Clcn4−/−-

(gray, n = 49 from seven animals) neurons. (E–G) Representative recordings of the K+ current (upper panel) and current–voltage relationship
(lower panel) were obtained from WT (green, n = 16 from five animals) and DMut (gray, n = 10 from three animals) DRG neurons. The inset
illustrates the voltage protocol used to elicit K+ currents during and after 4-AP application. Total (E), slow-inactivating (F), and fast-inactivating
(G) K+ currents densities are not different between phenotypes. One-way ANOVA or one-way Kruskal–Wallis ANOVA was used for statistical
analysis. Data are presented as the mean ± SEM. In boxplots, boxes indicate the upper and lower quartiles, and whiskers the upper and lower 90
percentiles.
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FIGURE 5

ClC-3 disruption leads to neuroinflammation within the DHSC. (A) glial fibrillary acidic protein (GFAP) and CD11b positivity in the dorsal horn
(DH) layers I–IV of wild type (WT) and Clcn3−/− mice. (B) Section of the lumbar spinal cord from WT and Clcn3−/− mice stained for CCL2
(green), NeuN (red), and TO-PRO-3 (blue, nuclei). (C) Representative immunofluorescence confocal images of dorsal root ganglia from WT and
Clcn3−/− mice stained for NeuN (blue), IB4 non-peptidergic small-diameter (green), and CGRP peptidergic (red) neurons. (D) (a) Area of glia
expressing GFAP, (b) activated microglia expressing CD11b, (c) area of neuronal CCL2 expression, and (d) neuronal count in the dorsal horn from
WT and mutant spinal cords. (e–h) Quantitative analysis of the total neuron count within the dorsal root ganglion (DRG). Each dot represents a
single measurement, (a–d) WT (n = 29), Clcn3−/− (n = 33); (g, h) WT (n = 23), Clcn3−/− (n = 29). Three or four mice were used per genotype,
with at least six slices from the lumbar section of each animal. Sections were 20-µm thick and collected every 100 µm apart. Scale bar:
200 µm. Statistical significance levels are **p < 0.01, ***p < 0.001, n.s., not significant. Clcn3−/− differs from WT using the Student’s t-test
(upper symbol), and statistics per animal with the data displayed with gray stars (lower symbol). In boxplots, boxes indicate the upper and lower
quartiles, and whiskers the upper and lower 90 percentiles.
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For DRG neurons isolated from P60 animals, AP
frequencies were similar for WT, Clcn3E281Q/E281Q, Clcn4−/−,
and Clcn3E281Q/E281Q/Clcn4−/− (Figures 4A,B). All AP
parameters tested were indistinguishable between DRG
neurons from P60 mutant and WT mice (Figures 4C,D and
Supplementary Figure 6). Total potassium currents were
similar between Clcn3E281Q/E281Q/Clcn4−/− and WT cells.
Furthermore, the separation of A-type fast-inactivating from
slow-inactivating voltage-gated K+ channels confirmed the
WT-like phenotype of Clcn3E281Q/E281Q/Clcn4−/− neurons,
with IA, ID, and IK currents similar to those of WT neurons
(Figures 4E–G). These results suggest that ClC-3-associated
Cl−/H+ exchange is not required for normal excitability in
sensory DRG neurons.

Cl−/H+ transport activity regulates
microglia activation

Microglia are a specialized population of macrophage-
like cells in the CNS that modulate neuronal activity and
neuronal excitability in nociceptive pathologies (Vallejo et al.,
2010). Immunohistochemical analysis with antibodies against
the microglial marker integrin alpha-M or also known as cluster
of differentiation molecule 11B (CD11b) and the astrocyte
marker glial fibrillary acidic protein (GFAP) (Lan et al., 2017)
was conducted to evaluate glial activation in Clcn3−/− from
adult mice (Figure 5A, dashed line, and Figure 5Da,b and
Supplementary Figure 7). In layers I, II, III, and IV of
the DHSC of P60 animals, GFAP levels were increased by
about 89% and CD11b levels by 49% in Clcn3−/− compared
with WT (Figure 5Da,b). In P21 Clcn3−/− mice, microglia
and astrocyte proliferation were increased (Supplementary
Figure 8). These results indicate that neuroinflammatory
changes are associated with glial activation in the dorsal horn
of the Clcn3−/− spinal cord.

Chemokine ligand 2 is a chemotactic factor that attracts
immune cells, such as monocytes/macrophages and natural
killer cells. Increased CCL2 expression in DRG neurons and
the spinal cord has been associated with inflammatory pain
and hypersensitivity (Menetski et al., 2007; Illias et al., 2018;
Gschwandtner et al., 2019). At P60, fine cellular processes
reactive to CCL2 were readily visible and more abundant within
the DHSC region in Clcn3−/− than in WT mice (Figure 5B),
resulting in larger CCL2-stained areas in the Clcn3−/− dorsal
horn (Figure 5Dc). These observations are consistent with
increased CCL2 secretion contributing to the development
of hyperalgesia in Clcn3−/−. To test for neurodegeneration,
dorsal root ganglia or spinal cord sections were stained for
the neuronal marker NeuN. This revealed no difference in the
total number of neurons between the dorsal root ganglia of P60
WT and mutant animals (Figures 5C,De). Isolectin B4 (IB4)

is a marker for non-peptidergic neurons, and calcitonin gene-
related peptide (CGRP) is a marker for peptidergic neurons
(Priestley, 2009). Staining for IB4 and CGRP revealed more non-
peptidergic IB4-positive cells than peptidergic CGRP-positive
cells (Figure 5Df,g) in both WT and Clcn3−/− mice, but no
differences in the number of cells between WT and mutant
tissues. Results were similar for large- and medium-diameter
neurons, which are NeuN-positive, but negative for IB4 and
CGRP (Figure 5Dh). The DHSC receives nociceptive inputs
in layers I and II and non-nociceptive inputs in layers I,
IV, and V from small-, medium-, and large-diameter DRG
neurons (Stucky, 2007). Similar to the dorsal root ganglia,
neuron numbers in layers I–IV of the DHSC were not reduced
in Clcn3−/− compared with WT animals (Figure 5Dd). We
conclude that genetic ablation of ClC-3 does not lead to
neurodegeneration in the dorsal root ganglia or in the dorsal
horn of the spinal cord.

To investigate the role of ClC-3-associated Cl−/H+

exchange in these inflammatory processes, we compared
GFAP and CD11b levels in WT, Clcn3E281Q/E281Q, Clcn4−/−,
and Clcn3E281Q/E281Q/Clcn4−/− mice (Figure 6). Numbers of
neuronal cells were similar (Figure 6C), and areas reactive
to GFAP or positive for the microglia marker CD11b were
significantly increased in all genotypes (Figures 6A,D,E).
Moreover, glial cells had more and longer processes in mutants
than in WT mice (Figures 6A,B, insets). The CCL2-positive
area was ∼30-fold greater in Clcn3E281Q/E281Q, Clcn4−/−, and
Clcn3E281Q/E281Q/Clcn4−/− than in WT mice (Figures 6B,F).
Overall, these findings demonstrate that fully functional ClC-
3 and ClC-4 chloride transporters are required to prevent
microglia and astrocyte proliferation.

Neurodegeneration in Clcn3−/−,
Clcn3E281Q/E281Q, Clcn4−/−, and
Clcn3E281Q/E281Q/Clcn4−/− animals

Hippocampal and retinal neurodegeneration is well
established in Clcn3−/− animals (Stobrawa et al., 2001;
Dickerson et al., 2002). The lack of neurodegeneration in the
DRG or DHSC region (Figure 5) indicates that separate classes
of neurons have distinct sensitivities to reduced levels of Cl−/H+

exchange. This finding prompted us to study neurodegeneration
in the hippocampus and retina in various animal models with
distinct levels of endosomal Cl−/H+ exchange (Figure 7). In
agreement with previous studies, ClC-3 ablation resulted
in severe neurodegeneration in the hippocampus and
retina (Figure 7; Stobrawa et al., 2001; Dickerson et al.,
2002). Clcn4−/− mice do not exhibit hippocampal or retinal
degeneration (Figure 7). Clcn3E281Q/E281Q animals had normal
hippocampal morphology but the reduced thickness of the
photoreceptor layer (Figure 7C), indicating that the retina is
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FIGURE 6

Reduced Cl-/H+ exchange triggers neuroglia activation in the spinal cord. (A) Representative immunofluorescence confocal images of lumbar
spinal cord sections from WT, Clcn3E281Q/E281Q, Clcn4−/−, and Clcn3E281Q/E281Q/Clcn4−/− (DMut) mice stained for glial fibrillary acidic protein
(GFAP) (green) and CD11b (red). Layers I–IV of the dorsal horn are outlined with a dashed line. Insets show increased GFAP and CD11b reactivity
in mutant mice. (B) Lumbar spinal cord sections from mice with the indicated genotypes were stained for CCL2 (green) and NeuN (red).
(C) Total cell numbers in the dorsal horn of WT and mutant’s spinal cords. (D) Areas of glia positive for GFAP or to CD11b in E for WT (n = 34),
Clcn3E281Q/E281Q (n = 24), Clcn4−/− (n = 36), and Clcn3E281Q/E281Q/Clcn4−/− (DMut; n = 30). (F) Area of CCL2 immunofluorescence in WT
(n = 30), Clcn3E281Q/E281Q (n = 23), Clcn4−/− (n = 34), and Clcn3E281Q/E281Q/Clcn4−/− (n = 36). Each dot represents a single measurement.
Three or four mice were used per genotype, with at least six slices from the lumbar section of each animal. Sections were 20-µm thick and
collected every 100 µm apart. Scale bar: 200 µm. Asterisk (*) was used to represent differences between groups and (‡) when also animals were
compared (‡p < 0.05, ***p < 0.001). n.s., not significant; one-way ANOVA (Tukey’s HSD post hoc test). In boxplots, boxes indicate the upper and
lower quartiles, and whiskers the upper and lower 90 percentiles.

more sensitive than the hippocampus to reduced levels of ClC-
3-associated Cl−/H+ exchange. CA1 and CA2 hippocampal
regions and retinal tissue in Clcn3E281Q/E281Q/Clcn4−/− mice
were almost completely absent at the age of P21 (Figures 7A,B).
These findings highlight the sensitivity of neuronal tissues to
reduced Cl−/H+ exchange. Whereas the DHSC is viable in the
complete absence of ClC-3-associated transport in Clcn3−/−,
the retina is degenerated by the absence of ClC-3-mediated
Cl−/H+-exchange even in presence of ClC-4. The hippocampus
tolerates reduced Cl−/H+-exchange in Clcn3E281Q/E281Q, but is
complete loss in Clcn3E281Q/E281Q/Clcn4−/− and Clcn3−/−.

Discussion

We have demonstrated that genetic ablation of the
Cl−/H+ exchanger ClC-3 alters nociception in mice. In
Clcn3−/− animals, we observed enhanced electrical activity
of peripheral nociceptors and inflammatory processes at
the spinal cord. We considered that ClC-3 might affect
cellular processes either by changing chemical or electrical
gradients at endosomes or by supporting the intracellular

trafficking of other proteins via a chaperone-like function.
To distinguish between these possibilities, we generated
mutant mice (Clcn3E281Q/E281Q) that express transport-
incompetent ClC-3. Since E281Q ClC-3 can still heterodimerize
with the related transporter ClC-4, the genetic ablation of
ClC-4 was also necessary to abolish all ClC-3-associated
Cl−/H+ exchanges in recycling endosomes and lysosomes.
Clcn3E281Q/E281Q/Clcn4−/− animals had an inflammatory
response in the DHSC and early onset hippocampal and retinal
degeneration, illustrating the importance of ClC-3 Cl−/H+

transport for neuroglia function and neuronal integrity in
supraspinal brain regions. In contrast, the electrical properties
of sensory DRG neurons were similar in Clcn3E281Q/E281Q

and Clcn3E281Q/E281Q/Clcn4−/− mice, indicating that ClC-3-
dependent regulation of neuronal excitability is independent of
Cl−/H+ exchange.

ClC-3 ablation impairs age-related adjustment in neuronal
excitability, which is thought to result from developmental
changes in the expression and/or function of ion channels,
such as Na+ and K+ channels (Scott et al., 1988; Wang
and Albers, 2009). Specifically, reduced K+ conductances
were proposed to reduce excitability in old neurons
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FIGURE 7

Hippocampal and retinal degeneration in different animal
models of Cl−/H+ exchange. (A) Cartoons illustrating
heterodimerization between ClC-3 and ClC-4 and the
contribution of Cl−/H+ transport function in endosomes for
each genotype and (B) representative confocal images of
Nissl-stained sagittal (100 µm) section indicating hippocampal
formation from 21-day-old WT, Clcn3−/−, Clcn3E281Q/E281Q,
Clcn4−/−, and Clcn3E281Q/E281Q/Clcn4−/− (DMut) mice. The
arrow indicates neurodegeneration in the CA2 region of the

(Continued)

FIGURE 7 (Continued)

Clcn3−/− hippocampus. (C) Representative
immunofluorescence confocal images of retinal sections from
different mouse genotypes at P21. Sections were
immunostained using an anti-recoverin antibody to indicate the
inner segments, somas, and terminals of photoreceptors (green;
this antibody also occasionally labels type 2 bipolar cells) and
anti-rhodopsin to identify the outer segment of rod cells (blue).
OS, outer segment; IS, inner segment; ONL, outer nuclear layer;
OPL, outer plexiform layer. Scale bar: 0.5 mm for hippocampal
and 50 µm for retinal images.

(Scott et al., 1988). DRG neurons from adult Clcn3−/− (but
not Clcn3E281Q/E281Q/Clcn4−/− mice) had increased densities
of slow-inactivating and delayed-rectifier voltage-gated K+

currents (Figure 3F). Other current components, such as IA and
inward-rectifying voltage-gated K+ currents, were unaffected
by ClC-3 ablation. Two-pore domain K+ (K2P) channels help
to set and stabilize the RMP (Rasband et al., 2001). Since the
RMP was unchanged, we excluded the possibility that the
expression or trafficking of K2P channels is altered in Clcn3−/−

mice. A greater number of voltage-dependent K+ channels in
knockout cells may facilitate AP repolarization and enhance
excitability (Scott et al., 1988). We found a reduced density of
TTX-R Na+ currents mediated by Nav1.8 and/or Nav1.9 in
DRG neurons from adult Clcn3−/− mice (Figure 3C), but no
significant change in TTX-S currents (Figure 3D), which are
predominately mediated by Nav1.7 (Chen et al., 2018). Modeling
studies have demonstrated that the excitability of peripheral
neurons depends on the ratio of Nav1.7 to Nav1.8 (Petersson
et al., 2014; Tigerholm et al., 2015); thus, the observed changes
in sodium currents can explain the observed hyperexcitability
of Clcn3−/− DRG. TTX-R currents play a dominant role in
all phases of the AP (Blair and Bean, 2002) and are believed
to adjust the AP voltage threshold in DRG neurons (Bennett
et al., 2019). Our results indicate that ClC-3 contributes to the
homeostatic regulation of neuronal excitability by controlling
the number of ion channels, such as Na+ and K+ channels in
the surface membrane. Since these changes were not found
in Clcn3E281Q/E281Q/Clcn4−/− mice, we conclude that the
regulatory mechanism is not mediated by Cl−/H+ exchange
activity but instead by a chaperone function of ClC-3.

Formalin injection induces a biphasic pain reaction
(Figure 1). During the early phase, activation of C-type
nociceptors and the release of mediators, such as ATP,
glutamate, kinins, histamine, serotonin, cytokines, and
tropic factors, promote peripheral sensitization (Hunskaar
and Hole, 1987; Amaya et al., 2013). The second phase is
dominated by inflammatory responses in the DHSC (Hunskaar
and Hole, 1987; Tjølsen et al., 1992). Young and adult
Clcn3−/− mice were more sensitive to formalin application.
This enhanced behavioral pain response during the second
phase suggests that a central sensitization within the dorsal
horn changes the elicited sensory response and releases
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FIGURE 8

Summary of phenotypic alterations in Clcn3−/−.

pro-inflammatory mediators to the spinal cord in Clcn3−/−

(Ren and Dubner, 2008; Vallejo et al., 2010; Mika et al., 2013).
We found increased numbers of activated astrocytes and
microglia within the spinal cord of Clcn3−/− mice at P21 and
P60 (Supplementary Figure 8; Figure 5). The identification of
reactive microglia in young and adult Clcn3−/− and in adult
Clcn4−/−, Clcn3E281Q/E281Q, and Clcn3E281Q/E281Q/Clcn4−/−

mice (Figure 5; and Figure 6) suggests that astrocytes and
microglia homeostasis critically depend on the presence of fully
competent, functional chloride transporters.

Chemokine ligand 2 is a chemotactic factor that attracts
monocytes, CD4+ T cells, natural killer cells, and dendritic cells
to sites of inflammation (Carr et al., 1994). Increased CCL2
expression following inflammation or injury attracts leukocytes
to mediate defense, cytokine release, and repair (Gschwandtner
et al., 2019). Higher CCL2 expression in DRG neurons, as
well as in the spinal cord, is associated with inflammatory
pain and hypersensitivity (Menetski et al., 2007; Illias et al.,
2018). We studied the effect of ClC-3-associated Cl−/H+

exchange on CCL2 expression levels in dorsal horn layers I–
IV and found that CCL2 levels were increased in Clcn3−/−,
Clcn4−/−, Clcn3E281Q/E281Q, and Clcn3E281Q/E281Q/Clcn4−/−

mice (Figures 5B,Dc, 6B,F). A recent report demonstrated that
CC12 is released via recycling endosomes and that changes in
endo-lysosomal ion transport directly stimulate CCL2 release
by promoting transfer through early and recycling endosomes
(Plesch et al., 2018). ClC-3 isoforms are found in different

organelles of the endo-lysosomal trafficking system, with ClC-
3c present in recycling endosomes (Guzman et al., 2015; Comini
et al., 2022). Taken together, our data suggest that impaired
endosomal Cl−/H+ exchange causes neuroinflammation and
pain in the Clcn3−/− mouse model via enhanced CCL2 release
triggering an inflammatory reaction.

Many ion channels are sorted via the secretory pathway
(Griffith, 2001; Swanwick et al., 2010; Capera et al., 2019)
and recycled via clathrin-mediated endocytosis (Okuse et al.,
2002; Liu et al., 2005; Swanwick et al., 2010; Conrad et al.,
2018, 2021). ClC-3 has clathrin-binding motifs in its amino
terminus (Zhao et al., 2007; Stauber and Jentsch, 2010) and,
thus, might facilitate the endocytosis of membrane proteins and
direct them to lysosomes (ClC-3b) or the recycling endosome
(ClC-3c) (Guzman et al., 2015, 2017; Comini et al., 2022). In
Clcn3E281Q/E281Q/Clcn4−/− mice, ClC-3-associated endosomal
Cl−/H+ exchange does not occur. In contrast, Clcn3E281Q/E281Q

animals have no obvious phenotype, likely because E281Q ClC-
3 can still interact with and direct ClC-4 to the recycling
endosome and lysosome (Guzman et al., 2017; Weinert et al.,
2020). There are no phenotypic alterations in Clcn4−/−, but
the lack of ClC-4 in the Clcn3E281Q/E281Q/Clcn4−/− mouse
caused a strong CNS phenotype (Figure 7), with degenerated
hippocampal CA1 and CA2 regions at the age, at which
neurodegeneration is starting in the Clcn3−/− mouse. Retinal
tissue appears to be more sensitive to reduced levels of Cl−/H+

transporters than the hippocampus. Whereas hippocampal

Frontiers in Cellular Neuroscience frontiersin.org

226

https://doi.org/10.3389/fncel.2022.920075
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-16-920075 August 18, 2022 Time: 16:0 # 18

Sierra-Marquez et al. 10.3389/fncel.2022.920075

regions are not affected in the Clcn3E281Q/E281Q, the reduced
thickness of retinal neuronal tissue in these animals already
evidences the tight dependency between the viability of the
neurons and Cl−/H+ transporters in this CNS region. Recently,
the Clcn3unc/unc knock-in mouse model was generated, carrying
the E224A mutation in the “gating glutamate” that uncouples
Cl− currents from H+ counter transport. Clcn3unc/unc mice
do not have a severe phenotype, but in Clcn3unc/unc/Clcn4−/−

animals hippocampal neurodegeneration can be seen in the
third postnatal week (Weinert et al., 2020). Data from the
Clcn3E281Q/E281Q/Clcn4−/− and Clcn3unc/unc/Clcn4−/− mouse
models reinforce the importance of ClC-3 Cl−/H+ transport
function for neuronal survival within the CNS in supraspinal
brain regions, such as the hippocampus and retina.

Ablation or mutation of the genes encoding CLC-
type Cl−/H+ exchangers has been linked to a variety of
neurodevelopmental syndromes. Patients with these syndromes
often have severe symptoms, thought to be caused by
disturbed endosomal ion homeostasis. Here, we identified ClC-
3-dependent cellular processes that are not coupled to its
ion-exchange mechanism but are instead linked to a possible
chaperone function. Our findings, summarized in Figure 8,
identified ClC-3 as an integral part of the molecular machinery
underlying age-related changes in neuronal sensitivity and
excitability. We also demonstrated that altered Cl−/H+

transport may modify chemokine release and, thus, regulate
inflammatory processes. Modulation of inflammatory responses
by CLC-type transporter functions may be responsible for
the severe phenotype of engineered animal models and may
contribute to symptom severity in patients with CLC-linked
neurological diseases.
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