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Extended Reality (XR) technologies are beginning to enter the mainstream and have the potential to change the way humans interact with computers on a global scale. As with all powerful tools, XR not only has the potential for enormous good, but also brings in a new set of challenges for policy to guide its innovation and development. This paper draws on a wide range of expertise from academia, research and development, and industry to collectively provide guiding principles for XR policy. The authors began discussions and developed a framework at a workshop at ACM SIGCHI 2024 and the ideas presented here are the result of debate, discussion, refinement, and offer next steps for the development of pervasive XR. We present three main principles for XR policy: Trust, Agency, and Inclusivity, along with a cross-cutting theme of Future-Proofing. Each principle is broken down and we offer example implementations. This paper aims to build upon previous work and efforts for fair and equitable XR for all, and further dialogue towards tangible changes in policy to help guide responsible innovation in virtual worlds.
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INTRODUCTION
The rapid advancement of Extended Reality (XR) technologies introduces new challenges that necessitate thoughtful policy development guiding its design and implementation. XR encompasses a spectrum of immersive three dimensional (3D) technologies, including: Virtual Reality (VR), where users are fully immersed in a virtual environment typically through a headset; Augmented Reality (AR), where virtual information is overlaid onto the physical world; and Mixed Reality (MR), which blends elements of both VR and AR, using the physical world to augment the virtual experience (Milgram and Kishino, 1994). The transformative potential of XR across industries like education (Lee et al., 2022), healthcare (Wang et al., 2022), warfare (Baughman, 2022), entertainment (Han et al., 2022), and gaming has been discussed extensively in recent years. However, today’s rapid technological advancements and high-profile investments have pushed XR towards the mainstream (Kang et al., 2024), meaning that we are at a critical juncture where these technologies are poised to enter daily life on an unprecedented scale (e.g., through the form factor of smart glasses).
Unlike traditional media interfaces, XR technologies directly mediate human perception through head mounted displays which track eye movements, map physical environments and overlay digital content onto reality (Milgram and Kishino, 1994). These hallmark features of XR - always-on cameras, biometric data collection and hyper-realism - exacerbate traditional 2D online harms, like harassment and abuse, racial inequality, dark patterns (design that draws on behavior models to add functionality not in the user’s best interest, see Gray et al., 2018), whilst presenting new challenges in the form of privacy, security and perceptual manipulation. Face, body, and environmental sensors used to track movements and reactions collect a vast amount of data that can reveal personal and private information about individuals and their private spaces, revealing deeply personal information about users’ emotional states, cognitive processes, and even medical conditions (e.g., Miller et al., 2020). The hyper-realism achievable in virtual worlds can blur the line between reality and simulation, raising essential questions about the authenticity of user experiences, and the power of these technologies for exploitation (Chalmers, 2022; Slater et al., 2020). Previous psychological research has demonstrated the lasting impact of realism of virtual environments on an individual’s emotional states, social beliefs, or behavioral abilities. These capabilities create dual potential: XR has been used effectively for therapeutic goals (e.g., phobia treatment; Freeman et al., 2017); cognitive training (Papaioannou et al., 2022), and to reduce social prejudice (Farmer and Maister, 2017), yet the same mechanisms could simultaneously be harnessed for less altruistic purposes, such as profiling in social VR (Tricomi et al., 2023), or manipulating virtual-physical perception for harm (Tseng et al., 2022).
Regulatory principles promote innovation while also placing conceptual guardrails for teams, helping industry professionals understand how to build future technologies for social good without only focusing on what to avoid (Stilgoe et al., 2013). Agreeing regulatory principles for XR technologies is necessary to help provide a blueprint for the future of XR development. Given the “unknown unknowns” inherent in this rapidly evolving space, principles are crucial for embedding “by-design” thinking into XR technologies and virtual worlds from the offset of product development. The regulatory principles explored in this paper can be used to guide more specific policy regulations, or more localized company principles. Currently, there is a lack of standardization across governments, companies, and independent research bodies as to what XR technologies should look like (Makamara and Adolph, 2022). Initiatives like the “XR Guild”1 motivate designers of XR products to adhere to self-developed ethical principles but address the individual, not the organizational or societal level. This lack of standardization applies to both technical standards and regulatory standards (Yang, 2023), with the exception of a very few initiatives like the XR Safety Initiative’s privacy and safety framework (XRSI, 2020), which provides a guidance on research, design and leadership for privacy in XR.
This paper develops principles upon which regulations could be built, focusing on minimizing the risks of these powerful new technologies, whilst simultaneously aiming to maximize their social benefits (Figure 1). These principles and associated ideas were generated through author collaboration at an interdisciplinary, multistakeholder workshop held at the annual ACM SIGCHI conference in 2024 (for the complete workshop proposal and schedule, see Richardson et al., 2024). We negotiated three primary principles upon which we agreed that future technologies should be built, to encourage responsible innovation within this area: i) trustworthy XR, ii) inclusion as a design process and framework, iii) agency and autonomy of users and non-users. We also embedded future-proofing across the principles with each principle focused on being sustainable, adaptable and flexible, with the integrity to best adapt to the unknown future direction of XR. The principles outlined in this paper focus on an idealized version of what the future could look like–a future defined by trust, agency, and inclusivity. While these principles do not offer an exhaustive roadmap for XR development, each step contributes to responsibly building the shared future we outline in this work.
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Principle 1: trustworthy XR
Trust manifests in various forms. At its core, trust refers to the assured reliance on the character, ability, strength and truth of someone or something (Merriam-Webster Dictionary, 2025). As Kroeger (2020) notes, all technology depends on trust by virtue of the fact that “technology” is defined by its complexity, with users not needing to know the precise workings, instead only expecting that opaque mechanisms will bring about desired outcomes. Whilst all technologies can be said to rely on trust mechanisms, XR technology faces particular vulnerabilities in terms of the uncertainties around the unique affordances posed by the technology. These include: unique privacy and security challenges associated with the vast capture and processing of sensitive biometric and spatial data, unique authenticity challenges associated with avatar representations and the origination of content, platform governance questions surrounding the use of data for emotion-recognition or behavioral prediction, psychological addiction, and finally significant gaps in understanding about the long and short-term effects of a technology which fundamentally aims to manipulate human perception. Creating trustworthy sociotechnical systems requires processes which reduce the need for “blind trust”, promoting transparency, accountability and reliability in the technology.
A fundamental factor required to instill and embed trust in sociotechnical systems is transparency - ensuring that operations of an XR system are visible and understandable to users. Transparency spans many important areas in XR technology, from advertising content disclosure, to research on the positive and negative longer-term impacts of technological use, and data handling practices. Fundamentally, transparency allows users and regulators to “look under the hood” and understand the power dynamics controlling XR technology.
One of the key challenges associated with embedding transparency into XR design is the difficulty in balancing user experiences with privacy, security and safety concerns. With XR experiences aiming to deliver fully immersive perceptual manipulations, requiring regular consent from users for the tracking of data (similar to Cookie notices online) fundamentally disrupts the intended purpose of the technology. Additionally, with XR being at the cutting edge of technological development, data that may be processed and collected today may in future become much more sensitive due to enhancements in artificial intelligence (AI) based tools for data processing capabilities. Whilst this challenge surrounding the increased capabilities of AI processing is present for other two dimensional (2D) technologies, the volume of data collected through XR systems for successful operation of the technology serves to multiply this risk significantly. Thus, design principles for responsible innovation in XR tread this challenging line between preparing for future advancements in technology, whilst simultaneously grappling with the business models and priorities of the current day.
Below we outline three key dimensions based on these dimensions: i) privacy and security challenges, ii) the authenticity of users and content, and iii) the longitudinal impacts of the technology.
First, a trustworthy system prioritizes privacy, protecting sensitive data and respecting both user and bystander confidentiality (Harborth and Pape, 2021). The convergence of immersive technology capabilities with inadequate transparency mechanisms creates visceral privacy violations where users' most intimate biometric, spatial, and behavioral data is collected continuously without their awareness or meaningful consent. Unlike conventional interfaces where data collection occurs through visible forms or clicks, XR devices continuously capture involuntary biometric data (e.g., eye movements, pupil dilation, micro-expressions, and body language) that users cannot consciously control or even perceive being collected (McGill, 2021; Plopski et al., 2022). The lack of conscious control or perceptibility of this tracking raises significant questions for transparency, in terms of how to educate, inform and ensure that users are aware and understand how the technology operates.
Additionally, the spatial mapping capabilities of AR devices create persistent 3D models of private spaces, capturing not just user data but environmental information about homes, workplaces, and bystanders without explicit consent mechanisms (O’Hagan et al., 2023; Syed et al., 2022). The collection of this significant volume of data presents challenges that extend beyond questions of individual-level privacy, and into collective challenges that must be addressed at a societal level (e.g., Abraham et al., 2024; McGill, 2021; Pahi and Schroeder, 2023). In addition to this, the enhancement of vulnerability of both users and bystanders, especially in terms of the potential misuse of the data (Corbett et al., 2024), continues to have profound impacts on marginalized communities who have historically been disproportionately harmed by data collection practices and privacy practices in the public and private sector (Electronic Privacy Information Center, 2024).
Whilst the importance of privacy and security within XR technologies is not contended, the appropriate implementation of these values comes with challenges and balances. For example, sensitive data is frequently used for identity authentication, e.g., using fingerprint technology to authorize digital payment systems. The key to privacy-preserving XR is to find the balance between privacy enhancing mechanisms and allowing the functionality of the device (Wilson et al., 2024). By prioritizing privacy early on in the development and the design of the technology, this can embed trust in XR systems whereby companies are transparent about the collection and handling of data and use clear data governance principles to guide the responsible collection, usage, and sharing of information.
Second, a trustworthy system promotes authenticity, verifying the validity of information and interactions. Authenticity in XR can be a difficult concept, as advances in the technology lead to greater “perceptual realism” (Slater et al., 2020) resulting in key philosophical questions regarding the “realness” of immersive experiences (Chalmers, 2022). Specifically, it is believed that in time AR will “empower users, communities, businesses, governments and others to alter, augment, diminish or otherwise mediate our perception of reality” (O’Hagan et al., 2023). The notion of authenticity therefore becomes confounded by an understanding of what “real” and “authentic” are in digitally enhanced experiences as presence and immersion might cause long-term effects on the user’s physical body and mental state (Krauss et al., 2024; Slater et al., 2020). Additionally, the real-time rendering of virtual objects in physical spaces through AR raises fundamental questions about content authenticity; lack of transparency about whether visual information originates from advertisers, platforms, other users, or malicious actors attempting perceptual manipulation is central to protecting the perceptual realities of users (Krauss et al., 2024).
At a fundamental level, there is a moral obligation that information and interactions within the metaverse can be relied upon to make judgments about the world or alternatively are delineated as for entertainment purposes only. Whilst some researchers have called for lower realism in virtual worlds, encouraging a stronger delineation between the real and the virtual (e.g., Colburn et al., 2024), here we propose the importance of transparency such that it is clear where information has originated (advertiser, platform, another user, etc.). In some cases, it is vitally important for the effective operating of the technology to successfully merge the real and virtual. For example, training simulations are likely more representative with realistic environments, whereas lower realism can reduce task complexity (Ragan et al., 2015); a key issue when using XR for simulating complex tasks. By prioritizing transparency, rather than reducing functionality, we can hope to maintain the benefits of realism in virtual worlds, whilst simultaneously acknowledging the potential of the technology to be co-opted for nefarious or anti-social purposes (for a more detailed discussion on the ethics of realism, see Slater et al., 2020).
Third, a trustworthy system is built upon evidence-based decision-making where policies and practices are grounded in reliable, scientifically-validated information rather than conjecture or bias. This is especially relevant when dealing with rapidly evolving XR technologies that offer powerful affordances like immersive sensory input, embodied interaction, real-time behavioral tracking, and spatially anchored experiences. Longitudinal and open research is critical to ensuring XR technologies are designed with evidence about their potential effects at the forefront. However, the rapid development of XR technologies makes longitudinal studies notoriously difficult, with hardware specifications and software updates changing between study waves. To address this, the field must embrace open science practices adapted to long-term designs, such as modular pre-registration, phased data sharing, and transparent reporting, to enhance replicability and guard against selective reporting (e.g., Petersen et al., 2024). Moreover, XR’s built-in data capture capabilities offer promising avenues for longitudinal tracking, provided that standardized, scalable frameworks are developed, and data usually held in industry silos is shared with independent researchers. It is only through sustained, methodologically rigorous longitudinal evidence can policymakers and practitioners ensure that XR’s immersive affordances translate into safe, effective, and equitable technology outcomes.
Principle 2: autonomy and agency in XR
Autonomy and agency ensure that users retain control over their immersive experiences and personal data. As XR technologies become more advanced and pervasive, the potential for manipulation and exploitation increases. This manipulation could take many different forms, including manipulating users towards decisions and choices that may not be in their best interests, manipulating users to purchase specific products, and perhaps more significantly a wider manipulation of sociopolitical realities (Krauss et al., 2024). As noted in the trust section, it is crucial to support transparent practices to protect both user interests and the shared integrity of cross-reality environments, with an increased focus on authentication and authenticity.
Building on the transparency requirements needed to instill trust as discussed above, autonomy and agency refers to the ability of users and non-users to make informed decisions and enact these decisions. One common example in this domain relates to the availability of clear opt-out choices for data tracking and storage, although other innovative personalization choices like control over how close other avatars can approach in VR settings or if one’s physical appearance can be digitally altered in AR settings, must be promoted and designed to ensure they are easy to use (Fiani et al., 2024). For the success of XR technology, users must be able to navigate and utilize virtual environments on their own terms. Individuals, whether they are users or non-users, should be given meaningful choices and setting options to personalize their own virtual experiences in relation to themselves, their environment, and others (users or non-users of XR). Examples of meaningful choices may include how users present themselves online, what data is collected on them and how it is used, as well as more specific options such as how close other individuals can approach (e.g., Meta’s personal boundary system) and how they can interact with each other.
In their 2025 review, Huang and colleagues focused on more domain specific examples of personalization through systematically evaluating current developments in personalized smart immersive XR environments (PSI-XR; Huang et al., 2025). They identified personalization options that span across multiple domains, including e-commerce, entertainment and art, education, sports and training, healthcare and avatar creation. Specifically, they note personalization opportunities such as games which incorporate user fears and responses, personalized healthcare virtual agents which respond and adapt to user inputs and personalized assistance in sports training which operate through evaluation of user motion. In their review, Huang also detail a number of data collection mechanisms and processing capabilities that can be used to enhance this personalization, including using eye-tracking and blinking to determine user attention and interest; facial expression recognition to capture emotional states and perceived difficulty; natural language processing (NLP) to understand users’ intentions, feedback and emotional state; and, physiological signals to assess stress. Whilst all these data collection and processing methods provide an incredible ability to personalize and change the immersive experience of the user, there is little discussion with regards to the agency of the user in determining how or whether their experience is being mediated by imperceptible bodily cues. If users are unaware of the personalization that is occurring within their own XR experiences, this opens the door for significant asymmetrical power imbalances between the users and developers of the technology.
XR technology should enable users to receive a valuable and enjoyable XR experience, independent of their choices. This includes that XR designers ensure that only designated users have access to appropriate or specific content and are aligned with the user’s needs and abilities (The XRSI Privacy and Safety Framework - X Reality Safety Intelligence (XRSI), n. d.). Thus, protected user groups may have different choices from the beginning on. Other examples include vision-based personal settings, such as the ability to choose if the surrounding world is either “passed through” as the background of the XR application or if the virtual environment fully envelopes the user. Socio-economical aspects of incorporating and repurposing physical or virtual property as well as public or private spaces need to be considered in this regard, to ensure the autonomy of non-users in XR experiences (Carter and Egliston, 2020).
It is essential to strike a delicate balance between offering users automated methods to protect their privacy, safety, and security, while also preserving their agency to make informed decisions. For instance, in a recent study by Fiani et al. on automated embodied moderation for safeguarding children in Social VR, parents, children, and experts in child psychology and online safety emphasized the critical importance of maintaining children’s agency when developing automated tools to combat harassment in social VR environments (Fiani et al., 2024). Ensuring that users have both the tools and the freedom to navigate XR environments on their terms is fundamental to fostering a safe, equitable, and empowering digital future.
Additionally, at the more extreme end of setting options is the ability to opt in or opt out of different aspects of the technology, especially for non-users or bystanders of the technology. Whilst it is commonly accepted that opting out of particular features is likely to alter the immersive experience, e.g., choosing not to share detailed motion data may affect embodiment processes, innovative solutions should be developed to address legitimate user concerns whilst maximizing user experience (i.e., storing motion data locally, rather than transferring the data to a third party). Of note, whilst users of XR technologies may have consented to using the technology (whether actively or through passively accepting terms of service), bystanders do not have control over others’ usage, despite the fact they may be being inadvertently surveilled or included in XR experiences (e.g., as a live canvas). Whilst similar concerns have arisen in the use of other Internet of Things technologies–e.g., smart doorbells tracking the movements of passersby–XR, and particularly AR, devices pose a more significant threat to bystander privacy by virtue of the unbounded social context in which AR devices may be used, and the power of the AR headset user to utilize bystander data in real-time (e.g., revealing insights about the bystander; O’Hagan et al., 2022).
Agency concerns not only what individuals can do when using XR technologies, but also who they can be. Self-presentation and virtual representation are key to promoting agency and autonomy as they allow individuals to choose digital representations that enable authentic self-expression. In virtual worlds, avatars act as users’ interfaces, embodying expressions and movements, and commonly serving as an extension of self (Manninen and Kujanpaa, 2007). As a result, individuals often develop strong emotional attachments to their avatars (e.g., Cork et al., 2025). Importantly, research on the Proteus effect has demonstrated how behavior and self-perception can be influenced by the characteristics and appearances of avatar representations (e.g., Yee and Bailenson, 2007). In turn then, it is psychologically important for users to have autonomy and agency over how they present themselves in virtual spaces.
Additionally, XR technologies offer considerable creativity in self-presentation, enabling experimentation with gender expression, the choice to conceal or disclose certain features, or the decision to make visible features or disabilities that are usually invisible (e.g., autism; (Freeman and Maloney, 2021). Whilst the extent of customization in XR environments may vary depending on the context: for instance, workplaces might mandate that employees use realistic representations of themselves for professional integrity, whereas social platforms might encourage users to experiment more freely with their avatars, it is important that users are able to selectively convey their identity and navigate their own personal privacy boundaries.
One of the key challenges within discussions of consent and agency in XR technologies relates to situations where users may not be acting in their own best interests. For instance, users might turn to these immersive technologies as an escape from their reality, leading to problematic patterns of overuse or excessive reliance on virtual environments. This raises ethical questions about the responsibility of developers and regulators in protecting vulnerable users from potential harm. While it is important to respect individuals' choices and autonomy, there must also be safeguards in place to prevent exploitation and ensure that users are not encouraged to engage in self-destructive behaviors. This may involve incentivizing business models that are not dependent on maintaining attention. By attempting to align commercial interests with wider individual and societal benefits, it may be possible to establish a new blueprint for XR technologies that builds upon and learns from the challenges faced by Web 2.0 technologies. Importantly, balancing the freedom to explore XR experiences with protective measures against addiction and psychological harm is a complex but necessary aspect of the ongoing discourse on consent and agency in the digital age.
Principle 3: inclusive design
XR technologies are currently at a pivotal point, where new iterations of devices are novel and large design changes are being implemented rapidly, such as built in face and eye tracking, or reduced form factors in smart glasses for augmented reality. This pivotal point presents an opportunity to design for inclusion and accessibility as a fundamental component, rather than an adaptation that is added on later for devices such as smartphones (Mott et al., 2019). At its heart, accessibility is all about creating options for users and anticipating their distinct needs, such that users do not need to generate their own solutions to participate in and benefit from XR experiences. For example, for users with vision-impairments, presenting immersion options that rely instead on tactile, auditory or visual feedback could allow users to participate and use XR technology without feeling that their experience is sub-optimal, or feeling that they need to be responsible for finding alternative options.
XR devices, particularly those targeting augmented or mixed realities, have incredible potential not only to be designed for inclusion and accessibility from the outset but also to act as general-purpose assistive devices for users. For example, XR can display live subtitles or speech bubbles as people around a deaf user communicate or convert the real environment into a high-contrast version for users with low vision. Such features could transform daily experiences for users with disabilities, making the world more navigable and interactive for everyone. Furthermore, because each person’s XR is personal, it is possible for individuals to have access to different levels of information depending on their individual needs. This is a tricky area for policymakers to navigate as different people may require different amounts of data from others to meet their accessibility needs. In the deaf-user example, this would require voice recognition and real-time transcription from AI to implement, but bystanders may not consent to such mass recording. It is worth mentioning that previous work has examined preferences of the public regarding recording for accessibility, and generally this is accepted, if the purpose is for accessibility and conveying only information that a sighted person would have access to (Ahmed et al., 2018). In terms of practical implementation, this might take the form of opting-in to allow your voice to be recognized specifically for the purpose of others’ accessibility, or having XR devices prompt to allow permission if there is an individual nearby who requests audio transcription. A 2022 white paper on the ethics of XR development goes into more detail regarding aforementioned inclusion designs and recommendations (Fox and Thornton, 2022).
While inclusion and accessibility often feature as key principles in other policy frameworks (e.g., Dick, 2021), they are not yet embedded as fundamental within design processes. For example, VR developers reported that they had no experience implementing accessibility features when designing a project, nor were they aware of relevant accessibility guidelines to follow when designing VR products (Zhao et al., 2019). This gap highlights a critical need for structured policies and educational initiatives to ensure developers are equipped to create inclusive technologies.
There are many antecedents to ensuring accessibility and inclusivity even before considering XR design, all of which are sociotechnological or socioeconomic issues in their own right, and beyond the XR focus of this present paper. However, it is worth briefly touching on the main ones, to acknowledge that a society cannot implement an inclusive and accessible XR without first addressing these issues. High-speed internet is a critical infrastructure for XR technology, and its availability is often taken for granted in many places. However, there are significant disparities in internet access worldwide. If XR becomes pervasive in the same way smartphones have, internet infrastructure will need to be upgraded in many regions. Without such upgrades, a power imbalance will emerge between areas with easy access to high-speed internet and those without. This imbalance is already present but will be exacerbated when technology modulates perception of the physical world. Current disparities will become more pronounced, affecting not just access to technology but also education, economic opportunities, and social inclusion. Device cost is another major factor, as XR devices, mobile computing, or computing in general is expensive and cannot be afforded by all. The cost of technology does tend to decrease over time. So, while the cost of brand new, state-of-the-art devices will be initially high, previous iterations of devices become cheaper and retain useful functionality and provide access to XR at a lower cost. This is a sociotechnical balance that exists today, but as with many of the examples in this document, when the dominate technology influences our actual perception of the world, any imbalance of access will be greatly exacerbated. Key to the inclusive design of XR technology is the need for equity and fairness. Diverse design teams and user-centered design approaches that involve diverse users and stakeholders are essential to reduce design bias. An inclusive XR technology that is fair and equitable has the potential to serve the broader population and enhance equity with society by providing additional support and connectivity to those who are presently underserved and/or marginalized. XR (both software and hardware) should be designed and implemented to suit everyone who chooses to use it. A key feature of the Principle of Inclusion is that it should be built into XR from the outset, rather than added post hoc, as is often the trend with innovating technology (Brulé et al., 2019; Botelho, 2021). Furthermore, it is already the case that certain technology is required to actively participate in social norms, such as two-factor authentication and email, and to a lesser extent, social media (Robertson et al., 2023). As a more powerful technology, discrepancy in access to devices or software may prompt inequity. Therefore, policy should legislate for fair and equal access to XR and provide grants or support for communities that need it.
An inclusive XR technology must have cultural specificity. The XR research and development fields are predominantly M-WEIRD (Male, Western, Educated, Industrialized, Rich, and Democratic) (Henrich et al., 2010; Peck et al., 2021). XR is generally developed by M-WEIRD researchers and engineers and tested and evaluated on M-WEIRD participants (Linxen et al., 2021; Peck et al., 2020; Seaborn et al., 2023), despite this group representing a minority in terms of the global population. To make XR technology inclusive, it is important that policy frameworks encourage diverse representation in development teams and consider cultural contexts in design and implementation. This means actively involving individuals from varied backgrounds and ensuring that XR applications are adaptable to different cultural norms and practices.
Inclusive XR technology must conform to the highest standard of human rights. The Universal Declaration of Human Rights (UDHR), established by the United Nations, provides a common standard for individual rights and has been globally adopted and integrated into most major constitutions and treaties (Countries OHCHR, 2025). However, there is no complete consensus on human rights standards, leading to regional and global differences (Ahdanisa and Rothman, 2021). XR technologies, by increasing global interpersonal connections, could amplify these disparities. There is ongoing debate about whether XR requires its own declaration of human rights or if existing conventions can be applied (Charamba, 2022; Cobansoy Hizel, 2023). Therefore, XR policy should consider both the fundamental principles of the UDHR and the potential for varying implementations of these rights worldwide.
An inclusive XR technology must promote societal wellbeing, and contribute to health, education and quality of life for all. If XR becomes a pervasive form of media and imbedded in society, it is crucial that it enhances society and increases wellbeing across multiple sectors. As with smartphone technology, XR has the potential to influence societal wellbeing in both directions, and it is the role of policy to protect against bad consequences. Like smartphones, XR can offer people greater access to exercise, health metrics and meditation, and increase connectivity between loved ones (Fertleman et al., 2018; Navarro-Haro et al., 2017; Noah and Das, 2021), but also increase stress, cause negative experiences, and spread online toxicity (Lavoie et al., 2021; Wiederhold, 2022).
Inclusive XR technology must be democratic and include a wide range of voices and experiences in decision making processes, including those from traditionally disadvantaged backgrounds and groups. Focus groups, participatory workshops and working groups, and public engagement activities can help ensure that the development and use of XR is democratic for all. Policy should provide frameworks for accountability to ensure that XR is for all and maintain transparent decision-making processes.
An inclusive XR technology must be collaborative. The development of XR technology should be a collaborative process, involving stakeholders from different domains, including government, industry, academia, and the public. Collaboration is key to responsible innovation and to ensure the usability of XR applications for all. Through collaborative design and development, stakeholders can address technical, ethical, and social challenges more effectively. For example, partnerships between industrial and educational institutions can lead to the development of applications that improve learning for students (Alnagrat et al., 2022), while collaboration with healthcare providers can result in applications that support patients and providers (Ahmad et al., 2023).
An inclusive XR technology should be designed for public utility. XR also has the potential to improve government-citizen connectivity and open space for greater collaborations in public services. For example, virtual and augmented reality is already used to help visualize planning for building projects (Ergun et al., 2019). Virtual reality is also already used for training and could be extended to real time emergency skill training, such as basic first aid (Yigitbas et al., 2019). Policy can support XR development for public utility by prioritizing funding that serves the public, and by acting as an early adopter of XR technology, governments can align the trajectory of development for one that is accessible by design and maximize the positive benefits of a connected pro-social XR community (Dick, 2021).
An inclusive XR technology must be non-discriminative and aim to provide equal access for developers and users, regardless of background, identity, or circumstances. In short, XR technology must be intersectional to work against matrices of domination in virtual worlds (Crenshaw, 1991). Non-immersive virtual worlds, such as social media, provide both access to wider communities and connection within groups but can also cause friction and conflict between groups (Verduyn et al., 2017). Policies have already been implemented to attempt to reduce online harm (Online Safety, 2023), but online harms are still present across a wide array of online interactions. Discrimination has been reported in existing immersive virtual worlds (Blackwell et al., 2019; Wiederhold, 2022), and as XR continues to grow there is the potential for more harms online.
An essential aspect of inclusive design in XR technologies is ensuring that vulnerable populations, such as children, are adequately protected and can safely navigate these environments. A study by Fiani et al. (2023) explores how children and their guardians perceive the use of a simulated embodied moderating system in social virtual reality. Their findings highlight the importance of designing moderation systems that not only protect children from harm but also respect their autonomy and agency and keep their guardians in the loop. There is a need for XR environments to include child-friendly features and moderation tools that are both effective and aligned with the values and expectations of their guardians.
Future-proofing
The purpose of these principles for policy of XR is to help governments and policymakers get ahead of the trend and be proactive rather than reactive. Over the last 3 decades, each major development in dominant social technology (e.g., internet for the general public, mobile computing, AI) has created new and unique challenges that policy and law have yet to be equipped to govern due to their rapid developments. As policy implementation has been catching up with the technology, this often means that harm occurs to certain users before a safety net is in place, or alternatively, that users feel that freedoms are being removed as policy comes into effect. With technologies such as XR and AI that are orders of magnitude more powerful than mobile computing or the internet, it is critical that policy preempts these fallibilities and legislates early, to aid developers and users to create XR that is trustworthy, inclusive, and agentic. As it is impossible for us to know exactly how the technical landscape will progress, these principles must be futureproof. We see three main components that bind and underpin these principles, if they are to be futureproof. Each of these components can be seen as overarching and relevant to all the principles documented thus far, and without which, would undermine the foundations of each principle.
XR must be sustainable. Interestingly, XR technologies have the potential to aid global sustainability by offering an option for remote participation in meetings, events, and other types of international travel that are both financially and environmentally costly (Lo et al., 2024), while maintaining the benefits from in person meetings, in a way that current online meetings fail to provide (Nesher Shoshan and Wehrt, 2022). XR can also help sustainability education, allowing school classes to journey around the world without actually leaving the class (Prisille and Ellerbrake, 2020). However, the massive demand on power consumption to drive a pervasive XR also has the potential to harm sustainability. Already, the increased use in AI technology is driving up power and water consumption (Georgiou et al., 2022; Schwartz et al., 2020). XR would likely increase the demand for such resources, due to video rendering and streaming, and the likelihood of AI technologies being embedded in XR (Cai et al., 2022). Policy can help ensure that XR is sustainable by encouraging economical algorithms, down rendering when not necessary, and supporting environmentally friendly infrastructure and renewable energy sources.
XR technology and development must have integrity. If everyday interactions happen through this technology, not only remotely, but also in person and capturing data about bystanders, it is critical that suppliers respect the users and protect their data.
For XR policy to meet the demands of the developing technological landscape, it needs to be adaptable and flexible, but without being overly generic or lacking specificity. This is an incredibly difficult balance to strike. By focusing on principles-led regulations rather than rules-based regulations, this enables a level of flexibility that can adapt to changes within the sociotechnical system.
ACTIONABLE INSIGHTS
To address the growing complexity of trust, inclusivity and agency in XR technologies, we propose a set of actionable insights that span key stakeholder groups, including educators, policymakers, designers, industry leaders, users and community networks. XR technologies must be understood as embedded within a broader sociotechnical system, where responsibility for their ethical development and deployment is a shared responsibility. As XR technologies become more widely adopted, educators, innovators and independent regulatory bodies need to work together to ensure that the technology is equitable. This involves designing for more than just the “average” user. Rather, a multifaceted approach to ingraining inclusive design should focus on a combination of industry-led, public-led, policy-led and community-led activism and initiatives. The XRGuild2 is one example of such an initiative, where XR developers (including students and academics) share the same values, and ethical principles, and discuss processes towards inclusive XR technologies. XRSI3 (Extended Reality Safety Intelligence) is a “non-profit organization developing a community-led approach establishing standards, requirements and policies for safe and inclusive XR ecosystems”. However, it is still unclear how these guidelines find their way into research and development of XR technologies. Below, we outline implementation guidelines to realize inclusive, trustworthy, and socially responsible XR technologies.
Protocols and standards for privacy preservation and protection
At the core of trustworthy XR is privacy by design, bolstered by proactive design solutions including privacy enhancing technologies (PETs) such as differential privacy, homomorphic encryption, and system-level rendering techniques that enable systems to produce 3D immersive environments while processing data locally. Apple Vision Pro’s R1 chip architecture demonstrates viable on-device computation that never transmits eye-tracking data externally. The XR Safety Initiative’s Privacy Framework Version 1.0 (XRSI, 2020) provides regulation-agnostic baseline standards incorporating General Data Protection Regulation (GDPR) and Children’s Online Privacy Protection Act (COPPA) requirements, offering a shared language for developers transparently categorizing and disclosing sensitive data. Implementation metrics should track: privacy-by-design certification rates, biometric data breach frequencies, and user consent comprehension scores.
One type of regulation that may promote innovative design is focusing on XR’s business models. By regulating the reach or prominence of advertisements in XR, whilst simultaneously offering incentives for business models that promote societal benefits, it may be possible to financially incentivize technology companies to work with people and their best interests, rather than against them. For example, governments could provide tax incentives or credits to companies that develop XR technologies that enable users to personalize their content, or those with specific safety and accessibility features. Alternatively, independent grants or funding could be allocated to the research and development of user priorities and XR safety. Metrics used to measure the success of tax-based incentives could include the number and percentage of companies receiving tax benefits for safe XR technology development, or the total amount of tax benefits utilized per fiscal year. Additional economic metrics could include grants applied for or awarded, and the number of successful innovations that have stemmed from independent safety-oriented grants.
Mandated assessments, audits and disclosure requirements
Building on the XR Association’s 2023–2024 policy framework calling for flexible and accountable governance, mandated rigorous testing and safety assessments must address the unique risks and challenges posed by XR technologies. However, research analysing 11,923 V R app policies found significant disclosure gaps between practices employed by technology companies and their stated policies (Zhan et al., 2024). Therefore, future implementation should require standardized biometric data disclosure templates with transparency ratings displayed prominently in app stores. Additional disclosure requirements could centre around “reality watermarks” for AR content, distinguishing between platform-generated, advertiser-placed, and user-created virtual objects, or authenticity markers for avatars–indicating human vs. AI control, real-time vs. pre-recorded motion, enhanced vs. natural expressions (Linxen et al., 2021).
Public-private partnerships
To further the evidence base behind ethical XR, collaboration between technology companies, academia, and government agencies to develop best practices, guidelines, and research on safer XR technologies. This could include creating public databases of anonymized longitudinal health data from XR usage (similar to UK Biobank databases) to enable independent and accurate research on longer-term effects of technology use. These partnerships could involve funding initiatives for research into the impacts of XR on mental health and wellbeing. The Future of Privacy Forum’s 2024 XR privacy analysis and XRSI’s multi-stakeholder approach demonstrate viable partnership frameworks. The results from these collaborative initiatives would be used to develop evidence-based ethical guidelines. The success of these partnerships could be measured through the number of research outputs (e.g., papers, patents) resulting from the partnerships, or impact outcomes of the partnerships.
Education and digital literacy
Inclusive awareness campaigns, fostering digital literacy and incentivizing users to make informed choices, are essential to both ethical XR development and safe XR adoption. Awareness campaigns should reach all users, including children, parents, teachers, adults and possible bystanders, offering clearly communicated advice on XR risks and personal controls. These campaigns should teach users how they can personalize their experience to serve themselves, for example, focusing on how to change settings to achieve one’s goals. This would empower citizens to make informed choices about how they can benefit from the technology on their own terms, rather than on the terms of technology companies or other users. Previous initiatives such Consentful Tech4 have been successful in communicating complex technical recommendations and ideas in concise and educational formats. The success of digital literacy campaigns could be measured through involvement in citizen science and user participation research, adoption rates for consent tools and brand loyalty metrics.
Industry-led diversity, equity, and inclusion (DEI) initiatives
DEI initiatives should be industry-led, working cooperatively with diverse groups from around the world and bringing them into the creation processes from the design phase to incorporate and reflect their perspectives and needs. Given the power and potential of XR, policy discourse should be democratized to engage broad publics in shaping the future of XR. For example, XRI5 (XR Inclusion) is a democratic, volunteer-based initiative led by a diverse and global group of XR professionals, diversity and inclusion experts, lawyers, human resource professionals, artists, researchers, and other passionate individuals. XRI gathers, organizes and shares key information and resources to support diversity, equity and inclusion in the XR industry. They work to measure the problems that exist, then develop strategies and initiatives to eliminate them.
It has been suggested that there is currently a lack of comprehensive knowledge surrounding accessibility requirements within design teams in industrial settings. We suggest mandated training to promote understanding of how XR technologies can be designed with awareness of accessibility needs from the beginning. Ideally, this training would encourage incorporating accessibility requirements which extend beyond just minimum standards, and in turn lead to the identification of innovations that benefit all users.
Independent governing body
Modeled on the European Union (EU) AI Act’s tiered risk approach, we suggest the introduction of an independent governing body to oversee the implementation and development of XR technologies, and established a tiered risk classification approach. Importantly, this body should consist of members from a diverse constituency and include both experts and non-experts to ensure that a diverse range of viewpoints are considered in the governance and development of XR. For example, the XR Association6 brings together experts, researchers, developers, and other key stakeholders across fields, to collaborate on the future of XR industry including responsible development, best practices, and XR’s potential. In addition, they also work to educate partners, governments, researchers, and the public about XR, including efforts to anticipate and mitigate challenges in the responsible development and deployment of XR technology. However, the XR Association lacks regulatory authority; formalization similar to the Food and Drug Administration (FDA) for medical devices, or the Federal Communications Commission (FCC) for telecommunications technologies is a key next step in XR development.
Collective and community action
In addition to formal educational campaigns, grass-roots activist efforts involving journalists, cultural workers, and artists are needed to raise general awareness of the technology’s potential and benefits and promote good practices. Such community action can establish social norms that define expectations for XR environments. Across Europe, the Realities in Transition (RiT) project brings together a creative and activist XR community through residencies, XR camps, open-source tools, and a collaborative white paper. These efforts nurture inclusive, sustainable, and socially impactful XR creation, expanding access to diverse voices in immersive storytelling. Beyond institutional initiatives, community-anchored projects grounded in place-based engagement, such as the Thamien Ohlone AR Tour, illustrate how XR can be deployed to empower Indigenous and marginalized communities to tell their own stories and assert narrative sovereignty through immersive, site-specific storytelling.
These initiatives help individuals access and use these new technologies safely, whilst supported by knowledgeable others who can assist them. Importantly, by focusing on community-led campaigns, individuals can become empowered to understand and campaign for what is in their best interests. For example, through setting out the appropriate expectations of XR environments, users may come to expect ownership of their data, or that companies will not use manipulative strategies, or that time-based controls are implemented by default. By supporting collective XR experiences, fostering multi-disciplinary collaboration, and promoting normative expectations around data ownership and non-manipulative systems, grassroots efforts can influence how XR is adopted and governed. Importantly, they help ensure that future users are informed and can thus demand inclusive, ethical controls as a prerequisite for widespread XR adoption.
In summary, fostering trust, inclusion and agency in XR demands a multi-layered strategy: integrating privacy-preserving design and standards (like XR Privacy Framework and XRSI frameworks), ensuring rigorous safety testing, building inclusive governance structures, enabling regulatory and economic incentives for ethical design, driving public education, and supporting community advocacy. Together, these initiatives form a resilient foundation for XR ecosystems aligned with democratic values, accessibility, and shared wellbeing.
CONCLUSION
XR technology is developing rapidly but is not yet widely adopted. XR, in combination with AI, has the potential to be enormously disruptive to the current technical status quo. Whilst AI regulation has received a great deal of attention over the past few years, XR regulation has fallen out of the regulatory spotlight. In order to help policymakers start considering suitable policy for XR, we gathered together as a group of experts from academia, research, and industry to generate underlying principles for XR policy. Together through group discussion, workshops, and review and reintegration, we generated three primary principles: trustworthy XR, agency, and inclusivity. These principles are held together with the underpinning shared components of ‘future-proofing’: sustainability, integrity, and adaptability. These principles offer a basis for policymakers to commence discussion from, and drawing on previous policy implementation frameworks, we suggest several promising actions to take forward for future consideration. Exploring the creation of independent governing bodies, standardizing disclosure and privacy requirements, and fostering community collaborative groups may provide a strong framework for responsible, user-driven innovation. Carefully managed public-private partnerships can further support pro-social applications of XR. Looking toward the long-term, developing clear protocols and procedures for privacy and protection will help ensure that rapid technological advancements are accounted for, while keeping policy agile enough to foster innovation and safeguard XR for all.
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