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Immersive environments enable people to share a workspace in a more spatial
and embodied manner than traditional desktop collaboration platforms.
However, it remains unclear whether such differences support collaborators in
sharing information to build mutual understanding during sensemaking. To
investigate this, we conducted a wuser study with groups of four
participants—each given exclusive starting information—using mind maps as a
medium for information sharing and collaborative sensemaking. Participants
used both the VR and desktop systems we developed to complete
sensemaking tasks. Our results reveal that the primary focuses of mind-
mapping activities differed between VR and desktop: participants in VR
engaged more in problem solving, whereas on desktop they concentrated
more on mind map organisation. We synthesise our results from post hoc
analysis, observations and subjective feedback, and attribute the discrepancies
to the fundamental distinctions between the affordances of traditional desktop
tools and embodied presence and interactions in VR. We therefore suggest
additional features that facilitate mind map authoring and organisation such as
automatic mechanisms be considered essential in future immersive mind-
mapping systems.
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1 Introduction

During collaboration, people often use tools like whiteboards to externalise their
cognitive processes by creating mind maps for sensemaking (Bystrova and Larionova,
2015). Mind maps are graphical representations that use nodes and links to depict the
relationships between knowledge elements (Faste and Lin, 2012; Tolman, 1948). In this way,
mind maps enhance human perception and working memory (Stoyanov and Kommers,
2006; Sarker et al., 2008), and facilitate communication and information synthesis with
others to achieve shared understanding (Faste, 1997; Mahyar and Tory, 2014).

Digital mind-mapping tools such as Miro', together with video conferencing, offer a
replacement for whiteboards that can work in online collaborative contexts. However, these
desktop-based platforms lack the physical presence and spatial embodiment of face-to-face
activities, which have been shown to benefit data understanding and improve group

1 https://miro.com/
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FIGURE 1

Setup of the desktop (a—e) and VR (f—k) conditions. Participants had 2D “hat” avatars on desktop and 3D embodied avatars in VR. Name tags were
visible in the study (hidden here for anonymity). Communication was supported on desktop by video conferencing (omitted in the figure) and with
headset mic/audio in VR. Individual images show mind maps created by study participants to solve crime puzzles. A variety of behaviours were observed
across groups. For example, one group (G4) created all notes first and then sorted them by type before linking them to create the mind map, in both
desktop (b,c) and VR (f,g). G3 initially created separate mind maps in VR (i) and also started with separate mind maps in the desktop condition but later
merged them into one (e), while G2 created one mind map from the start in both conditions (a,j). G5 participants used 2D panels for different egocentric
mind maps (h), and G8 participants used a 2D panel to keep “important” information (k).

awareness (Andrews et al., 2010; Jacob et al., 2008; Wagner Filho
et al,, 2019). Virtual Reality (VR) technology can afford spatial
presence and embodied interactions that are more reminiscent of in-
person experiences than desktop interfaces (Witmer and Singer,
1998), and participants have been found to be more active in VR
than with 2D desktop collaboration tools (Yang et al., 2022). Such an
immersive environment of VR has been suggested to offer “a space
to focus” during sensemaking (Lisle et al., 2023), and can offer a
more natural and engaging space for collaboration (Raja et al., 2004).

Despite the potential, it remains unknown if immersive
environments and embodied presence can provide benefits for
mind mapping to facilitate shared understanding. Little research
has been performed on mind-mapping tools in VR. Two studies
(Kutdk et al., 2019; Miyasugi et al., 2017) have been conducted on
mind map construction for brainstorming with pairs of users, but
their studies mainly focused on functionality and usability evaluation.
“Post-post It” is a mind map system demonstrating novel gesture-
based interaction (Lee et al., 2021), but it is only for single-users.

In this paper, we address the research question will spatial
presence and embodied mind map visualisations and interactions
in VR facilitate knowledge sharing in collaborative sensemaking
compared to a traditional 2D desktop interface? We conducted a
study with groups of four participants using mind maps to integrate
distributed information, develop working strategies, support their
discussions and help them make sensemaking decisions for crime
puzzles (Stanford and Stanford, 1969; Wozniak et al., 2016).

We developed equivalent mind map systems for both desktop
and VR environments, ensuring their functionality was as similar as
possible (see Figure 1).> The basic functionality of the system was

2 An early, work-in-progress presentation of our system and study was
presented in a poster (Yang et al., 2024), see an anonymised version in the

Supplementary Material S1.
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designed to encourage embodied sensemaking. Participants drag
keywords and phrases from the text of provided clues on their
clipboards to create notes in the environment. They can then link
these notes as mind maps to externalise their reasoning process. We
use a Rapid Iterative Testing and Evaluation (RITE) methodology
(Medlock et al., 2005) involving four iterations with two groups of
four participants at each iteration (32 participants in total).

Analysis was both quantitative and qualitative across a range of
measures as described in Section 5 and Section 6. We developed a set
of metrics to assess the produced mind maps, measure the
collaborative activities, and analyse the conversation and
action data.

Our results show that, participants took advantage of easy
concurrent navigation to view and discuss mind maps together in
VR, but put more effort into organising mind maps and grouping
related information on desktop. Moreover, participants fully used the
immersive space and produced 3D mind maps in VR. The different
nature of 2D and 3D space leads to more mind map arrangement to
avoid overlaps on desktop than VR (where overlap can easily be
resolved by changing the view angle). Also, VR was preferred over
desktop, and as expected, VR received higher engagement and social
presence ratings than desktop. However, participants tended to
recreate duplicated mind map elements in VR rather than merging
and arranging mind maps as they did on desktop. Subsequently, they
produced less complete and more redundant mind maps in VR than
desktop, which were also considered less readable, leading to more
verbal information exchange and debates. We therefore argue that,
while VR environments offer certain benefits over desktop, to better
support knowledge sharing additional features that facilitate mind
map organisation such as automatic arrangement mechanisms should
be employed in future immersive mind mapping systems.

This work provides several contributions:

e The first user study comparing collaborative visual mind-
mapping for sensemaking in VR and desktop conditions
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(Section 4), and the first to show the different behaviours of
participants in VR and desktop when being forced to share
and integrate information for (Section
5, Section 6);

e VR and desktop mind-mapping systems and interactions

sensemaking

iteratively designed to support collaborative sensemaking,
with novel features to enhance collaboration, such as “clone
indicator” and immersive gamification elements (Section 3);
e Design implication that suggests automatic mind map
authoring design should be employed in immersive mind

mapping  systems to facilitate easy  knowledge
sharing (Section 7).
2 Related work
2.1 Mind-mapping in collaboration
Desktop-based  digital ~mind-mapping tools reproduce

traditional mind maps drawn on paper or whiteboards and can
display users’ editing in real-time, allowing the thinking process to
be distributed among collaborators (Ang et al, 2010). VizCept
(Chung et al, 2010) demonstrated that a shared mind-mapping
diagram enhances the finding of entity relationships during
collaborative text data analysis. Balakrishnan et al. (2008) showed
that editable better supported
collaboration and provoked more discussion than view-only and

shared network diagrams

no-diagram conditions. Goyal et al. (2014) found that the analysts
with mind maps for information sharing in collaboration performed
better and remembered more information than those without.
KTGraph (Zhao et al, 2017) demonstrated that a knowledge
map-based analytic system with handoff annotations and
interaction playback facilitated group awareness in an
asynchronous collaborative scenario.

VR techniques allow the construction of mind maps in
immersive environments. VERITAS (Sims and Karnik, 2021)
proved the learnability of VR and that novice users were able to
effectively build mind maps in the 3D space. Lee et al. (2021)
demonstrated a VR system that used smartphone input for
writing on post-it notes, which are then connected with hand-
drawn links to construct mind maps. A few systems allow the
collaborative construction of mind maps in immersive spaces.
Miyasugi et al. (2017) presented a multi-user VR mind-mapping
tool that used voice recognition and hand gestures for mind map
editing. They compared this system to desktop-based mind-
mapping software for an editing task with two pairs of
participants. They found the desktop system got a better rating
on usability, while the VR system had higher scores on memorability
and preference. Kutdk et al. (2019) created a similar VR mind-
mapping system but with controllers as input, a 2D canvas and an
additional voting function. They conducted a usability testing with
16 pairs of participants. Tong et al. (2023) developed an asymmetric
collaborative mind map system and conducted two user studies.
Their findings showed that PC users perceived less mental demand
in the PC-VR than in the PC-PC
symmetric setting.

asymmetric  setting

While there is abundant evidence to confirm that conventional
desktop mind map tools facilitate collaboration among users, the
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value of immersive mind maps for knowledge sharing and
collaborative thinking remains underexplored. We conduct
studies to fill this gap by comparing a VR mind mapping system
against a desktop system to investigate this value.

2.2 Spatial sensemaking with mind maps

Spatial sensemaking is where space is used to arrange visual cues
and can benefit from large- or multi-display environments as these
provide more “space to think” (Andrews et al., 2010). Mind maps
can be used to externalise mental models of information structures
in a way that supports visual spatial sensemaking. Various spatial
organisation strategies of mind maps were identified, such as
clusters, lists and timelines on a vertical large display (Andrews
and North, 2012). Fisher et al. (2012) conducted a study that asked
participants to collaborate asynchronously to construct knowledge
maps for web search results and found that spatial layouts played an
important role in achieving common ground without direct
communication. Waldner et al. (2021) developed an observation
mind map that provided users with flexible spatial arrangements and
allowed them to link the nodes in mind maps to the source
documents, which effectively reduced information fragments.

Studies of immersive visualisation systems have found that
participants mainly used the space around them to organise
information (Batch et al., 2019; Satriadi et al., 2020; Lee et al,,
20205 Lisle et al., 2021). For image grouping tasks, Luo et al. (2022)
found that the arrangement of physical surroundings and furniture
impacted the placement of images in and Yang et al. (2022) found
that the spatial organisations of images in an empty space in VR
depended on the collaboration styles of participants. We still lack an
understanding of whether such observations apply to knowledge
sharing and collaborative sensemaking with immersive mind maps,
and whether the behaviours are different from those observed on
conventional desktop-based mind-mapping tools.

2.3 Embodied visualisation, interaction
and presence

Theories of embodied cognition state that cognitive
processes can be offloaded onto objects and interactions with
those objects in the physical environment (Clark, 2008), with
various visual analytics researchers suggesting that such
externalisation of cognition can reduce mental load in
sensemaking scenarios, e.g., Andrews and North (2012).
Immersive environments provide benefits of natural presence
of digital artefacts to embodiment for visual analytics and
sensemaking (Chandler et al., 2015; Marriott et al., 2018),
applying embodiment on data artifacts and manipulation
(Dourish, 2001; Falconer et al.,, 2014). For example, ImAxes
(Cordeil et al., 2016) enabled direct
disassembling of embodied 3D axes in VR to visualise

assembling and
multivariate data, Tilt Map (Yang et al., 2020) proposed a
visualisation design on embodied transitions between 2D and
3D data maps, and Wagner Filho et al. (2019) supported
embodied navigations to explore an immersive space-time
cube. They demonstrated that embodied visualisation and
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FIGURE 2

The iteration flow chart summarises the design decisions in each iteration for VR (the desktop system was changed accordingly with details in each
section). The dashed lines indicate design decisions that were addressed in a subsequent iteration.

interaction provide benefits to understanding data and reducing
cognitive load.

Embodied presence provides benefits to social awareness in
collaborative workspaces (Jacob et al., 2008). In physically co-
located collaborations, users are naturally aware of others’
the of
collaboration, often relying on face-only video calls, falls short

activities. However, standard practice remote
of maintaining group awareness (Gutwin et al, 2004). To
overcome this, research provided visual cues by virtual
representations of remote collaborators’ arms on big displays
(Tang et al., 2007) or tabletops (Tuddenham and Robinson,
2009), or 3D whole-body telepresence of collaborators on 2D
digital whiteboards (Zillner et al., 2014; Higuchi et al.,, 2015). In
immersive environments, co-presence is often enhanced by
embodied avatars (Piumsomboon et al, 2018; Ens et al,
2019). Yang et al. (2022) conducted a user study comparing
VR with embodied avatars and desktop with Zoom calls for
sensemaking on image emotion grouping, and found that
participants in VR had more conversations and more equal
contributions to virtual object interactions. An AR system
2016)

collaborators’ life-sized telepresence onto the physical space,

Room2Room  (Pejsa et al, projected  remote
demonstrating that it provided a stronger social presence than
traditional video conferencing.

The embodiment of visualisation, interaction and presence was
shown to be effective in supporting sensemaking and social
awareness in collaboration. However, the impact of embodied
mind-mapping process on sensemaking and knowledge sharing,
whether beneficial or detrimental remains to be investigated, which

is explored in our research.

3 System design

We based the design of our system on criteria for desktop mind-

mapping tools outlined by Faste and Lin (2012), including:

Cl. Speed and Efficiency: the speed of editing input should
match the stream of the user’s thinking process.

C2. Appearance and Mechanics: the mind map appearance
should be consistent and clear, and the system should
provide freedom to create and manipulate the nodes and
links of mind maps.

Frontiers in Virtual Reality
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C3. Distributed Collaboration: the system should support

synchronised mind map editing and live communication.

We adopted the RITE methodology (Medlock et al., 2005) to
iteratively develop and evaluate our system. The aim of RITE is to
identify and fix usability issues in an iterative manner, typical of
user-oriented design research that iteratively reframes problems to
make the “right thing” (Zimmerman et al., 2007; Fallman, 2003).
RITE is used in software engineering practice and, as with user-
centred design more generally, is becoming increasingly used in HCI
research. For example, RITE has been used to design and evaluate a
multi-touch interactive tabletop visualisation (Block et al., 2012) and
a collaborative IDE (Guzzi et al., 2015).

Figure 2 maps the four iterations that we conducted. In each
iteration, features were introduced to the system to test specific
design ideas and, in the later iterations, to address usability concerns
that were exposed by earlier iterations. For each iteration, we
The
introduced at each iteration are labelled in Figure 2 with

recruited two groups of four participants. features
specified subsections. The details of the study design are reported
in Section 4. We briefly summarise the most significant design
decisions stemming from the overall study as follows, with further
explanation of how they led to significant system features in
subsequent sections:

D1. (Collaboration) Reveal common work among participants:
participants tended to build mind maps separately and
lacked awareness of others’ work if they did not
communicate verbally, resulting in replicating others’
work, which “crowded the workspace”.

D2. (Collaboration) Make participants feel “connected” as a
team: sometimes participants did not help others—the ones
who finished first just browsed and waited.

D3. (Collaboration) Give an overview of the shared space to
support an easy perception of working area ownership:
some participants cared about territories (Toney and
Thomas, 2006). They physically turned around and
checked available space to build their own mind maps to
avoid mixing with others’ work in VR.

D4. (Organisation) Support easy placement and arrangement:
some participants in VR did not arrange the notes as
significantly as on desktop (see Figures 1b,c), so they
ended up with a “messy spiderweb-like” mind map (see

Figures 1f,g).

frontiersin.org


https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2025.1570383

Yang et al.

10.3389/frvir.2025.1570383

FIGURE 3
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The VR (left) and desktop (right) mind-mapping system interfaces. The full view of the VR scene and the desktop canvas is not shown to save space.
The Zoom windows that were used in the study for the desktop are omitted. (a) In VR, collaborator A's clipboard hides the clues in other persons’ views. (b)
Notes, links and link labels of the mind map. (c) The 3D minimap on the palm, where notes and links are coloured the same as the avatar (added in second
iteration). (d) Gamification dashboard at waist height attached to the body (added in the fourth iteration). Users were represented by their role hats in
the gamification dashboard. (e) Instruction board on desktop. (f) Clipboard with clues. (g) The “hat” avatar of collaborator A. (h) Buttons of a selected label.
(i) Minimap with a coloured square (matching avatar colour) showing the current field of view relevant to the entire canvas (added in second iteration). (j)

Gamification dashboard (added in fourth iteration).

CLUES
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e

FIGURE 4
Gestures trialled in our VR system: (a) "Pinch” gesture to grab and (b) create notes and (c) draw links. (d) “Flick” gesture to delete notes and (e) “Pull”

gesture to delete links. (f) “Paper” gesture to group multiple notes, and (g) waving “Rock” gesture to ungroup notes. (a) also shows the “clone indicator”
pointing from the grabbed notes to a duplicate.

D5. (Motivation) Stimulate participants to collaborate efficiently
and actively toward group objectives: some participants did
not plan well before performing the tasks. They either
deleted and reconstructed the whole network or tended
to create the links one-at-a-time to form a mind
map. Also, some participants became less active in
collaboration and group discussions after finishing their
own clues.

3.1 The VR system

We applied the above design criteria and designed the VR
systems. We iteratively refined our design based on the above
decisions. The details discussed in  the

design are

following sections.
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3.1.1 Mind map component

We used square virtual objects to denote the nodes of mind
maps—an interface metaphor for sticky notes (C2), coloured by
type, see Figure 3b. Notes can be freely placed in the space (see
Figure 3 (left)). Each note has a pin, and links are “wired” to this pin
(see Figure 3b). A link label is a rectangular marker containing a
textual arrow to indicate direction, which can be modified by
flipping the sides of the label (see Figure 4f). Multiple labels may
be attached to a single link.

3.1.2 Interaction

Hand gestures in VR enable natural interactions similar to those
in the physical world, and have been shown to enhance presence and
provide users a more realistic, satisfying and enjoyable experience
compared to controllers (Voigt-Antons et al., 2020; Yeh et al., 2022;
Laine and Suk, 2024). Following Piumsomboon et al. (2013), Huang
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(b)

Panel creation and manipulation (third Iteration). (a) “Grab" a panel from the VR clipboard, (b) “pinch” with two hands to resize a panel, and (c) “punch”

a panel to delete the panel.

et al. (2017) and Lee et al. (2021), we designed VR interactions for
creation and manipulation using hand gestures (Cl). A “pinch”
gesture is used to grab notes and labels, create notes and labels from
a clipboard (shown when the palm is up and flattened), and draw
links between notes (see Figures 4a-c). We adopted a “flicking”
gesture to delete notes and labels, and a “pulling” gesture to delete
links (see Figures 4d,e). A “paper” gesture (open palm) is used to
group notes, and a “rock” gesture (closed fist) is for ungrouping (see
Figures 4f,g). We provide both visual (outline) and auditory
feedback for the interactions.

3.1.3 Organisation

Organisation techniques such as 2D layers (Lee et al., 2021;
Tahmid et al, 2022) can facilitate spatial arrangements. We
therefore added 2D panels that allow placing and moving
multiple notes to serve D4. The 2D panels can be “grabbed” out
from the clipboard (see Figure 5a). The “pinch” gesture is used to
move the 2D panel and resize the panel (see Figure 5b). A
“punching” gesture is used to delete the panel (see Figure 5c).
The 2D panel automatically “attracts” notes within its “snap”
zone to attach to it, and it automatically resizes itself accordingly
to fit all the attached notes.

3.1.4 Navigation

The extent of the VR room was indicated by a boundary through
which users could not move. To support a seamless mind-mapping
process (C1), we allowed users to walk around the working space
without using virtual locomotion techniques that normally require
additional operations.

3.1.5 Communication

Users have 3D avatars in VR (see Figure 3) with name tags
overhead. Avatar style and colour indicate the user’s character.
Users’ voices and interaction sound effects are transmitted to
others and broadcast from their avatar (C3). When users are
talking, their avatar’s lips move accordingly. We applied 3D
spatial sound on speech and sound effect volumes.

3.1.6 Collaboration

Clone Indicator: To address D1, we added a “clone
indicator” to reveal identical notes across mind maps to
users (see Figure 4a). These red tapes appear and link to all
duplicates when a note is grabbed. This visual link feature also
fulfilled D2.

Frontiers in Virtual Reality

Minimap: We designed a 1:10 scale minimap of the workspace
with the virtual objects (notes, links, labels, and avatars) in the space.
These virtual objects are coloured to match their creator’s avatar
colour, making creators more noticeable to provide an overview of
working territories (D3). The minimap is shown on top of the palm
(see Figure 3c) and appears when the palm is facing up. The
orientation of the minimap always matches the user’s rotation in
the VR environment.

3.1.7 Motivation

Gamification can be used to provide real-time feedback to
motivate users and enhance performance (Jung et al, 2010;
Hamari et al., 2014), using gamified elements like goals, points,
badges and leaderboards (Hamari et al., 2014; Seaborn and Fels,
2015). The feedback can be on individual level (Shepherd et al.,
1995) and group level (Jung et al., 2010). We designed a dashboard,
positioned in front of users at waist height, attached to their avatar
body (see Figure 3d), displaying key metrics that we designed to
improve users’ awareness of their engagement and efficiency (D5).
Whenever a user’s score changed, game sound effects were played to
notify everyone.

On the individual level, we quantified two cooperation actions to
encourage users to collaborate: 1) linking two notes created by
different users and 2) attaching a label to a link created by others. A
leaderboard (see Figures 3d,j “Cooperation”) visualised users’ scores
and awarded a cooperation badge to the leading user. Scores were
increased per cooperation behaviour. To incentivise discussion
contributions, we calculated speaking durations of individual
users and used a vertical bar chart leaderboard to visualise it (see
Figures 3d,j “Conversation”), where the leading user was given a
conversation badge. Both cooperation and conversation badges were
also shown as embodied badges stuck to users’ virtual hands
and bodies.

On the group level, the actions and discussions were measured
by efficiency (the ratio of the group’s produced output and spent
input (Del Gatto et al.,, 2011)). For the action efficiency score, we
calculated the ratio of the number of created links and the duration
used to create these links, showing the speed of mind map
construction. The discussion efficiency score was calculated by
the duration of the group discussion and the current duration of
the task. A horizontal bar chart was used to visualise these two scores
(see Figures 3d,j “Group Efficiency”). We used the highest scores
from previous groups as the goals, presented as red lines at the end
of the bars.
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3.2 The desktop interface

While the functionalities of the desktop version of the mind map
system are the same as the VR system, we designed the desktop
interface to be as equivalent as possible to the VR version, as
described below.

The appearance of the notes on desktop is the same as they in
VR. The notes can be placed on a 2D canvas (see Figure 3 (right)),
with standard mouse zoom and pan interactions for navigation. The
clone indicator appears and functions the same as in VR. The
minimap is displayed in the upper-left corner (see Figure 3i), and
the gamification dashboard is displayed at the top of the screen
(see Figure 3j).

Interactions on desktop use the mouse: left-click notes to drag;
left-click-drag text on clipboard creates a note, and left-click-drag
pin-to-pin creates a link; shift-click groups/ungroups notes. A
button on a selected note, link, label or panel allows deletion (see
Figure 3h). Clicking the “FLIP” button of a label can change the
direction of the link label. The panel can be resized on desktop by
clicking and dragging a “SCALE” button.

Users have 2D avatars on desktop (see Figure 3g) labelled with
their name. The voice was transmitted over Zoom calls. The sound
effects were non-spatial.

3.3 Discussion of cross-environment
comparability

As discussed above, the feature-set supported in each
environment was completely equivalent, i.e., in each iteration
of the study the two environments had the same capabilities for
mind-map construction, communication, visibility of others’
actions, etc. However, the desktop and VR environments are
fundamentally different in terms of things like the interaction
affordances, field-of-view, and presence. Despite this, the designs
of each implementation, follow best practice for each modality.
For example, the desktop presentation and interaction
affordances are strongly inspired by collaborative productivity
tools like Miro, while the VR system uses embodied gestures and
physical navigation that should be familiar to users of chat
applications and multiplayer game environments in popular
headsets such as Meta Quest. In short, we aim to compare the
effectiveness of best-practice interaction design in supporting
collaborative mind-mapping tasks, with the limitation that there
are many intrinsic differences between the environments. As
such, any measured differences in behaviour across the platforms
could be the result of any or combinations of these multifaceted
differences and we will need to rely on post hoc analysis and
subjective feedback to infer explanations for the observed
differences.

4 User study

We used a within-subjects design, with two tasks conducted in
VR and desktop respectively, as separate conditions. Condition and
task order were counterbalanced across groups. We recruited four
participants for each group.
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4.1 Tasks

Crime-solving puzzles have been used in previous research to
investigate collaborative sensemaking (Balakrishnan et al., 2008;
Chung et al., 2010; Fisher et al., 2012; Goyal et al., 2014; Mahyar and
Tory, 2014; Wozniak et al., 2016). We used two crime puzzles as
tasks: a murder mystery and a robbery mystery from Stanford and
Stanford (1969) and Wozniak et al. (2016). Participants needed to
answer five questions for the murder and three for the robbery;
identifying the perpetrator, location, time, weapon, motivation, etc.
Clues were distributed arbitrarily between participants, six per
person, associated with one of four roles (evidence collector,
criminal investigator, crime analyst and scene examiner). The
roles were represented by the hat of their avatar. The roles were
chosen to be contextually relevant to the context and easily
distinguishable, however there were no functional differences
between the roles. The clues were displayed on a personal
clipboard visible only to the owner (see Figure 3a). To avoid text
input (Balakrishnan et al., 2008; Goyal et al., 2014; Mahyar and Tory,
2014), terms have coloured underlines indicating type (person,
object, time, location, status and relation), and could be dragged
off the clipboard to create mind map nodes, Figure 3f.

4.2 Technical implementation and apparatus

Participants were separated into four rooms in both conditions,
each at least a 4 x 4 meters. Both VR and desktop systems were built
with Unity3D (2020.3.10f1). Networking synchronisation and
communication used Photon Unity Networking and Voice
package. Participants in VR condition used cordless Oculus
Quest 2 headsets, and in desktop condition used laptops (Core
i7, 32 GB, NVIDIA GeForce GTX 1080 (8 GB), Windows 10 Pro)
with an external monitor (23.8 inch, 1920 x 1080), having video
stream (Zoom) presented on the laptop screen.

4.3 Procedure

Experimenters began explaining to participants: 1) the tasks, 2)
that clues were exclusive to their roles, and 3) that they needed all
clues to solve the puzzles. The training scenario was a small mind
map with six clues similar in type to tasks. It explained mind map
elements and guided participants through mind map construction
using the features of the systems. To ensure participants were
sufficiently familiar with the interactions, the step-by-step
guidance required them to complete each step before proceeding
to the next, and ultimately construct a full mind map to finish the
training. Then, participants were given time to review the clues of
the puzzle and told they should plan how they would solve the puzzle
and how to work together. When the participants were ready, the
experimenter “brought” the participants to the “Task Room” where
they could create mind maps.

After completing each condition, participants were collectively
interviewed within the system so that they could refer to the features
during the interview. The interview was semi-structured, asking
participants for their experience and feedback (see Supplementary
Material S1 for the question list). Finally, participants completed
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demographic questionnaires and answered rating questions about
their experiences in each condition.

4.4 Measures

To answer the research question, we focused on the aspects of
performance, behaviours and conversations. The analysis was both
quantitative and qualitative. To investigate performance, we
assessed mind map construction on certain measures (Section
5.1), and examined the task accuracy and completion time
(Section 5.2). We considered collaborative activities (Section 5.3),
participants’ actions (Section 5.4), working strategies (Section 6.1),
and working territories and navigations (Section 6.2) to analyse
participants’ behaviours. We discuss the analysis of participants’
conversations in Section 5.4. To collect the data for the analyses, we
logged the timestamps and positions of participants and their
actions, and of all objects in the virtual space, and recorded
participants’ speech.

We also gathered participants’ subjective ratings (7-point Likert)
on their experience of using the systems (Section 5.5). Questions
were adapted from standard questionnaires of usability testing (Hart
and Staveland, 1988; Harms and Biocca, 2004; Bailenson et al., 2003)
and Social Presence (Harms and Biocca, 2004) and Distance
(Bailenson et al., 2003) (see Supplementary Material S1 for the
question list).

5 Quantitative analysis

In total, we recruited 32 participants (15 female and 17 male,
aged 18-44, M = 28.82, SD = 3.66), remunerated with a $50 gift card.
Our pre-questionnaire asked about their demographics and
VR/AR
experience, 19% of participants reported no experience, 50%

experience with VR/AR and crime puzzles. For
reported having 10 h or less, and 31% reported having more
than 10 h of experience. For crime puzzles experience, 22% of
participants rated themselves considerably experienced with crime
puzzles, 6% reported no experience, and 72% reported in-between.
The groups were balanced by gender and VR/AR experience and
formed such that every participant knew at least one other
participant in their group.

For the statistical analyses, we used the mixed-effects model
(Bates et al., 2014; Kuznetsova et al., 2017) to test the effect of the
conditions, with the target measure as the dependent variable,
condition and iteration as fixed effects and group as a random effect.

5.1 Mind map analysis

To analyse participants’ performance on building mind maps,
we identified four categories of links created by the participants:

e Intra-clue links: connect terms from the same clue.

o Inter-clue links: connect terms from different clues. One
simple example, clue 1: “Mr. Kelley’s body was found in
the park” clue 2: “Mr. Kelly’s body was found at 1:
30 am.”. A link between “the park” and “1:30 a.m” is an
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inter-clue link. It can be seen as a “replacement” of an intra-
clue link and the knowledge transfer between clues, as the
resulted chain of “Mr. Kelley”, “body”, “the park” and “I:
30 a.m” combines the meaning of two clues.

e Clone links: connect two instances of the same term.

e Extraneous links: none of the above, i.e., a link not supported
by the evidence. E.g., from “Mr. Jones” to “has been dead for
1 hour”,

Mr. Kelley was.

where Mr. Jones was not the victim, but

We did not find any significant differences between the
conditions for the above four types of links by the mixed-effects
model (see Figure 6).

Completeness was calculated as the number of missing links/
the number of ground truth links in a task (murder: Rolel-15
(i.e., Rolel has 15 ground truth links), Role2-15, Role3-13,
Role4-16; robbery: Rolel-11, Role2-12, Role3-14, Role4-14).
in VR
produced significantly less complete mind maps than using
desktop (p = 0.029, F = 5.014, df = 55, d = 0.08; VR: mean =
91%, SD = 12.66; desktop: mean = 96.61%, SD = 2.5), as shown
in Figure 6.

The mix-effects model shows that participants

Redundancy was defined as the total number of duplicated
nodes/the total number of nodes created by participants. The
mixed-effects model shows that the participants in VR created
significantly more duplicated nodes than those using desktop
(p = 0.049, F = 4.048, df = 55, d = 0.07; VR: mean = 29.34%,
SD = 15.04; desktop: mean = 22.53%, SD = 16.69), as shown
in Figure 6.

5.2 Task performance

The mean task accuracy for VR is 77.08% (SD = 32.04) and
for desktop is 79.17% (SD = 26.35). The mean completion time
for VR is 33.57 min (SD = 12.34) and for desktop is 30.73 min
(SD = 8.16). Notably, all groups got 100% accuracy for the
murder task, while the accuracy of robbery varied (VR: 33%-
100%, mean = 54%, SD = 31.7; desktop: 33%-83%, mean = 58%,
SD = 21.43).

5.3 Collaborative activity analysis

Regarding participants’ collaborative behaviours, we explored
participant collaboration from actions and conversations using the
same measures for gamification (see Section 3.1.7).

Action Cooperation is a count of the links between notes created
by different participants and relation labels attached to links created
by others. This is a measure of how closely participants worked
together to build mind maps.

Action Productivity is determined by the number of created
links/duration at the last link creation.

Conversation Proportion indicates the time proportion of
conversation during the task (the duration of conversation/the
duration of task session).

The mixed-effects model did not reveal any significant
differences between conditions for these measures (see Figure 6).
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Boxplots of mind map analysis from left to right: intra-clue links, inter-clue links, clone links, extraneous links, completeness and redundancy, based
on conditions; Boxplots of gamification measures from left to right: action cooperation scores, action productivity rate, and conversation proportion

(same as conversation productivity here), based on conditions.

5.4 Conversation and action analysis

Conversations were automatically transcribed using Microsoft
Azure and manually corrected by three authors. Transcripts were
coded using a grounded analysis approach (Glaser and Strauss,
1967), informed by Toulmin (2003) arguments classification
scheme. The codes included passing information from clues
(information), proposing problem-solving methods (strategy),
asking questions (query), making conclusions (claim), providing
evidence (ground), mind-map structural features (organisation),
and engaging teammates (social). The data comprised 6181 lines,
each representing a participant’s conversational turn. Two authors
jointly coded a subset of 868 randomly selected lines, achieving
agreement on the applied codes. This subset was then used to train
machine-learning classifiers, implementing Naive Bayes models and
regular expression-based features, to automatically code the
remaining data. The classifiers were validated using Cohen’s
kappa (>0.68) (Cohen, 1960) and Shaffer’s rho (<0.03) (Eagan
et al, 2017). The actions were automatically logged by the system
and coded with interaction type (e.g., create, grab) and target (e.g.,
card, relation). The following provides a brief description of the
analysis. Further details are available in the Supplementary
Material SI.

We created epistemic network analysis (ENA) models (Bowman
et al,, 2021; Marquart et al., 2019) to analyse the data. ENA creates
co-occurrence networks that capture dependencies between
concepts or actions in collaborative discourse, such as how
teammates build upon each other’s ideas or behaviours, which
are more appropriate for analysing collaboration compared to
simply counting the occurrence across the dataset (Swiecki et al.,
2020). In ENA networks, nodes represent codes, and edges represent
the relative rate of co-occurrence between codes—thicker edges
indicate more frequent co-occurrence. Nodes are positioned in
ENA space based on their ENA points such that they align with
the loadings obtained from a dimensional reduction on the original
co-occurrence data—i.e., a pair of nodes placed on the extreme end
of a dimension correspond to a co-occurrence variable strongly
associated with that dimension.

Figure 7 (left) compares the mean co-occurrence networks for
the two conditions derived from conversation data. Edges in blue are
more frequent in VR, while in red are more frequent on desktop. On
the right of the space, the most extreme connections are to
information (with query, grounds and claim). On the left, the
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most extreme connections are to organisation (with query, claim
and strategy). This layout suggests that we can interpret the X-axis as
distinguishing between conversations more focused on exchanging
information and debating about the problem on the right (VR in
blue) versus conversations more focused on organising the mind
map on the left (desktop in red). The results of the mixed-effects
model show that the condition coefficient is significant: VR
participants averaged 0.13 points (p = 0.0057, df = 51.95, SE =
0.05, d = 0.75) farther to the right of the space compared to desktop
participants indicating that VR conversations were significantly
more focused on exchanging and debating information about
the problem.

Figure 7 (right) shows the co-occurrence networks for the action
data. On the right, the most extreme connections are among Create,
Destroy, Group, and Card. On the left, the most extreme
connections are among Grab, Attach, and Other (the action
target did not belong to the actor). This layout suggests that the
X-axis distinguished between activities more focused on building
mind maps on the right (VR in blue) versus rearranging mind maps
on the left (desktop in red). The condition coefficient of the mixed-
effects is statistically significant: VR participants averaged
0.29 points (p = 1.43e-14, df = 53, SE = 0.03, d = 2.63) farther to
the right compared to desktop participants, indicating that their
activities were significantly more focused on building mind maps.

5.5 Subjective rating

Figure 8 depicts the statistically significant results between VR
and desktop among the subjective ratings introduced in Section 4.4.
In this figure, VR was worse than desktop for arrangement difficulty
(p =0.005, F =8.577, df = 55, d = 0.13; VR: mean = 3.91, SD = 1.78;
desktop: mean = 2.81, SD = 1.71), physical demand (p = 0.002, F =
10.923, df = 55, d = 0.17; VR: mean = 3.91, SD = 2.02; desktop:
mean = 2.34, SD = 1.84), readability (p =0.004, F=9.013,df =55,d =
0.14; VR: mean = 3, SD = 1.65; desktop: mean = 4.19, SD = 1.92) and
social distance (p = 0.003, F = 9.765, df = 55, d = 0.15; VR: mean =
2.93, SD = 1.08; desktop: mean = 2.03, SD = 1.16), but was better for
engagement (p = 0.046, F = 4.157, df = 55, d = 0.07; VR: mean = 6.03,
SD = 1.43; desktop: mean = 5.31, SD = 1.55) and social presence (p =
0.039, F = 4.472, df = 55, d = 0.08; VR: mean = 5.04, SD = 0.8;
desktop: mean = 4.58, SD = 1.34). In addition, 59% of participants
preferred VR over desktop.
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6 Working strategies and territories

In this section, we discuss the qualitative findings from the log
data in terms of working strategies and territories, which were
commonly used to assess collaboration (Lee et al, 2020; Luo
et al., 2022; Yang et al., 2022).

6.1 Working strategies

Two groups (G1, G7) worked independently, creating four sub-
mind maps in both conditions, and linked some sub-mind maps
after initial construction. Three groups (G4, G5, G6) continuously
collaborated to build a single mind map. Specifically, G4 first created
and sorted all notes by type, then collectively linked them to build a
mind map in both VR and desktop (see Figures 1b,c,fg). The
remaining three groups (G2, G3, G8) employed mixed strategies,
transitioning between independent and collaborative modes to find
more efficient approaches. Notably, the shift in strategy from
independent to collaborative during a task occurred only in the
desktop condition, regardless of task order. This happened when
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participants chose to merge and combine mind maps involving
significant mind map rearrangement, which rarely occurred in VR.
Figure 9 summarises the working strategies for building mind maps
of all the groups.

The introduction of “clone indicator” and gamification had
impacts on working strategies. Participants were encouraged to
collaborate on a single mind map (D1, D2)—more groups (G4,
G5, G6, G8) naturally built mind maps as one—and to develop
efficient working strategies (D5)—e.g., G8 participant proposed
adjusting their working strategy to a more “efficient” way.

6.2 Working territories and navigation

Figures 10, 11 colours nodes, links and panels by their creator’s
role colour, indicating the ownership and working territories. When
building one mind map together or merging mind maps,
participants’ working territories were naturally mixed in both
conditions. When creating separate mind maps, the boundary of
territories was clear. While the minimap uses colour-coding to
indicate ownership, some participants deemed that they did not

frontiersin.org


https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2025.1570383

Yang et al.

[ First Task J { Second Task }
E Separate | Separate I
‘ G2 ‘ I Separate -> Together I Together

@ Separate I Separate -> Together I
‘ G4 ‘ I Together I Together
@ Together I Together I
‘ G6 ‘ I Together I Together
Separate I Separate I
‘ G8 ‘ I Together I Separate

FIGURE 9

Summary of group working strategies based on task orders. The
border of table cells is colour-coded to indicate the conditions of the
tasks: VR-red, desktop-cyan. The groups that adopted mixed
strategies are highlighted with a coloured background.

care about the territories (D3). However, one group used 2D panels
to build boundaries of territories (D4, see Figure 11 G7).

Figure 12 shows the cumulative movement of participants’
viewpoints over task period. In general the movement of
desktop participants depends on their working strategies: G2,
G4, and G5 ended up with a tight mind map so they moved a lot
in the early stage of a task but kept still (no panning or zooming)
in the later phase; G1, G3, G6 and G8 built more loose mind
maps so they kept on navigating on the canvas; and
G7 participants were sticking more to their own working

10.3389/frvir.2025.1570383

territories. The pattern of VR participants’ movement shows
that they were consistently moving regardless of the working
territories. Also, it is interesting to see that the amount of
movement tended to be equal among participants in a group
in VR, while on desktop some participants moved much more
(in G4, G5, G8) or much less (in GI, G7) than their
collaborators.

7 Discussion

In this section we consider the quantitative and qualitative
results together to discuss and highlight the important findings,
and then make design suggestions for future research and
development of immersive mind map systems.

7.1 System design

About the overall system design, participants commented, “the
mental map is easy to understand” and “it is useful to visualise a
sequential story”. For example, after initially trying to solve the
puzzle just by reading clues, G5 participants found out they could
not do it without mind maps. Participants appreciated the colour
coding of the notes, since “it allowed me to distinguish different
types of nodes” (C2). Participants also noted “it was easy to
communicate via the systems” and “it was clear to see who was
involved” (C3). Overall, they commented “it was an interesting
experience” and “it was fun to solve the problems and find the
answers by interacting with each other”. They also commented that
the system was “very enjoyable” and “useful in collaborative

FIGURE 10
Top-down view of VR space for groups. Objects are coloured the same as participants’ roles to show ownership and territories. The floor colour is
changed to a bright colour for better visualisation.
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FIGURE 11

is changed to a bright colour for better visualisation.

Canvas view of desktop system for groups. Objects are coloured the same as participants’ roles to show ownership and territories. The canvas colour
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settings”, and can be “fostered for co-learning and collaborative
activities”.

For the design of hand gestures, we adopted user-centred
approaches from Piumsomboon et al. (2013), Huang et al. (2017),
and Lee et al. (2021) to ensure intuitiveness for participants. Depending
on the individual, participants took 15-30 min to learn the gestures and
complete the training. During training and experimentation, we found
that most gestures for creating and manipulating notes and links were
easy for participants to learn and use, except for the deletion gestures,
which resulted in several refinements. For example, some participants
reported fatigue from performing the “scissor cutting” gesture (trialled
in the baseline system study). This could be due to that the required
finger movement seems unnatural and rarely used, so the fingers are not
used to moving in this way. Some participants experienced difficulty
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with the “slicing” gesture (trialled in the third iteration), which required
swiping a finger across objects to blade-slice them. We observed that
participants often failed to maintain contact with the object during
slicing. This gesture relied on depth perception, requiring extra
attention to perform successfully. Regarding the final gestures after
the iterative refinement, there was no negative feedback (C1), and
participants commented “it was fun to perform these gestures”.

7.2 Sensemaking ability
The two tasks were different in nature. The murder task

contained distracting clues (“red-herrings”), while the robbery
task contained both distracting and non-factual clues that had to
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be resolved by identifying conflicts with other clues. Therefore, it
seems participants needed a complete mind map to determine the
faulty information. While only one group (G5) got 100% accuracy
for robbery, who did not report having significant experience with
crime puzzles, one explanation of their success could be that they
had a clear organisation for the mind map. They used multiple 2D
panels for different related information to build egocentric sub-
mind maps—the only group that did so. Although it is natural to
cluster documents, images or entities based on their meaning as
discussed in previous work (Wenskovitch and North, 2020; Luo
etal,, 2022; Lisle et al., 2021), we were surprised that only one group
used such organisation for collaborative mind-mapping in VR. We
suspect the reason could be that when there were links between
entities, organising and grouping information based on semantic
meaning might be neglected in collaboration settings.

7.3 Mind-mapping in VR versus desktop

Here we discuss our findings on the differences between VR and
desktop, integrating the measures analysis, subjective feedback and
observations.

As presented in Section 5.4, participants in VR focused more on
exchanging and debating puzzle-related information, whereas on
desktop they spent more time discussing the organisation of the
mind maps and rearranging or merging them (Section 6.1). This
suggests that, participants concentrated more on problem solving in
VR while in the desktop condition they paid closer attention to the
mind maps themselves. As a result, participants produced less
complete and more redundant mind maps in VR than on
desktop (Section 5.1).

Several factors may explain why participant focused on different
aspects during the collaborative mind-mapping activities in VR and
on desktop, as discussed below.

Firstly, in VR it was easier to navigate and walk together in the
space with embodied avatar presence. We observed that,
participants in VR often pointed to subsections of the mind map
and guided others to go there. One participant also commented, “I
can see the avatars so we can follow each other”. In contrast,
although participants with desktop still can use pointing to guide
others for navigation, they need more verbal communication and
efforts to do so. This also confirmed by data showing more equal
amounts of movement within groups in VR than desktop, as
presented in Section 6.2. Subsequently, participants on desktop
tended to bring related portions of mind maps together and
produce more compact mind maps to reduce navigation for easy
discussion (their viewpoint movement was reduced in the later stage
of a task as presented in Section 6.2). As a result, participants on
desktop devote more time to mind map arrangement and merging.

On the other hand, as presented in Section 5.5, participants rated
it more difficult to arrange mind maps in VR than on desktop. They
commented that “manipulating the network takes some trial”. We
also observed that they tried to avoid mind map rearrangement in
VR. Interestingly, this is different to the findings from a study on
sensemaking with image emotions (Yang et al., 2022), which showed
that participants interacted with and repositioned images
significantly more in VR than on desktop, even for trivial
adjustments. We suspect that, while the links offered no actual
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resistance, their embodied representations appeared stiff and
“heavy”, inhibiting the moving of the nodes to which they were
attached. Consequently, participants rarely rearranged mind maps
in VR, instead moving their bodies to trace and share information,
leading their conversation to focus more on the tasks. This also
explains the frequent behaviour we observed of participants
destroying and recreating nodes and links over arranging them
in VR (resulting in more mind map construction and more
redundant and less complete mind maps).

Another perspective considers 3D versus 2D space for
knowledge sharing and sensemaking through mind mapping.
Participants noted that they preferred mind maps in VR over
desktop (Section 5.5) as there were “fewer” overlaps between
nodes and links in 3D space, whereas on desktop they needed to
spend more time arranging the mind maps to reduce overlaps. As
participants commented, in VR “the available three dimensions
make arranging and scanning complex information very easy”, while
on desktop the mind maps “could easily get messy and
incomprehensible”. However, at the end VR received lower
readability ratings than desktop (Section 5.5). In other words, 3D
space mitigates occlusion as it intrinsically provides one extra
dimension, but from certain angles, the view of a node and link
may be blocked. Subsequently, it was difficult for participants to read
all the nodes of immersive 3D mind maps from a single angle.
Participants needed to share different perspectives to reach a
consensus answer, leading to more information exchange and
debate in VR.

Taken together, while the embodied avatar presence and
immersive 3D space in VR offered easier concurrent navigation
during collaboration, embodied object presence inhibited the
interaction with objects. Consequently, participants preferred
body movement in VR but moving objects instead on
desktop. Also, 3D space in VR provided an additional dimension
that “naturally removed” the overlaps of mind maps commonly
occurring on 2D desktop interfaces, “saving” participants from
arranging and merging mind maps in VR. As a result,
participants with desktop spent more time arranging mind maps
and discussing mind map organisation, while in VR they produced
more duplicated, less complete and less readable mind maps, leading
to greater engagement in verbal information sharing and debates.

7.4 Design implication

The biggest challenge of mind mapping for collaborative

sensemaking in immersive environments is to effectively
synthesise information among collaborators to build mutual
understanding. To overcome the difficulty of mind map
arrangement and reduce the physical demand of navigating
through mind maps, which dramatically impacts the quality of
mind maps and the effectiveness of knowledge sharing, we
that

mechanisms should be adopted in future immersive mind map

recommend additional features such as automatic
systems to facilitate mind map authoring and organisation. For
example, (1) it would be valuable to have a feature that automatically
brings up a relevant portion of the mind map to users when they
mention related information during discussion (similar purpose to

our clone indicator, but intelligently bringing more related mind
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map context into view), reducing the need for physical movement to
view mind maps; (2) automatic layout adjustment features, such as
removing the overlaps between nodes, are as important in VR as on
desktop, but have additional subtlety, such as needing to be aware of
users’ viewpoints, for example, to be able to dynamically detect node
occlusions when users walk around and adjusting to make them
readable from different angles; (3) features such as automatic
sorting, grouping and merging of mind maps should also be
considered, to save users’ effort in building and organising mind
maps and help them produce high-quality mind maps. These
features must be carefully designed to prevent user confusion
when changes are applied to the mind maps.

7.5 Limitations and future work

Hand gestures provide embodied interactions, but current
hardware has limited capability. Hand gestures need to be
performed such that headset cameras can capture joint positions
and finger movements. In addition, the hand-tracking capability of
the headsets used was not completely stable. These limitations
required attention and effort from participants to avoid
unintended actions.

Our findings of the features added during iterations were
mainly based on qualitative observations. These findings give
suggestions and inform directions for future research on
different aspects of collaborative mind-mapping systems. In the
future, we plan to focus on collaborative awareness and
gamification aspects separately, which have demonstrated
benefits for sensemaking.

In addition, another future direction is to explore mechanisms to
facilitate mind map authoring and organisation as discussed

in Section 7.4.

8 Conclusion

In this paper, we presented a user study comparing collaborative
mind mapping in VR and desktop, to investigate whether immersive
environments  support knowledge sharing and mutual
understanding for sensemaking. We described the equivalent VR
and desktop systems that we developed over four iterations using the
RITE methodology to support the study.

The user study results showed that embodiment in VR offered
both benefits and drawbacks in information sharing and
integration. Embodied presence in VR

awareness for easy concurrent navigation through mind maps

enhanced social
during collaboration, the absence of such presence on desktop
made it harder to follow others and led participants to arrange and
merge mind maps more to place related information closely.
embodied
representation in VR caused difficulties in spatial arrangement,

However, interaction and mind-map element
leading participants to duplicate items to avoid rearranging mind
maps. While participants reported mind-mapping in VR was more

physically demanding, they still preferred such immersive
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embodied of
engagement. The 3D space in VR provided an extra dimension,

environments and reported higher levels
“saving” participants from arranging mind maps to remove
overlaps between nodes and links, which was considered a
subsequently, participants

produced 3D VR mind maps that were less complete and more

burden on desktop. However,

redundant than 2D desktop mind maps, which also received lower
readability ratings, leading to more frequent verbal information
exchanges and debates on problems in VR.

As the first to explore spatial and embodied presence for
knowledge sharing through mind maps, our results demonstrated
that immersive mind mapping is beneficial for collaborative
sensemaking. To address the drawbacks, we recommended
automatic mind map authoring and organisation design be
considered as a must-have mechanism in future immersive
mind-mapping systems to better support knowledge sharing
during collaborative sensemaking.
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