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The agricultural sector in Indonesia is one of the sectors producing a variety of
food crops including tea plants. Tea (Camellia sinensis) is one of the plants that is
widely consumed by the world community. In particular, black tea is one type of
tea that is in great demand in Indonesia. PT Perkebunan Nusantara (PTPN) VIII
Kebun Rancabali is one of the companies that take part in producing black tea
plants and produces around 30 tons of black tea per day. In its production, black
tea plants go through various stages to be processed into quality tea powder. It is
necessary to know in advance the quality of the black tea leaves themselves
before entering the processing stage to produce quality tea products. Therefore,
in this research, a system for quality classification on black tea plants using
Convolutional Neural Network (CNN) based on MobileNetV2 architecture was
created. Based on the test scenario, the use of Adam optimizer with learning rate
0.001 achieved the highest accuracy of 97% and RMSprop optimizer achieved
96% accuracy. This research uses a dataset of 2000 images, so the accuracy
results obtained are expected to reflect more reliable model performance and
better generalization capabilities.
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1 Introduction

Indonesia has abundant natural resources, including various agricultural commodities
such as tea. However, despite significant tea production, quality assessment still relies
heavily on manual labour, which is often inconsistent and time-consuming. This motivates
the need for automation through deep learning (Pardede, 2023). Tea is one of the plants that
is widely consumed by the world community and plays an important role in building food
security of tea-producing countries in the world (Leonardo et al, 2019). Tea plants
(Camellia sinensis) come from subtropical regions that can grow well with cool
conditions and temperatures ranging from 13 to 25° C, require sufficient sunlight and
relative humidity of more than 70% during the day (Riyana et al., 2023). According to the
Food and Agriculture Organization (FAO), the global tea industry has experienced rapid
growth (Food and Agriculture Organization of the United Nations, 2022). Based on Statista
data in 2022, Indonesia ranks eighth as the largest tea producing country in the world and
managed to produce 136.8 tons of tea with a revenue value of US$ 4.2 billion (Tea -
Indonesia, 2023). The tea market in Indonesia has experienced a surge in demand for tea
crop production, so the tea market is projected to increase annually by 4.81%. Black tea is
one type of tea that is in great demand by the world community, including in Indonesia. PT
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Perkebunan Nusantara (PTPN) VIII Kebun Rancabali is one of the
companies that contribute to producing black tea plants. Tea
products produced by PTPN VIII Kebun Rancabali are black tea
with two types of processing, namely, orthodox and CTC. PTPN
VIII plays an important role in black tea production by contributing
41% of total black tea production in the country (Humas
Kementerian Koordinator Bidang Perekonomian, 2022).

With the increasing demand of the world community for black
tea production, this is a challenge for the Indonesian tea industry in
meeting this demand (Ramanda et al., 2021). Currently, PTPN VIII
Kebun Rancabali has produced around 30 tons of black tea a day. In
this production, black tea plants go through various stages to be
processed into quality tea powder, such as withering, grinding,
fermenting, drying, sorting, quality testing and product
packaging. Although the black tea plant has gone through several
stages during processing, it is necessary to know first the quality of
the black tea leaves themselves before entering the processing stage
to produce quality tea products. Therefore, a classification is needed
using the right technology to determine the quality of the black
tea plant.

In this study, a system was made for quality classification in
black tea plants which is divided into Premium and non-Premium
classes through deep learning-based leaf images which are divided
into two comparison scenarios, namely, classification using two
different Adam and RMSprop by
determining the number of epochs and different learning rates to

optimizations, namely,

get the best accuracy results. The method used in this study is
Network (CNN) based
MobileNetV2 architecture with transfer learning techniques.

Convolutional ~ Neural on
CNN can be referred to as a deep learning technique that takes
input in the form of images or other data from data sets that give bias
and weight to different elements in the image to distinguish them
(Datta and Gupta, 2023a). The purpose of this study is to be able to
determine the quality of black tea plants in two comparison
scenarios and can help farmers in the process of classifying the
quality of black tea plants through leaf image and maintaining the
quality of black tea plant production.

2 Materials and methods

In this study, a design was carried out regarding the application
of the CNN method based on MobileNetV2 architecture for quality
classification in black tea plants based on leaf image. The tea leaf
recognition method used in this test will go through several stages
such as data pre-processing and classification (Gensheng et al,
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2019a). The performance of this system is measured based on
measurement parameters which include precision, recall, F1 score
and accuracy (Perera et al., 2022a). The design flow of this system
can be seen in Figure 1.

Based on Figure 1, the following is an explanation of some of the
stages carried out in this study.

2.1 Initiation

The first step in the procedure is to clearly define the major
goals and start the categorisation pipeline. At this point, the main
goals of the classification system are laid out (for example, telling
the difference between premium and non-premium tea leaves),
the target variables are set, and the overall process is planned out
in a general way. Careful planning at the beginning makes sure
that all the actions that follow are in line with the desired results
that the (such data
computational evaluation

and necessary resources sources,

tools, and measures)  are

found early on.

2.2 Data acquistion

The data collection of this research was taken personally from
PTPN VIII Kebun Rancabali dan Kebun Kertamanah. The
dataset is grouped into Premium and non-Premium classes
with 1,000 the total data
2000 images. In addition to being divided into premium and

images each, bringing to
non-premium tea datasets, the datasets were made to vary from
position to brightness. Sample pictures of the tea quality of each
grade can be seen in Figures 2, 3.

Then the dataset is inserted into Google Drive by creating
folders according to the contents of the dataset class. After that,
the dataset on Google Drive will be linked to Google Colab as the
platform used in this study. Google Colab is a cloud-based
platform that allows users to run and share Jupyter notebooks
(Gelar Guntara, 2023). Google Colab can run program code more
flexibly and GPU is free, so it can collaborate with other users
(Carneiro et al., 2018).

2.3 Data preparation

At this stage, raw data is collected from relevant and reliable
sources. Some of these sources could be field observations, and

[ Initiation > Data Acquistion > Data Preparation » Dataset Partitioning J

Performance
Assesment

[

J 4_[ Prediction Output J4_[ Testing Model }{ Training Model }

FIGURE 1
System flowchart.
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FIGURE 2
Premium tea.

FIGURE 3
Non-premium tea.

camera photos. The quality and variety of data collected at this
stage has a huge impact on how well the final model works and
how widely it can be used. The goal of rigorous data collection
methods is to get a complete picture of how things change in the
real world, so that the model can handle situations it has never
encountered before.

Furthermore, the dataset will enter the data pre-processing stage
to improve the quality and availability of the training data without
collecting more new data before entering the further modeling stage.
Size in the data set can affect model performance. If the data set is
not large enough, overfitting occurs. Therefore, it is necessary to
increase the amount of data for the deep learning process (Wei et al.,
2022a). This data pre-processing stage is also carried out to perform
calculations on the neural network (Fajri et al., 2022). At this stage,
the dataset will go through several actions such as the normalization
process to change the scale of the data into a uniform range and the
augmentation process to increase the amount and variety of training
data by creating variations from the original data (Sucia et al., 2023).
The dataset will be augmented using several parameters that can be
seen in Tables 1, 2.

Frontiers in Sensors
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TABLE 1 Data augmentation.

Parameters Descriptions

Rotation Range 20
Width and Height Shift Range 0.2
Shear Range 0.2
Horizontal Flip True
Zoom Range 0.2
Image Size 224 x 224
Color Mode RGB
Class Mode Categorical
Batch Size 32
Preprocessing Function MobileNetV2

2.4 Data partitioning

Once the data is prepared, it is divided into two main subsets: a
training set and a testing set. This division allows the model to learn
from one subset (training data) and then be objectively evaluated on
an independent subset (testing data). A commonly used partition
ratio is 80% for training and 20 for testing.

Datasets on Google Drive that are already connected to Google
Collab and have gone through data pre-processing will carry out a
random data sharing process by the system which will be divided
into three stages, namely, training data, validation data and test data.
The training data will perform the model training process on the
dataset, the validation data will evaluate and optimize the model
performance of the dataset during the training process, while the test
data will test the final performance of the dataset model that has
been trained and validated using separate data and is not used
during the training or validation process (Karimah, 2023).

2.5 Training model building

After the dataset is divided into three stages randomly, the
dataset will go through a training process. This training model is
used to perform the model training process using CNN-based
MobileNetV2 architecture. In the training process using several
pre-set hyperparameter configurations, such as learning rate
configuration, optimizer, epoch, and batch size (Trihardianingsih
et al,, 2023). The model training process goes through convolution
stages, non-linear activation functions, full connection layers, mean
collection, and classification (Altim et al., 2022). The stages of data
processing are presented in Table 3.

Based on Table 3, the model training process has several stages.
In this training process, the model will perform convolution
operations on two-dimensional inputs to process input features
by learning relevant patterns in the data. This process helps the
model to understand and extract the necessary essential features
(Bao et al., 2022). Then insert bottleneck layers or inverted residual
blocks to reduce channel dimensions and computational complexity
on the remaining blocks resulting in a lighter and more efficient
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TABLE 2 Hyper-parameters used for training model.

Hyper-Parameters Value

Optimizer Adam
Learning Rate 0.01-0.001
Epoch 90

TABLE 3 MobileNetV2 architecture (Ekoputris, 2018).

Input Operator t c n s
224> x 3 conv2d - 32 1 2
112% x 32 bottleneck 1 16 1 1
112° x 16 bottleneck 6 24 2 2
567 x 24 bottleneck 6 32 3 2
28% x 32 bottleneck 6 64 4 2
14° x 64 bottleneck 6 96 3 1
14% x 96 bottleneck 6 160 3 2
7 x 160 bottleneck 6 320 1 1
72 % 320 conv2d 1 x 1 - 1,280 1 1
7% x 1,280 avgpool 7 x 7 - - 1 -
1x1x 1,280 conv2d 1 x 1 - k - -

model without sacrificing the representation of important features
(Rizal et al., 2020). Then the average merging process with a kernel
size of 7 x 7 is scanned on the input feature and the average value on
the kernel is taken as the output value. This training process takes a
long time to obtain an identification model due to the large number
of images that must be processed (Yucel and Yildirim, 2023).

2.6 Testing model

After the training process is carried out, the model then enters
the testing process. Before entering the testing process, the model
has gone through a validation process to evaluate and optimize
model performance from the dataset during the training process
(Hossain et al,, 2018). The results of the model pattern on training
will be tested to measure accuracy. If the test results show a high loss
value, then the training will be rerun (Teka, 2024). The results of this
training and testing process will result in a quality classification on
black tea plants.

2.7 Classification results

The output produced by the model is the classification result
for the test data. After going through several stages, the model
will produce a quality classification on black tea plants by
knowing the accuracy results of the model that has been
trained and tested.

Frontiers in Sensors
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TABLE 4 Results of accuracy of black tea leaf quality classification testing
using Adam and RMSprop optimization with Learning Rate 0.001.

Adam (Learning Rate 0.001)

Epoch Accuracy Results
10 88.89%
20 94.69%
30 89.72%
40 96.35%
50 97.18%
60 97.18%
70 96.68%
80 97.35%
90 97.84%
100 97.84%

RMSProp (Learning Rate 0.001)

Epoch Accuracy Results
10 90.88%
20 94.36%
30 94.69%
40 96.19%
50 96.02%
60 95.52%
70 96.52%
80 96.85%
90 96.52%
100 96.35%

2.8 Performance assesment

After the data is trained, validated, and tested, it can be analyzed
to determine the result of quality classification in black tea plants.
The results of the analysis can show a high accuracy in classifying the
quality of black tea plants. CNNs are known to perform well in
classifying and recognizing problems in image processing and have
improved accuracy in many machine learning tasks (Paranavithana
and Kalansuriya, 2021). However, if it turns out that the results of
the analysis show poor accuracy, then the model needs to be tested
again starting from the data processing stage by changing values.

3 Results and discussion

This section will explain the results of quality classification
testing on  black tea  plants  using = CNN-based
MobileNetV2 architecture with transfer learning techniques. The
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FIGURE 4
Accuracy graph of black tea leaf quality classification testing using Adam optimization with epoch 90.

Training, Validation, and Test Accuracy (RMSprop - Epoch 80)
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FIGURE 5
Accuracy graph of black tea leaf quality classification testing using RMSprop optimization with epoch 80.

dataset is grouped into Premium and non-Premium classes with ~ The accuracy results obtained during testing with these optimizers
1,000 images each, bringing the total data to 2000 images. and different epoch settings are shown in Table 4.

Based on Table 4, the best accuracy using Adam was obtained at

epoch 90 and 100 with an accuracy of 97.84%, while for RMSprop, the

3.1 First scenario testing best accuracy was achieved at epoch 80 with an accuracy of 96.85%.
Opverall, the Adam optimizer outperformed RMSprop on this dataset.
In the first scenario test, the dataset was used to determine the Based on Figure 4, the results of the accuracy graph of testing the

best accuracy results by varying the number of epochs using two  quality classification of black tea leaves using Adam’s optimization
optimizers: Adam and RMSprop (both with a learning rate 0o£ 0.001).  showed quite clear results and the total loss produced was 17%. As
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TABLE 5 Results of accuracy testing of black tea leaf quality classification
using Adam optimization and RMSprop.

Adam (epoch 90)

Learning Rate

Accuracy Results

0.1 49%
0.01 89%

0.001 97%

0.0001 93%

0.00001 78%

0.000001 70%

1.0 50%

RMSProp (epoch 80)

Learning Rate

Accuracy Results

0.1 53%

0.01 84%

0.001 96%
0.0001 92%

0.00001 76%

0.000001 69%

1.0 46%

Based on Table 5, the best accuracy using Adam was achieved with a learning rate of 0.001,
resulting in an accuracy of 97%. Meanwhile, for RMSprop, the highest accuracy was obtained
at a learning rate of 0.001, both reaching 96%.

for the graphic results and total loss from testing the quality
classification of black tea leaves using RMSprop optimization can
be seen in Figure 5.

The accuracy graph for the black tea leaf quality
classification using Adam optimizer at epoch 80 shows

10.3389/fsens.2025.1625488

consistent improvement, with a final accuracy of 97.84% and
a relatively low total loss value. Meanwhile, using RMSprop at
epoch 80, the accuracy reached 96.85% with stable loss
reduction. These results indicate that both optimizers
performed well, but Adam achieved slightly higher peak
accuracy on this classification task.

3.2 Second scenario testing

In the second testing scenario, the dataset was used to determine
the best accuracy results by varying the learning rate, while keeping
the number of epochs at 90 and 80, as set in the first scenario. Two
types of optimizers were tested: Adam and RMSprop. The accuracy
results obtained using these optimizers with various learning rates
are presented in Table 5.

Based on Figure 6, the results of the accuracy graph of testing
the quality classification of black tea leaves using Adam’s
optimization at epoch 90 showed with a learning rate,
reaching accuracy of 97%.

Based on Figure 7, the results of the accuracy graph of testing the
quality classification of black tea leaves show the accuracy curve for
RMSprop optimizer with a learning rate of 0.001 at epoch 80,
reaching 96%.

Based on Table 6, it can be concluded that in this study, the best
accuracy using Adam was achieved at epoch 90 with a learning rate
of 0.001 (accuracy of 97%). Meanwhile, using RMSprop, the best
accuracy was obtained at epoch 80 with a learning rate of 0.001,
resulting in 96%.

The comparison between the proposed study and previous
research highlights its unique focus on tea quality classification
rather than disease detection, positioning it as a valuable tool for
improving tea production (Table 7). The use of MobileNetV2, a
lightweight and efficient architecture, allows for real-time quality
control in low-resource environments like tea farms, making it
highly practical. Despite using a relatively smaller dataset, the
proposed study achieves an impressive 96.19% accuracy,
outperforming previous studies by leveraging RMSprop and

Training & Validation Accuracy
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FIGURE 6

Epoch

Graph of accuracy of testing the quality classification of black tea leaves using Adam’s optimization with a learning rate of 0.001.
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Graph of accuracy of testing the quality classification of black tea leaves using RMS's optimization with a learning rate of 0.001.

TABLE 6 Comparison of Adam and RMSprop optimization usage test results.

Learning rate

Adam (epoch 90)

Accuracy optimization

RMSProp (epoch 80)

1 0.1 49% 53%
2 0.01 89% 84%
3 0.001 97% 96%
4 0.0001 93% 92%
5 0.00001 78% 76%
6 0.000001 70% 69%
7 1.0 50% 46%

Adam optimizations alongside data augmentation. This
approach addresses a critical need in the tea industry by
providing a scalable, mobile-friendly solution for premium tea
leaf classification, directly contributing to better quality control
and production consistency, unlike prior studies focused
primarily on disease management.

4 Conclusion

This study successfully developed a deep learning-based system
for classifying the quality of black tea leaves into Premium and non-
Premium categories using the MobileNetV2 architecture. By
applying two optimization techniques, Adam and RMSprop, and
adjusting the number of epochs and learning rates, the system
achieved high accuracy results. Specifically, Adam achieved the
highest accuracy of 97% at 90 epochs with a learning rate of
0.001, while RMSprop reached 96% at 80 epochs with the same

Frontiers in Sensors

learning rate. The dataset consisted of 2,000 images, with 80% used
for training and 20% for testing, which helped reduce model bias and
improve reliability.

While the system demonstrates strong potential, further
validation is required using larger and more diverse datasets to
confirm its generalizability and performance in real-world scenarios.
Future research should expand the dataset with real-world
variations and include comprehensive evaluations using
confusion matrix, precision, recall, and Fl-score to gain deeper
insights into the model’s behavior beyond accuracy alone.
Additionally, exploring other deep learning architectures, such as
EfficientNet or DenseNet, may offer improvements in processing
speed and efficiency, especially for real-time applications.
Integrating this system into mobile platforms for on-site, real-
time tea leaf quality assessment could further enhance its
practical utility for farmers and production facilities, providing a
scalable and accessible solution to support quality control in the

tea industry.
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TABLE 7 Comparison of proposed tea leaf quality classification study with previous research.

Proposed Study

10.3389/fsens.2025.1625488

Objective Classifying black tea leaf Detecting tea leaf Identifying tea leaf Real-time object Detecting diseases ~ Fluorescence-based tea
quality (Premium vs. non- diseases diseases detection of tea leaf in tea leaves leaf classification
Premium) diseases
Method/ MobileNetV2, CNN, CNN-based, Improved Deep CNN Faster R-CNN Hybrid CNN AX-RetinaNet
Architecture Transfer Learning Custom Model (ID-CNN) and RNN
Dataset 2000 images (1,000 Premium, =~ 500 images (various 1,000+ images of 500 images of tea 300+ images of Fluorescence imaging
1,000 non-Premium) tea leaf diseases) diseased leaves leaves diseased leaves dataset
Pre-processing Data Augmentation Data Augmentation =~ Data Augmentation Standard Standard Fluorescence Imaging
Techniques (Rotation, Shift, Shear, Flip) Augmentation Augmentation
Accuracy 97% (Adam optimization) 85% 90% 92% 88% 93%
Optimization RMSprop and Adam Adam Adam SGD Adam AX-RetinaNet built-in
Algorithm optimizer
Number of 90 50 30 100 20 60
Epochs
Focus on Tea Yes (Premium and non- No (disease No (disease No (disease detection) No (disease No (leaf condition
Quality Premium classification) detection) detection) detection) classification)
Technology Suitable for mobile and General deep Designed for cloud- = Suitable for real-time Not specified Specialized for
Suitability embedded systems learning models based systems systems fluorescence imaging
Contribution to Quality classification for Tea health Disease management Real-time disease Disease Specialized
Tea Industry optimizing tea production management detection classification classification based on
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