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Introduction

In the digital age, access to health information is no longer gated by clinics or libraries—

it’s increasingly mediated by algorithmic interfaces. The emergence of generative AI

(GenAI) tools such as ChatGPT, Google Gemini, Claude, and open-source large language

models has transformed how individuals seek, interpret, and act upon health information.

Millions of users now consult AI models for everything from interpreting symptoms and

planning diets to asking about medication side effects and mental health support (1).

While these tools promise democratization of knowledge and rapid access to

information, their rise is not without peril—particularly in low- and middle-income

countries (LMICs), where overburdened health systems, limited digital literacy, and high

levels of medical misinformation already constitute a precarious information ecosystem

(2). The illusion of authority presented by GenAImay inadvertently reinforce public health

misinformation, deepen mistrust in formal medical systems, and introduce a new layer of

algorithmic opacity in the way people manage health (3, 4).

This Opinion piece advocates an immediate focus on how generative AI tools, not

even intended to be used in medicine, already pose significant challenges in ensuring

accuracy, trust, and verification within public health communication. We cannot be

content to correct biases coded into data and models; we also need to comprehend how

tools get adopted, trusted, and responded to in actual world settings—least of all, by

vulnerable individuals.

The rise of Generative AI as a public health actor

Generative AImodels function by predicting the next word in a sequence, based on vast

corpora of text scraped from the internet. They lack factual grounding, medical training,

or a capacity for real-time validation (5). Yet, their linguistic fluency and conversational

tone lend them an aura of competence and confidence—traits that easily mislead users

into believing that AI-generated answers are factual, current, and safe (6, 7).
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In LMICs, where patients may face long wait times, limited

access to healthcare providers, or language barriers in traditional

health systems, GenAI presents an attractive alternative. It is free,

fast, and available in multiple languages—qualities that formal

health systems often fail to offer (8). In effect, generative AI

tools have begun to function as de facto triage systems, digital

advisors, and even emotional support systems for users with limited

alternatives (9).

The problem is that these models are not trained to provide

public health guidance. They do not reason medically, understand

contextual risks, or tailor advice based on socioeconomic

constraints. That said, many LLMs, including ChatGPT and

Gemini, are capable of producing accurate and helpful health-

related information when provided with sufficient context and

detail. The limitation often lies less in the model’s potential capacity

and more in the variability of real-world inputs, where users may

not supply adequate contextual information. A model that suggests

an MRI for a headache may be technically accurate, but financially

or logistically impossible in a rural Indian village or a refugee camp

(10). In such cases, the issue reflects the gap between generalized

outputs and localized feasibility, rather than an inherent flaw in

the model itself. Worse still, these systems often “hallucinate”—

confidently generating false or fabricated information, with no

means of indicating uncertainty or danger (11, 12).

Misinformation by design: the
epistemic limits of AI

The core issue lies in the epistemology of generative AI. These

systems are not truth-seekers; they are statistical parrots, designed

to mimic language patterns, not validate facts. Consequently,

misinformation is not a bug—it is a feature, or at the very least,

an unavoidable byproduct of the model’s design (13).

Numerous real-world tests have shown that LLMs provide

inconsistent answers to health queries, often depending on prompt

phrasing, model temperature settings, or user interaction history

(14). One day, ChatGPT might say “garlic can help reduce blood

pressure” and on another, it might declare that “there is no medical

evidence for garlic use in hypertension.” Both responses sound

plausible; neither is reliably sourced. For lay users, especially those

with limited health literacy, these contradictions are not signals

of unreliability but rather points of confusion—making them

more susceptible to confirmation bias and less inclined to seek

clarification from medical professionals (11, 15).

Furthermore, GenAI tools do not inherently warn users about

the limitations of their output. While OpenAI, Google, and others

now attach disclaimers or watermarks, these are easy to ignore and

often poorly understood. Without contextualization, users may act

on AI advice without realizing its provisional, non-clinical nature

(16). This is particularly dangerous in regions where traditional

sources of health misinformation—folk remedies, WhatsApp

forwards, unverified YouTube channels—already saturate the

information ecosystem.

The trust trap: why GenAI feels more
reliable than it is

A key reason GenAI is dangerous in public health

communication is the trust trap it creates. Users tend to trust

outputs that are coherent, confident, and delivered in personalized

tones. This psychological effect, known as the authority bias, is

compounded in digital environments where users cannot see the

source, verify credentials, or cross-check claims (17).

For example, a rural teenager struggling with acne may

ask a chatbot for advice. If the model offers a confident—but

inaccurate—response about using toothpaste or lemon juice, the

user may follow through, inadvertently harming themselves (18). A

pregnant woman with limited antenatal care may rely on a chatbot

for diet recommendations, unaware that cultural and nutritional

needs vary drastically by geography. The risks compound when

such advice delays actual medical consultation or undermines trust

in formal systems (19).

Additionally, LLMs are optimized to maintain conversation—

not to challenge users’ dangerous assumptions. If a user types “Is

it true that vaccines cause autism?” a well-trained model might

respond with a refutation—but it might just as easily present

a “neutral” summary of both sides, inadvertently legitimizing

falsehoods (20). In a polarized or misinformed media climate, such

neutrality is not balance; it is complicity.

Digital divides meet algorithmic
illusions

The interaction between digital inequality and algorithmic

illusion is particularly acute in LMIC contexts. Generative AI

systems require not just literacy but digital fluency—users must

know how to frame questions, assess answers, and navigate

ambiguity. Yet millions of people in these regions are still first-

generation digital users, accessing AI through low-bandwidth

phones or via intermediary platforms like voice assistants—often

in contexts where the tools themselves are primarily trained on

English-language data and Western cultural frameworks (21).

In such settings, linguistic and cultural mismatches are

common. GenAI systems trained primarily in Western biomedical

texts struggle to interpret or respond to indigenous health

concepts, traditional medicine, or even regional dialects (22).

Moreover, while many LLMs can interpret common terms such as

garmi, tap, or bukhar, they often struggle with cultural nuances,

idiomatic expressions, or context-specific health concepts—leading

to responses that may be technically correct yet misaligned with

local understandings (23).

This creates a practical challenge under the guise of inclusion.

While generative AI tools may appear universally accessible, their

outputs must always be treated as provisional and verified by

qualified health professionals. For people in LMICs, recognizing AI

as a supportive tool rather than an authoritative source is essential

to ensure safe and reliable use.
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Health professionals at the crossroads:
aid or adversary?

Healthcare professionals now face a new challenge: how to

respond to patients who come with AI-informed expectations

or anxieties. Doctors report increasing instances of patients

quoting ChatGPT or Google Bard in consultations—sometimes to

double-check advice, sometimes to challenge it. This can either

empower shared decision-making or undermine clinical judgment,

depending on how the interaction unfolds (9).

Public health workers are similarly impacted. Community

health workers (CHWs), who form an essential part of the

healthcare workforce and have significantly contributed to better

health outcomes globally, may in some regions face training or

resource constraints. In such contexts, they might turn to GenAI

for support or documentation. However, without proper vetting

or localization, they too may risk absorbing and disseminating

inaccurate content, especially in low-literacy environments (24).

The integration of GenAI into health systems is therefore not

merely a technological issue—it is a relational and epistemological

shift. It alters the trust contract between health seekers and

providers, shifts the locus of authority, and introduces a new

actor—algorithmic, faceless, unverifiable—into the most intimate

realms of human vulnerability: illness, pain, and hope (25). At

the same time, generative AI is already demonstrating benefits,

such as improving efficiency in U.S. healthcare systems through

assistance with documentation, patient communication, and

workflow management, as well as supporting academic work in

universities. These developments illustrate its potential to augment

human expertise when carefully implemented. Nevertheless, risks

remain: some healthcare providers may lean on generative AI as

a faster alternative to consulting senior colleagues or specialists,

which could introduce medical errors. Beyond patient safety,

such shortcuts may reduce opportunities for collaborative clinical

discussions, long a source of innovation and novel insights

in medicine.

Toward a framework of responsible AI
use in public health

Given the urgency and ubiquity of GenAI adoption, public

health systems must act swiftly to prevent harm. A coherent

framework should include the following pillars:

• Digital Health Literacy Campaigns: Public education

programs should teach users to interpret GenAI outputs

critically, recognize model limitations, and cross-check advice

with trusted sources. These campaigns must be culturally

and linguistically tailored, delivered via schools, community

centers, and health outreach programs.

• Regulatory Guardrails: Governments must define clear

boundaries for AI use in health information. Disclaimers

are not enough. Generative tools should be required to

detect and flag health-related queries, trigger warnings, and

redirect users to certified medical sources. LMICs should

develop local standards rather than import those from high-

income countries.

• Clinician-AI Mediation Tools: Instead of resisting AI, public

health systems could create validated, clinician-augmented

GenAI interfaces. These tools would allow providers to co-

author responses, correct misinformation, and personalize

outputs, bridging the gap between digital advice and clinical

judgment. Such interfaces must be designed under the

directive of healthcare providers and public health experts, not

engineers alone, to ensure ethical and clinically sound outputs.

• Localization and Language Inclusion: GenAI tools must be

fine-tuned to support underrepresented languages, cultural

contexts, and traditional health knowledge systems. This

requires open-access datasets, community partnerships, and

inclusive AI governance mechanisms.

• Fact-Checking and Algorithm Auditing: Independent

agencies should conduct regular audits of GenAI health

outputs across multiple domains. A “nutrition label” for AI

tools—indicating accuracy rates, known biases, and version

history—can help demystify performance for public users.

Another key step is ensuring that AI-generated information

or advice includes references or citations. For example,

the European Society of Cardiology has developed an AI

chatbot for healthcare providers and researchers that cites the

sources of its information, offering a model for transparency

and accountability.

Conclusion: rethinking trust in the age
of machines

Generative AI will not disappear. If anything, it will become

more sophisticated, persuasive, and embedded in the daily lives of

millions. The challenge is not whether to use AI in public health—

it is how to ensure it supports equity, accuracy, and trust, rather

than undermines them. Public health communication has always

required clarity, cultural humility, and credibility. GenAI risks

replacing these with fluency, convenience, and charisma—qualities

that are compelling but not always truthful. Unlike healthcare

providers, who are explicitly bound by the Hippocratic Oath and

established medical ethics frameworks, the engineers who design

generative AI tools operate under different professional codes.

This highlights the importance of ensuring that AI development

and deployment adhere to ethical standards appropriate for

health contexts, with patient safety and public wellbeing at the

core. At the same time, caution is needed within the profession

itself: some healthcare providers—particularly physicians—may

be tempted to use generative AI as a quick substitute for

consulting senior colleagues or specialists, which risks medical

errors and undermines quality of care. Moreover, complex case

discussions among healthcare providers have historically been a

source of novel insights and innovations in medicine. Replacing

such collaborative human interactions with human–AI exchanges

may inadvertently hinder medical progress and innovation. In

the hands of unprepared users, GenAI is not just a tool; it is

a double-edged instrument capable of amplifying both access

and alienation.
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We must therefore approach generative AI not as a

neutral innovation, but as a public health actor—one that

interacts with complex human systems and socio-technical

histories. To do so requires humility from developers,

vigilance from policymakers, creativity from educators, and

collaboration across disciplines. The stakes are too high

for complacency. The illusion of help must not eclipse the

reality of harm. If we wish to harness the generative future for

good, we must invest in critical infrastructure, participatory

design, and epistemic justice—so that the next frontier

of public health is not just algorithmically advanced, but

humanely aligned.

Author contributions

JeJ: Writing – review & editing, Conceptualization, Writing

– original draft. BJ: Writing – original draft, Writing – review

& editing, Conceptualization. JoJ: Conceptualization, Writing –

original draft, Writing – review & editing.

Funding

The author(s) declare that no financial support was received for

the research and/or publication of this article.

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be

construed as a potential conflict of interest.

Generative AI statement

The author(s) declare that no Gen AI was used in the creation

of this manuscript.

Any alternative text (alt text) provided alongside figures in

this article has been generated by Frontiers with the support of

artificial intelligence and reasonable efforts have been made to

ensure accuracy, including review by the authors wherever possible.

If you identify any issues, please contact us.

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

References

1. Lam K. ChatGPT for low- and middle-income countries: a Greek gift? Lancet Reg
Health West Pac. (2023) 41:100906. doi: 10.1016/j.lanwpc.2023.100906

2. Liebrenz M, Schleifer R, Buadze A, Bhugra D, Smith A. Generating scholarly
content with ChatGPT: ethical challenges for medical publishing. Lancet Digit Health.
(2023) 5:e105–6. doi: 10.1016/S2589-7500(23)00019-5

3. Karpouzis K. Plato’s shadows in the digital cave: controlling cultural bias in
Generative AI. Electronics. (2024) 13:1457. doi: 10.3390/electronics13081457

4. Wei X, Kumar N, Zhang H. Addressing bias in generative AI: Challenges
and research opportunities in information management. Inf Manage. (2025)
62:104103. doi: 10.1016/j.im.2025.104103

5. Samuelson P. Generative AI meets copyright. Science. (2023) 381:158–
61. doi: 10.1126/science.adi0656

6. Nan D, Sun S, Zhang S, Zhao X, Kim JH. Analyzing behavioral intentions toward
Generative Artificial Intelligence: the case of ChatGPT. Univers Access Inf Soc. (2025)
24:885–95. doi: 10.1007/s10209-024-01116-z

7. Taeihagh A. Governance of Generative AI. Policy Soc. (2025)
44:1–22. doi: 10.1093/polsoc/puaf001

8. Mannuru NR, Shahriar S, Teel ZA, Wang T, Lund BD, Tijani S, et al.
Artificial intelligence in developing countries: the impact of generative
artificial intelligence (AI) technologies for development. Inf Dev. (2025)
41:1036–54. doi: 10.1177/02666669231200628

9. Traylor DO, Kern KV, Anderson EE, Henderson R. Beyond the screen: the impact
of Generative Artificial Intelligence (AI) on patient learning and the patient-physician
relationship. Cureus. (2025) 17:e76825. doi: 10.7759/cureus.76825

10. Li H, Huang J, Ji M, Yang Y, An R. Use of retrieval-augmented large language
model for COVID-19 fact-checking: development and usability study. J Med Internet
Res. (2025) 27:e66098. doi: 10.2196/66098

11. Hwang Y, Jeong SH. Generative Artificial Intelligence and misinformation
acceptance: an experimental test of the effect of forewarning about
artificial intelligence hallucination. Cyberpsychology Behav Soc Netw. (2025)
28:59–66. doi: 10.1089/cyber.2024.0407

12. Jin W, Gao Y, Tao T, Wang X, Wang N, Wu B, et al. Veracity-oriented context-
aware large language models–based prompting optimization for fake news detection.
Int J Intell Syst. (2025) 2025:5920142. doi: 10.1155/int/5920142

13. Markowitz DM, Hancock JT. Generative AI are more truth-biased than humans:
a replication and extension of core truth-default theory principles. J Lang Soc Psychol.
(2024) 43:261–7. doi: 10.1177/0261927X231220404

14. O’Leary DE. Confirmation and specificity biases in large language models: an
explorative study. IEEE Intell Syst. (2025) 40:63–8. doi: 10.1109/MIS.2024.3513992

15. Azimi I, Qi M, Wang L, Rahmani AM, Li Y. Accuracy and consistency of LLMs
in the registered dietitian exam: the impact of prompt engineering and knowledge
retrieval. arXiv [Preprint]. arXiv:2408.02964 (2024). Available online at: https://arxiv.
org/abs/2408.02964 (Accessed August 4, 2025).

16. Böhm R, Jörling M, Reiter L, Fuchs C. People devalue generative
AI’s competence but not its advice in addressing societal and personal
challenges. Commun Psychol. (2023) 1:32. doi: 10.1038/s44271-023-0
0032-x

17. Spatscheck N, Schaschek M, Winkelmann A. The effects of generative AI’s
human-like competencies on clinical decision-making. J Decis Syst. (2024) 1–
39. doi: 10.1080/12460125.2024.2430731

18. Nutbeam D, Milat AJ. Artificial intelligence and public health: prospects, hype
and challenges. Public Health Res Pract. (2025) 35:PU24001. doi: 10.1071/PU24001

19. Zhu K. Trust and generative AI: embodiment considered. AI Ethics. (2025)
5:2987–97. doi: 10.1007/s43681-024-00611-6

20. Bax E, Gerber M, Giaffo L, Sarkar A, Thompson N, Wagner W, et al.
Generative AI: citations for trust and consensus. In: Arai K, editor. Proceedings
of the Future Technologies Conference (FTC), Vol. 1. Cham: Springer Nature
Switzerland (2023). p. 188–95. (Lecture Notes in Networks and Systems; vol. 813).
doi: 10.1007/978-3-031-47454-5_14

21. Akbarialiabad H, Sadeghian N, Haghighat S, Grada A, Paydar
S, Haghighi A, et al. The utility of Generative AI in Advancing
Global Health. NEJM AI. (2025) 2:AIp2400875. doi: 10.1056/AIp24
00875

22. Mollema WJT. A taxonomy of epistemic injustice in the context of AI and the
case for generative hermeneutical erasure. arXiv [Preprint]. arXiv:2504.07531 (2025).
doi: 10.1007/s43681-025-00801-w

23. Furey P. Generative artificial intelligence 3: language translation. J Paramed
Pract. (2025) 17:1–8. doi: 10.12968/jpar.2025.17.3.CPD1

24. Reddy S. Generative AI in healthcare: an implementation science informed
translational path on application, integration and governance. Implement Sci. (2024)
19:27. doi: 10.1186/s13012-024-01357-9

25. Zhang P, Kamel BoulosMN.Generative AI inmedicine and healthcare: promises,
opportunities and challenges. Future Internet. (2023) 15:286. doi: 10.3390/fi1509
0286

Frontiers in PublicHealth 04 frontiersin.org

https://doi.org/10.3389/fpubh.2025.1683498
https://doi.org/10.1016/j.lanwpc.2023.100906
https://doi.org/10.1016/S2589-7500(23)00019-5
https://doi.org/10.3390/electronics13081457
https://doi.org/10.1016/j.im.2025.104103
https://doi.org/10.1126/science.adi0656
https://doi.org/10.1007/s10209-024-01116-z
https://doi.org/10.1093/polsoc/puaf001
https://doi.org/10.1177/02666669231200628
https://doi.org/10.7759/cureus.76825
https://doi.org/10.2196/66098
https://doi.org/10.1089/cyber.2024.0407
https://doi.org/10.1155/int/5920142
https://doi.org/10.1177/0261927X231220404
https://doi.org/10.1109/MIS.2024.3513992
https://arxiv.org/abs/2408.02964
https://arxiv.org/abs/2408.02964
https://doi.org/10.1038/s44271-023-00032-x
https://doi.org/10.1080/12460125.2024.2430731
https://doi.org/10.1071/PU24001
https://doi.org/10.1007/s43681-024-00611-6
https://doi.org/10.1007/978-3-031-47454-5_14
https://doi.org/10.1056/AIp2400875
https://doi.org/10.1007/s43681-025-00801-w
https://doi.org/10.12968/jpar.2025.17.3.CPD1
https://doi.org/10.1186/s13012-024-01357-9
https://doi.org/10.3390/fi15090286
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org

	The generative illusion: how ChatGPT-like AI tools could reinforce misinformation and mistrust in public health communication
	Introduction
	The rise of Generative AI as a public health actor
	Misinformation by design: the epistemic limits of AI
	The trust trap: why GenAI feels more reliable than it is
	Digital divides meet algorithmic illusions
	Health professionals at the crossroads: aid or adversary?
	Toward a framework of responsible AI use in public health
	Conclusion: rethinking trust in the age of machines
	Author contributions
	Funding
	Conflict of interest
	Generative AI statement
	Publisher's note
	References


