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Explainable machine learning for predicting hospital employees' quality of life using psychosocial work environment data
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Health-Related Quality of Life (HRQL) embodies the impact of an individual's health on their ability to live a fulfilling life. Quality of Life (QoL) is influenced by a range of factors, including physical functioning and wellbeing, psychological functioning, work environment (WE), lifestyle, and social relations. Various studies have found that job-related factors can be an essential predictor of an individual's HRQL. Furthermore, the Psychosocial Work Environment (PWE) can affect workers' wellbeing and contribute to the company's sustainability. PWE and QoL influence the quality of health services provided by healthcare providers. Therefore, the relationships among QoL, PWE, and healthcare quality need to be assessed to identify factors that improve overall patient healthcare service quality. This relationship has not been extensively evaluated in the Saudi context. Therefore, in the current study, we aimed to employ machine learning (ML) techniques to predict employee QoL using PWE data from a hospital in the Kingdom of Saudi Arabia (KSA). Several ML models have been developed to predict HRQL effectively and their significant attributes; the experiments were carried out with and without feature engineering. The Naïve Bayes (NB) classifier achieved the highest precision of 1.0 (95% CI: 0.81–1.0) in predicting employees' QoL using PWE and demographic variables. The selected Work Environment (WE) features, identified using the Xverse voting selector with the SVM classifier achieved the best results, with accuracy, recall, precision, F1, and receiver operating characteristic (ROC) reaching 0.92 (95% CI: 0.88–0.95), 0.90 (95% CI: 0.86–0.98), 0.95 (95% CI: 0.86–0.99), 0.92 (95% CI: 0.88–0.95), and 0.9, respectively. Post-hoc Explainable Artificial Intelligence (XAI) was used to alleviate the black-box nature of SVM and add transparency to the model. In conclusion, this study provides a robust, explainable tool for predicting employee QoL that can help healthcare organizations improve quality.
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1 Introduction

Health-Related Quality of Life (HRQL) is multidimensional and influenced by factors such as physical and psychological health, work environment, lifestyle, and social relations (1). HRQL, as per the World Health Organization (WHO) (2), is the culture and values of an individual's perception and its relationship with standards, goals, and concerns. Several factors have been discussed in previous studies that can affect HRQL, such as work attitude, job satisfaction, organizational commitment, and job content; hence, these factors can be used as predictors for an individual's HRQL (3). Several studies have been conducted related to the nurses' job satisfaction, yet it is relatively limited and needs further investigation (4).

Furthermore, in the literature, it is reported that the work environment has a high impact on the employee's productivity (5). Collaborative workplace environments have a positive impact on employee wellbeing, whereas toxic environments lead to adverse outcomes. They can increase organizational costs by reducing employee productivity (6–8). Furthermore, group dynamics within the organization also play a vital role in employees' quality of life (QoL) and workplace comfort (9). Assessing the quality of social communication is an essential aspect of enhancing the overall psychosocial work environment, especially in the health sector. Many organizations focus solely on profit, based on the cost and quality of the job performed or the product produced, but the central driving factor for the profit of any organization is its employees, who are usually ignored and treated as performers (5). To create a healthy work environment, it should be a collaborative effort among employers, employees, and even society's health policymakers.

Research indicated that psychological and behavioral factors have a substantial impact on both the wellbeing of healthcare professionals and the safety of patients (6, 7, 10). An unhealthy psychosocial environment will pose a risk to the organization's reputation and the employee's outcome. Behavioral modification and physical activity have a direct impact on QoL, improving an individual's HRQL (8), and are a basis to calculate quality-adjusted life-years (QALYs) (11). Moreover, cognitive demands are the degree to which the job requires employees to be highly concentrated on their work, which requires organizational support and commitment (12). The relationship between an employee and a leader has a potential impact on the employee's outcomes in an academic institute (13, 14). In the Information Communication and Technology (ICT) era, minimal contact between employees and the community is the norm (15). According to Sievers (16), the community can create motivation. Furthermore, the most frequent work stressor is the behavioral interaction between staff (9). Supervisor interactions were shown to be associated with emotional exhaustion or burnout of the employees (17). Motivation is defined by (18) as “psychological processes that cause the arousal, direction, and persistence of voluntary actions that are goal-directed” (19). The best performance is achieved by an organization and its committed employees through motivation. Employees usually prefer incentives and rewards as motivational factors, while the terms recognition and reward are typically used simultaneously (20). The job insecurity leads to a negative impact on health and behavior, such as a low level of innovation and creativity, less employment stability, and fewer initiatives, because they cannot afford the risk (21, 22). Though job security and freedom are challenging factors in the workplace, if these two factors are ensured for employees in any organization, this will result in increased productivity (23). Job security is one of the critical aspects of the Psychosocial Work Environment (PWE) that needs to be assessed in relation to the person's HRQL. A positive PWE factor in any organization strongly contributes to job satisfaction. According to Gibbs et al. (24), more productive employees receive more formal training, are more satisfied, and are less likely to have conflicts with others and their supervisors. According to the American Psychological Association, money and work environment are the top two factors that cause stress to employees (25). The work environment can cause negative employee attitudes and reduced performance and outcome of care (25, 26). The WHO healthy workplace model identifies five key points to create a healthy work environment: leadership commitment and engagement; involve workers and their representatives; business ethics and legality; use a systematic and comprehensive process to ensure effectiveness and continual improvement; and sustainability and integration (2). Besides, the European Agency for Safety and Health at Work identifies the need to improve the physical work environment (27). According to Rezagholi (28), PWE can affect workers' wellbeing and the company's future sustainability. Interest and investment in employees' psychological health call for training and evaluation within and outside the organization. Moreover, Abdi et al. (7) found that job satisfaction and demand had a strong association with performance. Similarly, the analysis of psychosocial factors conducted on the cardiac care unit professionals found that to improve the organization's outcome, one of the significant factors is to provide incentives and encouragement to the employees (29). Similar findings among Iranian nurses aimed at predicting resilience: they found that some psychosocial factors, such as transparency, good leadership, encouragement, and respect, have the potential to enhance nurses' outcomes (30). Mendoza Bernal et al. (31) also predicted nurses' resilience after the first and second waves of COVID-19 in Spain. Different levels of resilience have been observed across all variables except anxiety. Ali et al. (32) found an inverse correlation between workplace ostracism and nurses' work behavior using the dataset collected from the Saudi Arabia (KSA) hospital. A multiple linear regression model was used to predict nurses' QoL. Recently, the authors have explored the association between the WE and the decision-making of clinical nurses. The study found a strong correlation between PE and clinical decision-making (33). Quality is a sensitive and dynamic domain in healthcare, and the PWE is one of the most influential factors that could directly affect the quality of services provided. Measuring the effect of work-related qualitative and cognitive demands on employee productivity is relatively less explored in the Kingdom of Saudi Arabia (KSA) context, particularly in the health sector. Therefore, in the current study, we attempt to identify and predict the hospital employees' QoL using the PWE. Understanding the PWE within the KSA healthcare system is significant for opening new avenues for upcoming workplace interventions and elevating quality healthcare practices. Moreover, KSA's Vision 2030 highlights strategies focused on the national revolution and on enhancing QoL in KSA, which lies at the heart of the three main pillars of Vision 2030: “A Vibrant Society: focused on preserving culture, promoting entertainment and sports, and enhancing quality of life.” This pillar further encompasses improving healthcare services, promoting preventive care, advancing hospital and digital health systems, and increasing life expectancy. Hence, this study supports a key objective of Vision 2030 by contributing to the understanding and improvement of QoL. The QoL for healthcare providers and the PWE directly affect the quality of health services provided. Therefore, in this study, we will assess the relationship between QoL and PWE to identify areas for improvement in PWE. Enhancing the employee's PWE, their QoL scores will improve, which in turn will improve the overall healthcare service quality provided to patients. The study proposes a robust, transparent machine learning (ML) model using post-hoc Explainable Artificial Intelligence (XAI) to predict employee QoL, thereby helping healthcare organizations improve quality. XAI adds transparency to the black-box ML models (34). To the author's knowledge, XAI has not been previously investigated for predicting HRQL.



2 Materials and methods

This section presents a description of the proposed methodology, including dataset collection, data processing, exploratory analysis of the dataset, prediction models, and evaluation measures. Figure 1 presents the proposed methodology.
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FIGURE 1
 Proposed methodology framework.



2.1 Dataset collection

This is a quantitative cross-sectional study design using an online survey. The target population is all healthcare providers in King Fahd University Hospital (KFUH), Eastern Province, KSA. The dataset was collected from physicians, nurses, administrative personnel, and allied health professionals (radiology, pharmacy, laboratory, physical therapy, nutrition, and respiratory therapy). Participants' HRQL scores were collected along with their PWE scores and some personal information (e.g., gender, years of experience).

The RAND 20-item scale was used to measure the HRQL score (35). The PWE scale was adapted from (36, 37). In both scales, higher scores indicate better HRQL and better PWE. Ethical approval was obtained from the Institutional Review Board at Imam Abdulrahman bin Faisal University (IAU; IRB Number: PGS-2019-03-035). The survey was conducted confidentially, with no personal information disclosed to ensure participants' privacy.



2.2 Exploratory data analysis

The dataset contains 27 attributes across two categories: personal information and PWE. Table 1 presents the information gain for the most predictable features. The dataset includes 128 samples, with 63 in the bad category and 65 in the good category. The dataset does not contain any missing data. Due to the limited variation in the data values, no standardization or normalization techniques have been applied. During preprocessing, all categorical attributes were encoded into numerical values using the LabelEncoder utility from the scikit-learn library. Most of the features in Table 1 are related to the work environment (WE); however, only two attributes relate to personal information, namely profession and qualification. The highest information gain attribute is profession. HRQL is dependent on the employee's rank.

TABLE 1 Highest predictability features.


	Attributes
	Values
	Info. gain





	Profession
	Administrative
	0.208



	Physician



	Nursing



	Allied Health*



	Contradictory demands placed on you at work: (Role conflicts)
	Very large extent
	0.101



	Large extent



	Somewhat



	Small extent



	Your highest educational qualification
	Primary school
	0.093



	Secondary or high school



	Bachelor's degree



	Master's degree



	PhD degree or higher (Or Board-certified)



	You work in isolation from your colleagues: (Social community at work)
	Always
	0.078



	Often



	Some of the time



	Rare



	Never



	You have the possibility of learning new things through your work: (Possibilities for development)
	Very large extent
	0.053



	Large extent



	Somewhat



	Small extent



	Very small extent



	Your superior talks with you about how you will carry out your work: (Role conflicts)
	Always
	0.049



	Often



	Some of the time



	Rare



	Never



	Are you worried about becoming unemployed: (Job insecurity)
	Very large extent
	0.045



	Large extent



	Somewhat



	Small extent



	Very small extent



	Feedback regarding your work: (Recognition)
	Very large extent
	0.034



	Large extent



	Somewhat



	Small extent



	Very small extent





*Allied health (pharmacy, laboratory, radiology, physical therapy, respiratory therapy, nutrition).






2.3 Classification model

The current study aims to develop an intelligent ML-based model to predict the hospital employees' QoL. Naïve Bayes (NB), K Nearest Neighbor (KNN), Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), Multi-Layer Perceptron (MLP), Gradient Boosting (GB), and Support Vector Machine (SVM) were used in the study as the prediction models. A grid search mechanism was used to find the optimal parameters. A description of the deployed models is presented in the section below.


2.3.1 Decision tree

DT is a decision-support technique used for developing classification and regression models. It has a tree-like structure in which every internal node represents a test on an attribute, the branches represent the outcomes of those tests, the terminal/leaf node represents a class label, and the top decision node is the root node of the tree (38). Each path taken from the root to the leaf represents a sequence of data splits that lead to a Boolean outcome. Having a high splitting power at each stage of the tree creates the shortest possible tree. The algorithm computes the entropy of the data set, using the formula below:

H(Set)= - P1 ×log2 P1- P2 ×log2 P2      (1)

Where P1 is the proportion of the first decision and so on.

To measure the splitting power for each attribute, the information gain formula can be written as:

Gain(A)=H(Set)−(w1×H(a1)+w2                      ×H(a2)+…+wm×H(am))      (2)

Where a1, a2 … am represent the many values of attribute A, and w1, w2 … wm represents the weights of the subset splits using the same values of attribute A (38). GridSearchCV was applied to find the optimal parameter. The model achieves good, stable results with the settings shown in Table 2. Figure 2 shows the results of the DT grid search.

TABLE 2 Optimal parameters for decision tree.


	Parameters
	Value





	Criterion
	gini



	Splitter
	best



	max_depth
	5
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FIGURE 2
 Grid search for decision tree.




2.3.2 Random forest

The Random Forest (RF) algorithms form a family of decision trees that operate by aggregating the classification results from multiple decision trees. RF uses binary splits frequently, which split the tree into homogeneous or near-homogeneous nodes. The continuous splitting of the parent node improves the homogeneity of the child nodes. Generally, RF trees are grown deeply; therefore, the number of trees often reaches thousands (38). The growing moves in two stages and uses a random subset of variables at each node to find the best split.

The RF method is built through the following steps:

1. First, it extracts several sample trees from the raw data.

2. For each sample, a regression tree is grown, then for each node, a random subset of variables is chosen to predict the best split.

3. Finally, predictions of all tresses are gathered, and the classification with the most votes is chosen to predict the new data.

The model achieves good and stable results with the settings shown in Table 3. Figure 3 represents the results of the grid search on RF.

TABLE 3 Optimal parameters for random forest.


	Parameters
	Value





	n_estimators
	300



	max_depth
	13



	min_samples_split
	5
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FIGURE 3
 Grid search for random forest.




2.3.3 Logistic regression

Logistic Regression (LR) is an ML algorithm and statistical model that utilizes the maximum-likelihood ratio approach for classification and regression (38). It is based on probability theory and predictive analysis algorithms. The advantage of LR is that it employs a straightforward probabilistic classification formula. Conversely, the disadvantage of the linear regression model is that it is ineffective for non-linear problems. LR can be expressed as follows:

log[y1-y]= b0+b1x1+b2x2+b3x3+ …+bnxn      (3)

The LR parameters used are shown in Table 4. Figure 4 presents the results of the grid search on LR.

TABLE 4 Optimal parameters for logistic regression.


	Parameters
	Value





	Penalty
	12



	max_iter
	10,000



	Solver
	“newton-cg”







[image: Line graph titled “Grid-search results (higher is better)” showing log-likelihood comparison to an AR(0) for different param_solver methods: liblinear, newton-cg, sag, and saga. Blue triangles represent mean test scores for parameter penalty l1, showing consistently low values. Orange circles represent mean test scores for l2, peaking at newton-cg and declining through sag and saga. Error bars indicate variability.]
FIGURE 4
 Grid search for logistic regression.




2.3.4 Naïve Bayes

A Naive Bayes (NB) classifier is a simple probabilistic ML algorithm used for task classification. It has performed effectively across a range of complex real-world applications, including sentiment analysis, real-time prediction, spam filtering, and medical diagnosis. Bayesian classification methods are used to build the NB. Nevertheless, due to the unrealistic expectations that all predictors are independent and essential, the performance of this classifier may be hindered in some circumstances (38).

Bayes' Theorem is represented by the equation below:

P(A|B)=P(B|A)P(A)P(B)       (4)
 

2.3.5 K nearest neighbors

K Nearest Neighbors (KNN) is a fundamental supervised learning algorithm used in ML. KNN is versatile, considering it can be used for classification and regression problems. Primarily, this algorithm works by classifying incoming data points based on the similarity of previously stored data points (neighbors). To calculate the nearest neighbor, distance measures such as the Euclidean, Manhattan, and Minkowski distances are used; see the equations below.

Euclidean distance:

D(x,y)=∑i=1n(xi-yi)2      (5)

Manhattan distance:

D(x,y)=∑i=1k|xi-yi|       (6)

Minkowski distance:

D(x,y)=(∑i=1n|xi-yi|p)1p      (7)

KNN is best employed when the data volume is low, since the algorithm's computational cost increases with volume.



2.3.6 Multi-layer perceptron

A Multi-Layer Perceptron (MLP) is a deep learning technique that uses a feedforward artificial neural network (ANN) to produce a set of outputs from a set of inputs. Several layers of input nodes are connected, forming a directed graph between the input and output layers of an MLP, indicating that the signals travel only in a unidirectional way across the nodes. MLP uses the backpropagation algorithm for supervised learning to train the network (38). Table 5 depicts the optimal parameters for MLP. Figure 5 shows the results of the grid search on MLP.

TABLE 5 Optimal parameters for multi-layer perceptron.


	Parameters
	Value





	Solver
	lbfgs



	max_iter
	1,200



	hidden_layer_sizes
	13







[image: Line graph titled “Grid-search results (higher is better)” showing log-likelihood compared to an AR(0) on the y-axis and parameter solver types (adam, lbfgs, sgd) on the x-axis. Four lines represent mean test scores with varying max iterations (1000, 1200, 1500, 2000). The lbfgs solver performs best, while the adam and sgd solvers show lower performance across all iterations.]
FIGURE 5
 Grid search for multi-layer perceptron.




2.3.7 Support vector machine

A Support Vector Machine (SVM) is a supervised learning model used for regression (SVR), classification (SVC), data analysis, and outlier detection. It can also be used for unsupervised learning, where it is known as support vector clustering. The SVM settings generate an n-dimensional vector space, where each dimension (x, y, z, etc.) corresponds to a feature of each point, aiming to train a model to classify new out-of-sample data. SVM algorithms use various types of linear or non-linear kernel functions [polynomial, Radial Basis Function (RBF), and sigmoid] to offer a bridge from non-linearity to linearity (38). The model produces satisfactory and stable results with the following settings, as shown in Table 6. Figure 6 represents the results of the grid search on SVM.

TABLE 6 Optimal parameters for support vector machine.


	Parameters
	Value





	Kernel
	Linear



	C
	10







[image: Line graph titled 'Grid-search results (higher is better)' comparing log-likelihood for different parameter C values in a linear kernel. Scores are plotted from 0.1 to 1000.0, showing a downward trend as values increase.]
FIGURE 6
 Grid search for support vector machine.




2.3.8 Gradient boosting

A Gradient Boosting (GB) is an ensemble classification technique in ML. It is a specific type of algorithm that classifies the task given to a machine. The concept of GB comes from taking a weak hypothesis or weak learning algorithm and turning it into a series of trials that will increase the learner's power. The method employed is as follows: the set of incorrectly classified data is used to generate a new weak learner, which is then checked; only the correctly classified examples are retained. They are defined by adjusting the data and model weight. GB classifiers aim to reduce the loss, or the gap, between the training example's actual class value and the class value predicted. The GB classifier is therefore based on a loss function and supports uniform loss functions, provided they are differentiable. The parameter values for the proposed GB are shown in Table 7. Figure 7 represents the results of the grid search on GB.

TABLE 7 Optimal parameters for gradient boosting.


	Parameters
	Value





	learning_rate
	0.05



	max_depth
	3







[image: Line graph showing grid-search results for model performance, with the y-axis representing log-likelihood and the x-axis showing number of estimators. Three lines represent different max depth values: blue for 3, orange for 5, and green for 7. Higher log-likelihood values indicate better performance. Blue line consistently performs best across all estimator values.]
FIGURE 7
 Grid search for gradient boosting.





2.4 Evaluation measures

The standard metrics used to evaluate the performance of the models were accuracy, F1-Score, precision, and recall (sensitivity) (39). A 95% Confidence Interval (CI) for each metric was estimated using the bootstrap method with 1,000 resamples. This technique provides a robust measure of uncertainty.


2.4.1 Accuracy

Accuracy is an evaluation metric that measures the total number of correct predictions to determine how accurate is the model. Accuracy can be expressed as follows:

Accuracy=TP+TNTP+FN+TN+FP      (8)
 

2.4.2 Recall

Recall is the proportion of the total relevant results that the model accurately classifies. It is essentially a measure of a model's ability to identify True Positives correctly. Recall can be expressed as follows:

Recall=TPTP+FN      (9)
 

2.4.3 Precision

Precision, also known as Positive Predictive Value (PPV), is a measure of how many accurate predictions have been made. Precision can be expressed as follows:

PPV=TPTP+FP       (10)
 

2.4.4 F1-Score

The F1-Score is described as the harmonic mean of precision and recall, which can be mathematically expressed as follows:

F1-Score=2 *(Recall * Precision)Recall+Precision      (11)
 

2.4.5 Receiver operating characteristic (ROC)

The ROC curve plots the true positive rate against the false positive rate at different thresholds. It is the most used graphical plot for binary classification.





3 Experiments and results

The experiments were conducted on Windows 10, 64-bit architecture, using the Jupyter notebook. The models were developed using the Python programming language (ver. 3.12.4). Several Python libraries were used, such as Numpy (ver. 1.26.4), Matplotlib (ver. 3.7.5), Sklearn (ver. 1.4.2), Pandas (ver. 2.1.4), lime (ver. 0.2.0.1), and Dalex (ver. 1.7.2). The data contains 27 features (i.e., gender, profession, age, education, shift, experience, nationality, and 20 variables related to PWE), QoL is the targeted variable, and it is discrete with binary values. Stratified 10-fold Cross Validation (CV) for partitioning the data for training and testing. The dataset was divided into 10 folds, and stratified sampling was used. The process was repeated 10 times, with each iteration using onefold for testing and the remaining folds for training. The results were calculated for each iteration. The result was computed as the average across folds. This method reduces the chance of model overfitting and provides more reliable results. Classification models were developed and evaluated using the following standard measures: accuracy, F1 score, precision, and recall (sensitivity). However, for the best-performing experiment 4, the ROC curve has been included. Several sets of experiments were performed with all the features, a selected category of features, and features selected using Xverse VotingSelector. Xverse is an abbreviation for X-Universe (40). This technique uses a group of transformers for feature selection. The Xverse voting selector uses the voting approach to select the most pertinent features. The primary advantage of this approach is that it relies on multiple feature selection algorithms rather than a single one, thereby reducing the risk of model overfitting. Some feature selection algorithms include recursive feature elimination, chi-square, Random Forest, weight of evidence, ANOVA, and correlation matrix. The results achieved and selected features for each experiment are discussed in the sections below.

Experiment 1: In the first experiment, all features were used without feature selection. Table 8 presents the results of experiment 1. The comparison among the classifiers is shown in Figure 8. The total number of features used in this experiment was 27. The NB classifier achieved the highest precision of 1.0 (95% CI: 0.81–0.92) to predict employees' QoL using variables from the PWE and demographics. However, recall value achieved using NB was 0.67 (95% CI: 0.58–0.96). In comparison, SVM achieved the highest accuracy, recall, and F1 score of 0.91 (95% CI: 0.87–0.97), 0.89 (95% CI: 0.83–0.97), 0.91 (95% CI: 0.86–0.97), respectively, with the precision of 0.94 (95% CI: 0.79–0.95).

TABLE 8 Models' performance using WE and demographic features (without feature engineering).


	Classifier
	Accuracy (95% CI)
	Recall (95% CI)
	Precision (95% CI)
	F1 (95% CI)





	Without feature engineering (WE + demographic features)



	DT
	0.75 (0.72–0.87)
	0.61 (0.56–0.93)
	0.92 (0.83–0.99)
	0.73 (0.66–0.88)



	RF
	0.88 (0.82, 0.95)
	0.83 (0.82, 1.00)
	0.94 (0.80–0.97)
	0.88 (0.81–0.96)



	LR
	0.81 (0.70–0.89)
	0.78 (0.65–0.91)
	0.88 (0.76–0.92)
	0.82 (0.69–0.92)



	NB
	0.81 (0.77–0.96)
	0.67 (0.58–0.96)
	1 (0.81–1.00)
	0.80 (0.78–0.96)



	KNN
	0.84 (0.78–0.88)
	0.83 (0.80–0.97)
	0.88 (0.78–0.92)
	0.86 (0.80–0.89)



	MLP
	0.78 (0.69–0.88)
	0.78 (0.74–0.93)
	0.82 (0.73–0.89)
	0.80 (0.71–0.88)



	SVM
	0.91 (0.87–0.97)
	0.89 (0.83–0.97)
	0.94 (0.79–0.95)
	0.91 (0.86–0.97)



	GB
	0.84 (0.78–0.91)
	0.89 (0.79–0.99)
	0.84 (0.77–0.92)
	0.86 (0.79–0.92)







[image: Bar chart comparing evaluation metrics for different machine learning models: Decision Tree (DT), Random Forest (RF), Logistic Regression (LR), Naive Bayes (NB), K-Nearest Neighbors (KNN), Multi-layer Perceptron (MLP), Support Vector Machine (SVM), and Gradient Boosting (GB). Metrics include Accuracy (red), Recall (green), Precision (purple), and F1 Score (blue). Each model’s metrics are shown as vertical bars with value ranges from 0.0 to 1.0 on the y-axis.]
FIGURE 8
 Comparison of the proposed models using demographic and work environment features.


Experiment 2: To reduce the number of features further while preserving the model's high accuracy, feature engineering was applied using Xverse Voting Selector on WE and demographic features. The total number of features used in this experiment was 18. Three demographic features (gender, age, and experience) were selected during feature selection, along with 15 work environment features: Q1, Q3, Q4, Q5, Q6, Q7, Q8, Q10, Q11, Q13, Q14, Q15, Q16, Q18, and Q19. The questionnaire details are provided in the Supplementary File S1. With reduced features, the NB's performance degrades in terms of precision, accuracy, and F1 score; however, recall improves. While in this experiment GB achieved the best values in all the metrics with an accuracy of 0.90 (95% CI: 0.82–0.92), a recall of 0.95 (95% CI: 0.88–0.99), a precision of 0.86 (95% CI: 0.76–0.95), and an F1 score of 0.90 (95% CI: 0.84–0.93). The results are depicted in Table 9. Furthermore, the comparison is represented in Figure 9.

TABLE 9 Model's performance using WE and demographic features (using Xverse voting selector).


	Classifier
	Accuracy (95% CI)
	Recall (95% CI)
	Precision (95% CI)
	F1 (95% CI)





	With feature engineering (WE + demographic features)



	DT
	0.69 (0.63–0.85)
	0.75 (0.70–0.94)
	0.68 (0.65–0.88)
	0.71 (0.79–0.86)



	RF
	0.86 (0.82–0.92)
	0.87 (0.83–0.98)
	0.85 (0.77–0.95)
	0.88 (0.84–0.93)



	LR
	0.72 (0.67–0.86)
	0.75 (0.65–0.84)
	0.71 (0.64–0.76)
	0.73 (0.62–0.83)



	NB
	0.79 (0.77–0.94)
	0.70 (0.68–0.96)
	0.88 (0.77–1.0)
	0.78 (0.71–0.93)



	KNN
	0.85 (0.82–0.93)
	0.90 (0.88–0.97)
	0.82 (0.64–0.98)
	0.86 (0.83–0.93)



	MLP
	0.74 (0.68–0.82)
	0.75 (0.71–0.90)
	0.72 (0.64–0.82)
	0.75 (0.72–0.84)



	SVM
	0.87 (0.83–0.99)
	0.90 (0.86–0.97)
	0.86 (0.81–0.99)
	0.88 (0.84–0.99)



	GB
	0.90 (0.82–0.92)
	0.95 (0.88–0.99)
	0.86 (0.76–0.95)
	0.90 (0.84–0.93)







[image: Bar chart comparing performance metrics of eight machine learning models: DT, RF, LR, NB, KNN, MLP, SVM, and GB. Metrics include accuracy (red), recall (green), precision (purple), and F1 score (blue). Most models show similar high performance, with slight variations among metrics.]
FIGURE 9
 Comparison of the proposed models with selected features using Xverse voting selector.


Experiment 3: In the third experiment, WE features were investigated separately to assess the classifiers' performance in predicting QoL. Table 10 shows the performance of the classifiers using WE features only without applying any feature engineering. The total number of features used in this experiment was 20. In this case, NB achieved the highest precision of 0.93 (95% CI: 0.77–0.99). However, SVM obtained the highest accuracy, recall, and F1 scores of 0.92 (95% CI: 0.89–0.99), 0.95 (95% CI: 0.92–1.0), and 0.92 (95% CI: 0.89–0.99), respectively. Figure 10 represents the comparison of different classifiers in experiment 3.

TABLE 10 Model's performance using WE features (without feature engineering).


	Classifier
	Accuracy (95% CI)
	Recall (95% CI)
	Precision (95% CI)
	F1 (95% CI)





	Without feature engineering (work environment features only)



	DT
	0.75 (0.72–0.86)
	0.84 (0.74–0.94)
	0.73 (0.71–0.90)
	0.78 (0.71–0.87)



	RF
	0.83 (0.82–0.92)
	0.84 (0.81–0.98)
	0.85 (0.77–0.95)
	0.84 (0.81–0.93)



	LR
	0.75 (0.60–0.86)
	0.79 (0.68–0.92)
	0.75 (0.55–0.94)
	0.77 (0.69–0.89)



	NB
	0.81 (0.77–0.94)
	0.68 (0.57–0.96)
	0.93 (0.77–0.99)
	0.79 (0.75–0.93)



	KNN
	0.83 (0.81–0.93)
	0.89 (0.81–0.94)
	0.81 (0.77–0.98)
	0.85 (0.83–0.93)



	MLP
	0.78 (0.72–0.85)
	0.82 (0.74–0.88)
	0.79 (0.67–0.88)
	0.80 (0.69–0.87)



	SVM
	0.92 (0.89–0.99)
	0.95 (0.92–1.0)
	0.90 (0.87–0.99)
	0.92 (0.89–0.99)



	GB
	0.83 (0.81–0.92)
	0.89 (0.76–0.95)
	0.81 (0.76–0.95)
	0.85 (0.82–0.93)







[image: Bar chart comparing performance metrics across different machine learning models: DT, RF, LR, NB, KNN, MLP, SVM, and GB. Metrics include accuracy (red), recall (green), precision (purple), and F1 score (blue), all ranging between 0.7 and 0.9.]
FIGURE 10
 Comparison of the proposed models using only work environment features.


Experiment 4: In the final experiment, the prediction models were created using the same classifiers mentioned, and Xverse Voting Selector was applied to the WE feature. The total number of features used in this experiment was 16. The selected features are Q1, Q4, Q5, Q6, Q7, Q8, Q10, Q11, Q13, Q14, Q15, Q16, Q17, Q18, Q19, and Q20. The details of the questions are added to the Supplementary File S1. Of 16 features, 14 were similar to those selected in experiment 2. Conversely, Q17 and Q20 are the two new features that were not selected in experiment 2. The accuracy, recall, precision, and F1 of SVM reached 0.92 (95% CI: 0.88–0.95), 0.90 (95% CI: 0.86–0.98), 0.95 (95% CI: 0.86–0.99), and 0.92 (95% CI: 0.88–0.95), respectively, and has shown the best results, as can be seen in Table 11. Moreover, Figure 11 compares classifiers with selected features in the work environment using the Xverse Voting selector. The confusion matrix and ROC curves for the best-performing experiments have been included to validate the results further. Figure 12 shows the confusion matrix for experiment 4. The ROC curve of experiment 4 is shown in Figure 13. The highest ROC was achieved with SVM. LR has shown the lowest ROC value of 0.5.

TABLE 11 Models' performance using WE features (using Xverse voting selector).


	Xverse voting selector



	Classifier
	Accuracy (95% CI)
	Recall (95% CI)
	Precision (95% CI)
	F1 (95% CI)





	With feature engineering (WE features)



	DT
	0.74 (0.72–0.83)
	0.85 (0.73–0.92)
	0.71 (0.67–0.82)
	0.77 (0.72–0.85)



	RF
	0.87 (0.82–0.92)
	0.85 (0.81–0.94)
	0.89 (0.77–0.95)
	0.87 (0.84–0.93)



	LR
	0.72 (0.59–0.83)
	0.75 (0.56–0.92)
	0.71 (0.63–0.88)
	0.73 (0.59–0.84)



	NB
	0.82 (0.78–0.96)
	0.75 (0.71–0.88)
	0.88 (0.78–0.95)
	0.81 (0.77–0.95)



	KNN
	0.87 (0.82–0.98)
	0.89 (0.86–0.97)
	0.84 (0.81–0.88)
	0.86 (0.84–0.92)



	MLP
	0.79 (0.68–0.85)
	0.85 (0.76–0.89)
	0.77 (0.69–0.86)
	0.81 (0.75–0.89)



	SVM
	0.92 (0.88–0.95)
	0.90 (0.86–0.98)
	0.95 (0.86–0.99)
	0.92 (0.88–0.95)



	GB
	0.85 (0.80–0.91)
	0.90 (0.79–0.98)
	0.82 (0.77–0.97)
	0.86 (0.81–0.91)







[image: Bar chart comparing different machine learning models: decision tree (DT), random forest (RF), logistic regression (LR), Naive Bayes (NB), k-nearest neighbors (KNN), multilayer perceptron (MLP), support vector machine (SVM), and gradient boosting (GB). Metrics measured include accuracy (ACC), recall (REC), precision (PRE), and F1 score (F1), represented in red, green, blue, and purple, respectively. Each model shows varying performance across metrics, with F1 scores generally higher.]
FIGURE 11
 Comparison of the proposed models using Xverse voting selector among work environment features.



[image: The image shows eight confusion matrices for different classification models comparing predicted and true labels of quality of life (QoL) as “Bad” or “Good”. Models include Decision Tree, Random Forest, Logistic Regression, Naive Bayes, K-Nearest Neighbors, MLPClassifier, SVM, and Gradient Boosting. Each matrix displays counts for true positives, true negatives, false positives, and false negatives, with a color gradient indicating frequency.]
FIGURE 12
 Experiment 4 confusion matrix.



[image: ROC curve comparison plot showing different machine learning models' performance. Models include Decision Tree, Random Forest, SVM, K-Nearest Neighbors, Logistic Regression, Naive Bayes, MLPClassifier, and Gradient Boosting. SVM has the highest AUC of 0.90, while Logistic Regression has the lowest at 0.50. The plot compares true positive rate versus false positive rate.]
FIGURE 13
 Experiment 4 ROC curve.


To summarize, we found that the WE-selected features could predict QoL among health-related employees. The SVM model produced the highest results in the current study. SVM is a black-box model; therefore, rules were extracted from it using a post-hoc explainable AI (XAI) approach. This approach adds transparency to the black-box model—the surrogate model rule-plot method used to extract the rules. Figure 14 shows the extracted rules using the surrogate model plot.


[image: A decision tree diagram with nodes labeled by conditions like Q7, Q16, and Q14, including metrics such as Gini index, sample percentage, value, and predicted class (0 or 1). Nodes are color-coded in orange and blue, with paths indicating decision splits.]
FIGURE 14
 Extracted rules using the surrogate model plot method.


Moreover, Local Interpretable Model-Agnostic Explanations (LIME) was used to illustrate why a particular decision was made. LIME provides the local explanation. Figure 15 presents the contribution to each attribute in the prediction for a specific record.


[image: Bar chart titled “Local explanation for class 1” with bars representing feature values and their contributions. Positive contributions are green and negative contributions are red. Bars include Q20, Q7, Q16, Q1, Q11, Q15, Q17, Q4, Q5, and Q13, with varying lengths indicating their impact on class 1.]
FIGURE 15
 LIME for class 1.




4 Discussion

In the current study, we aimed to develop an AI-based model to predict hospital employees' QoL using PWE features. Moreover, the study explored the impact of PWE features on prediction. The proposed model includes several PWE features that can predict HRQL level (Good/Bad) for healthcare practitioners. Several classifiers were used to develop the proposed model. SVM achieved the best results in experiments 3 and 4, where only PWE selected features using Xverse. The results in both experiments were identical with the accuracy [experiment 3 0.92 (95% CI: 0.89–0.99); experiment 4 0.92 (95% CI: 0.89–0.95)] and F1 [experiment 3 0.92 (95% CI: 0.89–0.99); experiment 4 0.92 (95% CI: 0.88–0.95)] but with different CI, whereas the recall and precision of 0.95 (95% CI: 0.92–0.1) and 0.90 (95% CI: 0.87–0.99) were achieved in experiment 3. However, in experiment 4, recall of 0.90 (95% CI: 0.86–0.98) and precision of 0.95 (95% CI: 0.86–0.99) were achieved.

In the literature, several studies have addressed the effect of the work environment on job satisfaction and job security using LR (41–44), with the highest reported accuracy of 0.86 for predicting job satisfaction (44). However, in our study, in addition to LR, several other ML classifiers were applied, and we found that the performance of other models was better (45). Compared to the LR, an improved, more accurate model was developed, achieving 1.0 precision with NB, indicating the model's ability to predict all cases correctly. In the current study, the NB classifier achieved the highest precision; however, it had relatively low accuracy and recall, at 0.81 (95% CI: 0.77–0.96) and 0.67 (95% CI: 0.58–0.96), respectively. Nevertheless, the SVM classifier provided more balanced results in terms of accuracy, recall, precision, F1, and ROC measurements [0.91 (95% CI: 0.87–0.97), 0.89 (95% CI: 0.93–0.97), 0.94 (95% CI: 0.79–0.95), 0.91 (95% CI: 0.86–0.97) and 0.90]. The model was developed using all PW and demographic features.

To enhance the prediction process, the ML approach uses feature engineering techniques to reduce the number of features (46). Mostly, feature engineering yields better results due to the use of only highly predictable features and the exclusion of the weak ones (47). Similar findings were made in the current study, where models developed with the selected features using the Xverse Voting Selector method produced the best results. SVM produced the highest precision [0.95 (95% CI: 0.86–0.99)] along with relatively high accuracy, recall, and F1 measurements [0.92 (95% CI: 0.88–0.95), 0.90 (95% CI: 0.86–0.98), and 0.92 (95% CI: 0.88–0.95)] with the Xverse voting feature selector and is considered the best model in the current study. Similarly, in (48), the SVM classifier produced the best results for predicting psychosocial risks among teaching employees. However, the target sample differed from that used in the current study.

The proposed study has successfully developed a high-accuracy model for predicting HRQL using only PWE factors. This coincides with the results of Canadian research, where they found that the organizational aspects, such as leadership style, organizational culture, and the way the healthcare provider communicates formally and informally, are more predictable features than personal or individual traits (42). Whereas in several other studies, the personal and demographic factors such as age, profession, duty hours, and years of experience have reduced the predictive ability (44, 49). The increased discrepancy in these factors could justify this, as the workplace and administrative settings are more alike among employees (43). Moreover, a study was conducted to identify workplace factors that predict nurses' quality and safety of patient care. RF with 10-fold cross-validation was used to analyze the 13 workplace factors. Among the significant factors were psychological protection, physical safety, and opportunities for engagement among the nurses. Like the current study, PW factors can precisely predict the QoL of the healthcare providers (50).

However, based on the statistical analysis in the study (29), the data collected from the cardiac unit were analyzed to determine the psychosocial environment. They found that to maintain good QoL, stakeholder collaboration is also required. Similarly, Sobhani et al. (30) found a relationship between the psychosocial environment and resilience levels among nurses.

Conversely, other studies found a strong relationship between nurses' work-life quality and their personal and individual attributes (44, 51). This implies that, regardless of attribute type, personal or work-related, they can be highly predictive, as shown in our feature engineering results, which included two personal information attributes: the employee's profession (which produced the highest information gain) and the employee's highest educational qualification. Correspondingly, six PWE-related attributes such as, whether the employee had contradictory demands placed on them at work, if the employee believes they work isolated from their colleagues, if the employee feels that they have the possibility of learning new things through their work, if the employee feels that their seniors discuss with them about how they will carry out their work, if the employee was worried about becoming unemployed, and finally if the employee has feedback regarding their work.

In a recent bibliometric analysis, it was found that nurses with QoL are less frequently investigated and require further study (4). This study advances research in this field by enabling healthcare organizations to predict, in advance, the status of their clinicians' QoL. This technique will allow for improvement before any misconduct results from poor QoL and will eventually improve healthcare services overall. As per the author's knowledge, Explainable AI (XAI) has not been investigated in any previous studies related to the current problem. Therefore, the current study is the pioneer in the application of XAI in predicting HQRL.


4.1 Limitations and future study

Nevertheless, the current study has produced an effective XAI-based prediction model; generalizability could be used with caution since the data were extracted from one study setting. In the future, external validation of the proposed model is needed to further assess its generalizability. An increased sample size across different study settings could improve the model's confidence. The proposed model can serve as a baseline for future studies in this domain. In the future, we aim to investigate the performance of the proposed model using multi-center and large datasets. Despite the predictive model's efficiency, it refrains from establishing any cause-and-effect relationships. In conclusion, the proposed model can be used to predict and improve healthcare providers' QoL, thereby advancing healthcare services.

Hospital administrators can use the proposed system to assess their employees' QoL. It can also help them identify the sectors that require improvement to enhance HRQL. This model empowers them to increase employee satisfaction, retention, and a healthy work environment.




5 Conclusion

A crucial indicator of overall health is the HRQL, which pertains to capturing the overall information on the physical and mental health of individuals, as well as the overall influence of health status on QoL. Measuring HRQL is essential, as it helps determine the burden of preventable diseases, disabilities, injuries, etc., which, in turn, helps monitor the progress of a nation's health objectives. A fundamental domain that significantly impacts one's HRQL is job-related factors, such as the PWE. A negative PWE severely compromises workers' HRQL. Moreover, if the work environment in which employees operate is toxic and uncollaborative, it directly affects workers' productivity and, in turn, impacts the company's profits. Therefore, PWE is one of the most influential factors that could directly affect the quality of services provided. Moreover, in healthcare, quality is a sensitive and highly dynamic topic. In the Saudi context, there is a lack of studies investigating the effects of PWE on workers' HRQL, specifically in the healthcare field. Therefore, this study examines the relationship between QoL, PWE, and healthcare quality in the Saudi context. To achieve this goal, a dataset was collected from a local hospital in Saudi Arabia, and ML models were deployed to predict the employee's QoL using PWE and the employee's demographic data. Hence, as far as the author is aware, this is the first study of its kind to predict HRQL based on a few elements of the PWE and some personal data using XAI. The proposed model has effectively predicted HRQL using the WE-selected features. During the experiments, it was found that work environment-related factors make the most significant contribution to HRQL. However, based on the information gained, the two personal attributes, i.e., profession and education, are also among the essential attributes.

Moreover, the surrogate model plot has explained the prediction. Thus, such a model is essential in any hospital to ensure employees' HRQL, which, in turn, will improve their productivity. This is especially important in health institutions, as employee productivity involves people's lives. It is worth noting that the findings of the current study were based on a dataset from a single hospital. Therefore, to further validate the current research's findings, we will evaluate the model's performance using multi-center data in the future. This will also increase the sample size. There is also a need to deploy the proposed model in a real-world environment to further validate the study's findings.
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