
Frontiers in Psychology 01 frontiersin.org

The impact of prior knowledge 
on perceiving vocal elements in 
MIDI-converted music
Seth D. Metcalfe  and Joseph A. Harris *

Department of Psychology, Bradley University, Peoria, IL, United States

Introduction: Illusions in which gaps in sensory evidence are filled in using prior 
knowledge represent a useful avenue for understanding the constructive nature 
of perception. The Musical Instrument Digital Interface (MIDI) vocals illusion, 
wherein listeners perceive the presence of vocal elements in a digitally converted 
audio format with none present, presents a novel opportunity to characterize the 
role of prior experience in auditory perceptual filling-in.
Methods: In two experiments, participants reported the occurrence and duration 
of either imprecise or precise vocal elements in MIDI-converted audio. To isolate 
the effect of prior exposure on the emergence of the illusion in each experiment, 
the participants first listened to 12 MIDI-converted excerpts from a subset of six 
songs, with one half originally containing vocal elements and the others containing 
only instrumental tracks. Of the six songs, three were designated as “learned” and 
were presented in their original format during a subsequent learning block, and 
the remaining three were only presented in the MIDI format. This block sequence 
was repeated three times.
Results: An imprecise perceptual illusion emerged regardless of prior exposure 
to original excerpts and distinguished between excerpts originally containing 
vocals and those containing only instrumental elements. A more precise illusory 
percept (words) emerged only for those MIDI stimuli corresponding to the original 
excerpts presented during the learning blocks.
Discussion: These findings represent the first investigation of the MIDI vocals 
illusion and highlight distinct roles of bottom-up sensory features and top-down 
expectations based on experience in the perceptual filling-in of auditory information.
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1 Introduction

1.1 Constructing perception

Perception is a constructive, computational process that fills explanatory gaps inherent to 
imperfect sensory signals through inferential processes (Helmholtz, 1866). The theoretical 
framework of predictive coding provides a useful set of testable principles that explain how 
the brain constructs subjective perceptual experience. Predictive coding posits that the brain 
maintains internal estimates of distal physical sources of sensory information and builds a 
useful percept by combining bottom-up sensory signals with top-down expectations about 
their nature (Gregory, 1980; Friston and Kiebel, 2009; Friston, 2012; Shipp, 2016). A 
comparison between bottom-up signals, driven by peripheral sensory information, and 
top-down signals yields a prediction error, which ascends through hierarchical cortical 
architecture to update the central representation via Bayesian inference, ultimately producing 
perception (Friston, 2010; Purves et al., 2001, 2011).

OPEN ACCESS

EDITED BY

Givago Silva Souza,  
Federal University of Pará, Brazil

REVIEWED BY

Elise Piazza,  
Princeton University, United States
Molly Erickson,  
University of Tennessee Health Science 
Center (UTHSC), United States

*CORRESPONDENCE

Joseph A. Harris  
 jharris2@fsmail.bradley.edu

RECEIVED 23 January 2025
ACCEPTED 10 September 2025
PUBLISHED 30 September 2025

CITATION

Metcalfe SD and Harris JA (2025) The impact 
of prior knowledge on perceiving vocal 
elements in MIDI-converted music.
Front. Psychol. 16:1565292.
doi: 10.3389/fpsyg.2025.1565292

COPYRIGHT

© 2025 Metcalfe and Harris. This is an 
open-access article distributed under the 
terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or 
reproduction in other forums is permitted, 
provided the original author(s) and the 
copyright owner(s) are credited and that the 
original publication in this journal is cited, in 
accordance with accepted academic 
practice. No use, distribution or reproduction 
is permitted which does not comply with 
these terms.

TYPE  Original Research
PUBLISHED  30 September 2025
DOI  10.3389/fpsyg.2025.1565292

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2025.1565292&domain=pdf&date_stamp=2025-09-30
https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1565292/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1565292/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1565292/full
mailto:jharris2@fsmail.bradley.edu
https://doi.org/10.3389/fpsyg.2025.1565292
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2025.1565292


Metcalfe and Harris� 10.3389/fpsyg.2025.1565292

Frontiers in Psychology 02 frontiersin.org

A key feature of a sensory/perceptual system that operates 
according to the principles of predictive coding is the influence of 
expectations on the interpretation of incomplete sensory information. 
One source of these expectations is the online learning of statistical 
regularities in the ongoing sensory stream. In the visual domain, this 
is well illustrated by the phenomenology of perceptual filling-in of 
blind spots. In the case of the retinal blind spot, an area of the retinal 
surface devoid of photoreceptors, the corresponding portion of the 
visual field is filled in with an estimate of the surrounding visual 
information, which can include static texture (Ramachandran and 
Gregory, 1991) and more complex features such as motion (Maus and 
Nijhawan, 2008). Similar surround-based perceptual filling-in is 
observed for purely perceptual blind spots, such as those associated 
with motion-induced blindness, wherein the awareness of a static 
parafoveal target superimposed on a globally moving array of 
distractors fluctuates (Bonneh et al., 2001; New and Scholl, 2008).

In addition to information gleaned from the statistical properties 
of ongoing sensory stimulation, top-down expectations are informed 
by long-term learning and prior experience. For example, pairs of 
visual objects are rated as more familiar if those objects had 
co-occurred during a prior passive viewing task (Fiser and Aslin, 
2001). In the context of binocular rivalry, wherein incompatible 
simultaneous retinal inputs result in alternating perceptual dominance 
of those elements (Blake and Logothetis, 2002), prior exposure to one 
of the competing inputs results in it being more likely to initially 
dominate perception and maintain dominance for longer durations 
(Denison et al., 2011). This effect is also seen cross-modally, as a tone, 
previously associated with one of the two competing visual inputs, 
facilitates that input’s dominance when played during rivalry (Piazza 
et al., 2018).

1.2 Predictive processes and speech 
perception

In the auditory domain, predictive computational processes are 
essential, as many simultaneous streams must be  parsed through 
auditory scene analysis of a single sensory input conflating multiple 
sources (Bregman, 1994). The extraction and reconstruction of speech 
content from degraded auditory input exemplify the auditory system’s 
use of bottom-up regularities in the sensory stimulus. For example, 
during the continuity illusion, wherein the auditory input interrupted 
by a brief gap of noise is perceived as continuous, fricative speech 
sounds tend to be perceived better than vowel sounds, and, more 
generally, the strength of this illusion depends on the similarity 
between the noise interruption and the original sound (Warren, 1970; 
Samuel, 1981; Riecke et al., 2008). Similarly, stimuli comprised of 
sinusoidal auditory signals following the formant center frequencies 
characteristic of human vocalizations, but without the harmonic 
spectra of human speech, are still perceived as words and sentences 
(Remez et  al., 1981). In fact, spectrally degraded speech stimuli 
retaining only temporal cues characteristic of speech still evoke the 
accurate perception of words (Shannon et al., 1995). Noise-vocoded 
speech, used to simulate forms of sensorineural deafness treated 
through cochlear implants (Shannon, 1983; Zeng et  al., 2008), 
consistently demonstrates the benefit of more elaborate bottom-up 
sensory information in the extraction of speech. The more complete 
these spectrally degraded signals are, the more intelligible the original 

speech signal becomes, with listeners showing better comprehension 
of noise-vocoded speech (Roberts et al., 2011; Souza and Rosen, 2009).

Top-down influences rooted in prior experience also serve the 
extraction of speech from degraded auditory stimuli. In the case of the 
continuity illusion, research utilizing word and pseudoword stimuli 
shows that the illusion is less likely to fail when noise bursts are 
embedded in words, suggesting that top-down template-based 
expectations support this repair process (Drożdżowicz, 2025; Shahin 
et al., 2009). In the case of noise-vocoded speech, cognitive factors, 
such as vocabulary, verbal learning, and recall abilities, predict higher 
intelligibility (Rosemann et  al., 2017). In the short term, prior 
exposure and training with a set of noise-vocoded speech stimuli in 
one frequency region generalize to improved speech extraction from 
noise-vocoded speech with different frequency properties (Hervais-
Adelman et al., 2011). In summary, the perception of speech relies on 
predictive coding mechanisms that support auditory scene analysis by 
(1) deriving predictions from ongoing sensory features and (2) 
leveraging expectations rooted in prior experience.

1.3 Expectations, prediction, and music 
perception

Music represents a distinct class of auditory stimulus, the 
perception of which is also determined by predictive processes 
incorporating bottom-up sensory information and top-down 
expectations (Narmour, 1991; Koelsch et al., 2019; Rohrmeier and 
Koelsch, 2012). Expectations and their violations are central to the 
multifaceted experience of music listening and manifest at multiple 
levels. For example, the mismatch negativity, a negative-polarity 
auditory-evoked potential whose amplitude scales with the 
dissimilarity of a current tone compared to the stream that preceded 
it, reflects a short-term auditory analysis process sensitive to violations 
of pitch expectations (Garrido et al., 2009). Expectations informed by 
online learning of statistical properties of music have implications for 
the perception of harmony, tone, key, and timbre, as well as qualities 
of rhythm (Pearce and Wiggins, 2006; Rohrmeier and Koelsch, 2012). 
Expectation violations also have implications for the aesthetic and 
emotional qualities of music and have been shown to affect 
physiological arousal and brain activity measures of reward processing 
(Steinbeis et al., 2006; Schultz et al., 1997). As with speech extraction, 
more long-term learning based on prior exposure provides 
expectations that inform the perception of music (Cheung et  al., 
2024). For example, while the detection of up-down pitch changes 
(contour coding) appears automatic, with expectation violations 
triggering the mismatch negativity in both naive and musically trained 
listeners, musically trained listeners show better detection of 
unexpected pitch distances (interval coding) accompanied by 
mismatch negativity (MMN) responses (Fujioka et al., 2004; Vuust 
et al., 2012).

1.4 The MIDI vocals illusion

The MIDI vocals illusion represents a novel and unique 
opportunity to further characterize the role of prior knowledge in 
auditory perceptual filling-in, as it combines elements of auditory scene 
analysis and the extraction of speech, as well as the perception of 
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lower-level musical features of timbre characterizing human 
vocalizations. The MIDI vocals illusion, first described in a YouTube 
video in 2015 by user MonotoneTim (Auditory Illusions: Hearing 
Lyrics Where There Are None), captures a peculiar effect, wherein 
familiar songs converted to a format consisting exclusively of digital 
piano notes still evoke the perception of the vocal elements present in 
the original audio, albeit somewhat muffled (MonotoneTim, 2015). 
These converted audio files are in the MIDI format, which relies on 
frequency analysis of complex waveforms from .wav, .mp3, or other 
such digital audio files to approximate the original sound using a set of 
digital notes at each time point (Brown and Puckette, 1992; Forberg, 
1998). While this method of audio conversion is typically used to create 
a digitized score of the music, the notes produced can be played with a 
digital instrument of the user’s choice, meaning that all percussion, 
vocal, and instrumental elements are represented by, in many cases, 
digital piano notes.

Anecdotal accounts of the MIDI vocals illusion suggest distinct 
perceptual qualities that are driven by prior exposure to the original 
song, which would, in this case, represent a veridical source prediction 
(Bharucha and Stoeckig, 1987). Specifically, listeners indicate a richer 
perceptual experience of apparent human vocal elements in MIDI-
converted songs if they have heard the original audio. This form of 
prior knowledge, rooted in the long-term and frequent exposure to the 
original song, is analogous to what is captured by word stimuli in the 
context of continuity illusion (Shahin et al., 2009). It also resembles the 
enhanced ability to parse speech in noise-vocoded audio (Hervais-
Adelman et al., 2011) and the detection of higher-order violations of 
musical expectations by trained listeners (Fujioka et al., 2004). At the 
same time, statistical regularities in the sensory signal allowing 
listeners to identify human vocals as the source may be conserved 
during the MIDI conversion process. In this study, we investigate the 
perceptual quality of human vocal elements perceived in MIDI-
converted audio through two experiments: one asking listeners to 
report non-specific vocal elements (i.e., the sound of voices) and 
another asking listeners to report the perception of words (i.e., a more 
precise percept). By presenting MIDI-converted audio corresponding 
to songs that have never been heard by the listener and progressively 
exposing them to the original excerpts of a subset of those stimuli, the 
timeline over which prior knowledge can begin influencing perception, 
and the qualities of this influence, can be characterized. We predict 
that the perception of words will be more likely to occur when the 
listener has heard original intact excerpts. In addition, if statistical 
regularities inherent to a vocal stimulus are preserved during the MIDI 
conversion process, we expect listeners to perceive non-specific vocals 
to a greater degree only when listening to MIDI-converted sounds 
corresponding to an original excerpt containing vocals and not 
exclusively instrumental elements. This low-precision percept, which 
we hypothesize relies on information in the ongoing stimulus, should 
then occur regardless of prior exposure to the original excerpts.

2 Materials and methods

2.1 Participants

A total of 39 participants (28 female and 11 male individuals) were 
recruited to take part in one of two experiments, asking them to report 
the incidence and duration of perceiving specific vocal elements in the 

presented audio clips. For the first group, the listeners reported the 
incidence of vocal elements generally, while the second group was 
instructed to report the incidence of discernible words within the 
presented audio. Following the exclusion of participants who reported 
prior exposure to any of the included songs, data from 19 participants 
in the non-specific vocal element group [13 female individuals, 17 
right-handed, mean age of 24.7 ± 8.6 year (sd)] and 14 participants in 
the discernible words group [10 female individuals, 12 right-handed, 
mean age of 20.1 ± 1.7 years (sd)] were submitted for final analysis. 
The participants were recruited from the local community, as well as 
through extra-credit-eligible course enrollments within the Bradley 
University Department of Psychology. The inclusion criteria were as 
follows: age between 18 and 45 years, no diagnosis of any form of 
hearing impairment during their lifetime, and no history of 
neurological conditions or seizures. Written informed consent was 
acquired from each participant in accordance with the ethical 
guidelines set forth by the Committee on the Use of Human Subjects 
in Research (CUHSR) and the Internal Review Board (IRB) of Bradley 
University. The participants were compensated at a rate of $10 per half 
hour, rounded up to the next 15-min increment.

2.2 Procedure

The participants completed a single session (Figure 1) consisting 
of a music listening task divided into alternating MIDI-only blocks 
and learning blocks. For both the MIDI-only and learning blocks, the 
participants were asked to press and hold the spacebar whenever they 
perceived a vocal element in the sound stimulus, as specified by their 
instructions. Specifically, one group was instructed to press and hold 
the spacebar whenever they perceived the presence of vocal elements 
of any kind, while the second group was instructed to press and hold 
the spacebar when they perceived the presence of words in the 
presented audio. Following the completion of these blocks, a single 
run of a song familiarity and appeal rating task was completed. For 
this task, the participants were presented with the original version of 
all of their assigned song excerpts and asked to indicate the appeal of 
the song on a scale from one to four, as well as to indicate whether they 
had ever heard the song prior to their arrival at the laboratory that day. 
If a participant indicated any prior familiarity with any of their 
assigned songs, their data were excluded from the analysis.

2.2.1 Stimuli and tasks
All behavioral tasks were prepared and implemented using the 

Presentation stimulus delivery software (Neurobehavioral Systems, 
Albany, CA; stimuli and codes are available on the Open Science 
Framework preprint platform at https://osf.io/m96ya/orosf.io/
m96ya/). Visual prompts were presented on a 24-inch screen with a 
resolution of 1,440 by 900 pixels, a viewing distance of 60 cm, and a 
refresh rate of 60 Hz. MIDI and original song excerpts were presented 
as uncompressed .wav files with a resolution of 16-bit/44100 Hz. These 
stimuli were delivered through over-ear, wired (3.5 mm audio jack), 
noise-canceling JAM Audio model HX-HP303 headphones (JAM 
USA, Commerce Township, MI), with a frequency range of 
20 Hz–20 kHz. Before beginning the task, each participant adjusted 
the headphone volume to ensure the perceptibility of presented 
sounds and to prevent discomfort due to excessive loudness. All tasks 
were completed in a closed, sound-attenuated behavioral run room, 
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without the use of active noise canceling (ANC) features in 
the headphones.

2.2.2 Audio stimulus processing and production
For each of the 12 songs in the full set (see 

Supplementary materials S1 for the full list), we extracted two 10-s 
excerpts: one containing an uninterrupted stream of vocals 
accompanying the instrumental elements and the other containing 
only instrumental elements. Every excerpt was then converted into the 
MIDI format by processing extracted .wav files using a constant Q 
transform (Brown, 1991; Brown and Puckette, 1992). This process 
converted the original waveform audio into a digital “piano roll” of 
discrete digital piano notes representing an estimate of the frequency 
content of the complex waveform at each time point, all played in the 
same digital piano “voice” (Figure  2B). This process resulted in a 
stimulus set of 48 audio clips: 12 originals with vocals, 12 originals 
without vocals, and their respective MIDI-format versions. The MIDI-
format clips were then loaded into Garage Band (version 10.4.8, 
Apple, Inc., Cupertino, CA) using the Parallel Earth Piano voice, with 
a noise setting of five; tremolo, chorus, delay time, and delay mix all 
set to zero; and a reverberation level of 10 (Figure  2A shows the 
original waveform and the corresponding MIDI-converted excerpt 
(B) from an example track). These settings were selected during 
behavioral piloting, in which the authors listened to the 

MIDI-converted audio corresponding to a song known to have 
induced the perception of vocal elements in prior demonstrations 
(MonotoneTim, 2015). The MIDI playback was then exported to .wav 
format with audio settings identical to the original samples using 
Adobe Audition (Build 24.2.0.83, Adobe, Inc., San Jose, CA 
Figure 2C). All songs were selected and utilized in accordance with 
Fair Use provisions set out by the US Copyright Act § 107 (1976).

2.2.3 Music listening tasks
For each experiment, the session was divided into eight task 

blocks, alternating between two types: a MIDI-only block and a 
learning block, wherein a random, pre-selected subset of the 
participant’s songs was presented in their original format, along with 
the MIDI-only versions of the remaining songs. For the low-precision 
illusion experiment, the participants were instructed to press and hold 
the spacebar while listening to the stimuli when they perceived vocal 
elements of any kind in the audio. For the high-precision illusion 
experiment, the listeners were instructed to press and hold the 
spacebar any time they perceived the presence of words in the audio. 
Apart from this difference in instructions, task and stimulus 
parameters were identical across the experiments. Each block 
consisted of 24 trials, presented in random order. For the MIDI-only 
block, two trials of each 10-s MIDI-converted audio file were 
presented. These MIDI-converted audio clips corresponded to the six 
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FIGURE 1

Session structure. For each participant, 6 of the 12 possible songs (A-L) were randomly selected, with the chosen songs and subsequent exposure 
condition assignments being counterbalanced across the participants. The participants first completed a MIDI-only listening task, in which they were 
presented with MIDI-converted excerpts of songs (depicted in blue) containing either instrumental elements alone (denoted with subscript I) or both 
instrumental and vocal elements (denoted with subscript V). They were asked to indicate the incidence of the perception of vocal elements by pressing 
and holding the spacebar. For experiment 1, the listeners reported non-specific vocal elements, while for experiment 2, the participants reported the 
perception of words. Following an initial MIDI-only block, the participants completed a sequence consisting of a learning block followed by a MIDI-
only block three times. For the learning block, instrumental- and vocal-containing excerpts were presented in their original, unconverted format 
(depicted in red). The remaining three songs were only presented in their MIDI-converted format. Following three iterations of this sequence, the 
participants completed a rating and familiarity task, in which they listened to the original excerpts of all six of their assigned songs and indicated the 
appeal of those excerpts on a scale from one (highly unappealing) to four (highly appealing), as well as whether or not they had ever heard the song 
prior to their participation in the study.
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songs assigned to the participant and included two trials of each song’s 
vocals-present and vocals-absent excerpts. Following this, a learning 
block was completed with identical task instructions. For this block, 
three of the assigned songs were presented in their original 
unconverted format, while the remaining tracks were presented in the 
MIDI-converted format only. These MIDI-only and learning blocks 
alternated such that, by each new MIDI-only block, the participant 
had been exposed to the original versions of three of their assigned 
songs twice, while only ever hearing the MIDI versions of the 
remaining three. A total of three learning blocks and four MIDI-only 
blocks were completed, yielding a four-level factor of phase for the 
MIDI-only runs (i.e., before exposure to the original versions, and 
after one, two, and three exposures). Following this, the participants 
were presented with all 12 original versions of their assigned song 
excerpts and were asked to indicate whether they had ever heard the 
audio prior to the experimental session. They were then asked to rate 
the appeal of the song on a scale from one to four, with one 
corresponding to a rating of highly unappealing and four 
corresponding to a rating of highly appealing. If any of the excerpts 

played during this final task were identified as previously heard by the 
participant, that participant’s data were excluded from any further 
analysis. This exclusion criterion enabled us to effectively isolate the 
effect of de novo exposure to original excerpts on the emergence of the 
perception of vocal elements within the MIDI audio files.

2.3 Data analysis

For each group, the incidence of the MIDI vocals illusion was 
measured as the mean total duration (in seconds) of spacebar presses 
for each trial type during the MIDI-only blocks (two exposures to 
each excerpt yielded a maximum of 20 s for each excerpt type). 
Although we targeted excerpts with maximally uninterrupted vocal 
elements for our vocals-present stimuli, we accounted for brief (< 1-s 
duration) vocal pauses by allowing multiple button presses and 
calculating the total duration across these presses for each trial. This 
measure was then submitted to a 4 by 2 by 2 repeated-measures 
ANOVA (JASP, version 0.16.3, JASP Team, Amsterdam, Netherlands), 

Frequency analysis, 
musical note estimation via constant Q transformation

C. New .wav audio of MIDI-converted recording

B. MIDI-converted format (piano roll)

A. Original .wav audio

Scored excerpt, first bar of MIDI note estimates

Full MIDI playback exported to .wav audio

MIDI-converted audio production steps 

FIGURE 2

Audio file formats and their conversion to MIDI. Original audio was loaded first as an MP3 file into Adobe Audition, where it was exported to .wav 
format with 16-bit/44100 Hz resolution. An example of the original waveform is depicted in (A), with the Y-axis corresponding to amplitude in decibels 
(dB). MIDI conversion, based on frequency analysis applied to each sample point, yielded a “piano roll” of digital notes, the corresponding output of 
which is depicted along with a scored version in (B). The MIDI playback using the Parallel Earth Piano voice was then re-recorded as a .wav file with 
settings identical to those of the original .wav file [corresponding waveform shown in (C)].
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with the factors of prior learning blocks completed (none, one, two, or 
three exposures to the original versions of “learned” songs), exposure 
condition (MIDI audio corresponding to those presented in either 
their original format or MIDI-only version during the learning 
blocks), and vocal presence (MIDI audio corresponding to excerpts 
originally containing vocal elements or only instrumental elements). 
The inclusion of non-vocal excerpts allowed us to probe the presence 
of false positives (i.e., perceiving vocals in a converted excerpt whose 
original file contains none). All reported statistical values were 
Greenhouse–Geisser corrected for violations of sphericity for the 
learning blocks factor, and all post-hoc comparison p-values were 
adjusted using the Bonferroni correction for multiple comparisons.

3 Results

3.1 Experiment 1: low-precision illusion

Among the group reporting the perception of non-specific vocal 
elements during the MIDI blocks, 18 of the 19 participants (95%) 
experienced the perception of vocals in response to MIDI-converted 
excerpts containing vocals, while 10 (53%) experienced the perception 
of vocals for a total duration exceeding 1 s in response to MIDI-
converted instrumental-only excerpts. The mean total duration of the 
MIDI vocals illusion, submitted to a phase by learning by vocal 
presence repeated-measures ANOVA, revealed significant main 
effects of phase (F3,54 = 5.64, p = 0.01, ηp

2 = 0.24) and vocal presence 
(F1,18 = 63.98, p < 0.001, ηp

2 = 0.78), with the duration of the illusion 
being greater for the second, third, and fourth MIDI blocks compared 
to the first and significantly longer for MIDI stimuli corresponding to 
original excerpts containing vocals than for those only containing 
instrumental elements. In addition, a significant phase by vocal 
presence interaction was observed (F3,54 = 9.21, p < 0.001, ηp

2 = 0.34). 
Post-hoc comparisons using Bonferroni correction revealed that this 
was driven by a progressive increase in the mean total duration of the 
MIDI vocals illusion only for those MIDI files corresponding to 
original excerpts containing vocal elements, and they suggested no 
credible evidence for a significant change in the duration of the MIDI 
vocals illusion for MIDI files corresponding to original excerpts 
containing only instrumental elements (Figure  3, 
Supplementary material S2; Supplementary Table 4).

3.2 Experiment 2: high-precision illusion

In the group reporting the perception of words during the MIDI 
blocks, 10 listeners (79%) experienced the perception of words in 
response to MIDI-converted excerpts containing vocals, while six 
(43%) experienced the perception of words for a total duration 
exceeding 1 s in response to MIDI-converted instrumental-only 
excerpts. The mean total duration of reported perception of the MIDI 
vocals illusion among the participants who were asked to report the 
incidence of words during the MIDI block, when submitted to the 
same analysis as described above, revealed a main effect of vocal 
presence in the corresponding original excerpts (F1,13 = 11.63, 
p = 0.005, ηp

2 = 0.47), with the mean duration of perceived words 
during the MIDI blocks being significantly greater for stimuli 
corresponding to vocal-containing excerpts than for those containing 

only instrumental elements. A significant phase by exposure 
interaction (F3,39 = 5.92, p = 0.013, ηp

2 = 0.31) was driven by the 
progressive increase in the illusion duration for MIDI stimuli 
corresponding to original excerpts to which the listeners were exposed 
during the learning block, with repeated exposures to the originals. 
Finally, a phase by exposure by vocal presence interaction (F3,39 = 7.22, 
p = 0.005, ηp

2 = 0.36) was observed. Post-hoc comparisons using 
Bonferroni correction showed that this was driven by the progressive 
emergence of the MIDI vocals illusion only for excerpts corresponding 
to original versions containing vocals and to which the listener had 
been exposed during the learning blocks (Figure  4; 
Supplementary material S3; Supplementary Table 4).

4 Discussion

4.1 The MIDI vocals illusion

The MIDI vocals illusion is an as-yet unstudied auditory 
perceptual phenomenon that provides a unique opportunity to 
examine the role of prior knowledge in the construction of perception 
in the face of degraded sensory evidence. Although anecdotal accounts 
of the illusion describe the perception of lyrics in songs converted 
exclusively to a digital piano format, they only refer to highly popular 
songs, and it has not yet been possible to characterize the effect of 
prior knowledge on the quality of the illusion (MonotoneTim, 2015). 
The present study addresses this by observing the illusion as it occurs 
in response to never-before-heard songs and operationalizes prior 
information by exposing each listener to the original version of half of 
their assigned songs over the course of the session. The specific 
illusion quality targeted by the present study is precision, 
operationalized via instructions to report the occurrence of either 
non-specific vocal elements of any kind (less precise) or words of any 
kind (more precise).

4.2 Imprecise perception of vocals and 
online statistical learning

The occurrence of the MIDI vocals illusion in the low-precision 
group reporting the perception of non-specific vocal elements is not, 
by itself, surprising because the process of MIDI conversion can be 
considered a form of spectral degradation not unlike the vocoding of 
speech (Roberts et al., 2011; Souza and Rosen, 2009). Two notable 
patterns in the current findings suggest that, for the low-precision 
group, non-specific vocal elements are extracted through online 
learning of statistical regularities in the ongoing sensory stream, in 
accordance with mechanisms of predictive coding serving the 
perception of speech and music (Narmour, 1991; Bregman, 1994; 
Rohrmeier and Koelsch, 2012). Specifically, the listeners reliably 
perceived vocal elements in the MIDI-converted files containing 
vocals, with false positives being comparatively rare for the 
instrumental-only excerpts. This sensitivity to the presence of 
converted vocals, although nonspecific, supports the well-established 
sensitivity of the human acoustical perceptual system to sounds 
originating from the human vocal apparatus (Belin et al., 2000; Binder 
et al., 2000). It appears here that essential features supporting source 
identification are preserved in the spectral content of the 
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MIDI-converted stimulus (Latinus and Belin, 2011). In addition, prior 
exposure to the original excerpts did not affect the emergence of this 
low-precision illusion, suggesting that the identification of a human 

voice embedded in a MIDI-converted sound does not require prior 
exposure, bolstering the sufficiency of bottom-up signals. In this way, 
the low-precision form of the MIDI vocals illusion can be considered 
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FIGURE 3

Low-precision illusion. Mean duration of perceived non-specific vocal elements during the MIDI-only blocks. The left set of eight bars corresponds to 
MIDI stimuli converted from original excerpts containing vocals, while the right set of eight bars corresponds to MIDI stimuli derived from 
instrumental-only excerpts. Gray bars depict illusion durations for MIDI stimuli whose corresponding original excerpts were presented during the 
learning blocks, while white bars depict illusion durations for MIDI stimuli only ever presented in the MIDI format, even during the learning blocks. The 
mean is shown as a large circle (red for MIDIs corresponding to learned original excerpts, and blue for MIDIs corresponding to never-heard originals), 
the median as a horizontal black line, and individual data points as small circles. The box itself captures the interquartile range (top being the 75th 
percentile, and bottom being the 25th percentile). The mean MIDI vocals illusion duration showed a significant phase by vocal presence interaction, 
driven by the rapid emergence of the illusion over time, with MIDI blocks two, three, and four yielding illusion durations for MIDI stimuli corresponding 
to originals with vocal elements that were significantly greater than the duration observed during the first MIDI block. The MIDI illusion duration was 
significantly greater for stimuli corresponding to original excerpts containing vocals than for those containing none, even during the first block (i.e., 
prior to any exposure during the learning block). No apparent effect of exposure to the original excerpts during the learning blocks was observed. 
*p < 0.05, **p < 0.01, ***p < 0.001.
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High-precision illusion. Phase by learning by vocal presence interaction. For the listeners instructed to report the presence of words during their 
session, the MIDI illusion only emerged for MIDI excerpts originally containing vocals and corresponding to original songs to which listeners were 
exposed during the learning blocks. This is evident in a significant increase in the reported duration of word presence during the final block of MIDI 
trials compared to the first (i.e., prior to exposure to the original excerpts), as well as in a significantly greater duration of word perception for MIDI 
excerpts corresponding to learned songs in the final and penultimate MIDI blocks. *p < 0.05, **p < 0.01, ***p < 0.001.
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analogous to the bottom-up influences that produce the continuity 
illusion (Samuel, 1981); the extraction of human speech from vocoded 
speech stimuli (Shannon et al., 1995; Souza and Rosen, 2009); and the 
perception of tone, key, and timbre in music (Pearce and Wiggins, 
2006; Rohrmeier and Koelsch, 2012).

4.3 Word perception and prior exposure

For the group reporting the incidence of words (high precision), 
prior exposure to original excerpts was essential for the emergence of 
the illusion. Within the framework of predictive coding, prior 
exposure provides a veridical source prediction (Bharucha and 
Stoeckig, 1987), which serves top-down perceptual filling-in. For 
speech extraction from degraded signals or noise-vocoded speech, 
this effect is analogous to the transfer of discrimination performance 
following exposure to previously heard audio to a vocoded speech 
sample constructed from a different set of frequency bands (Hervais-
Adelman et al., 2011). In the case of music perception, chord priming 
effects (Bharucha and Stoeckig, 1987; Bigand and Pineau, 1997), or 
the effects of long-term exposure through music listening or training 
(Kern et  al., 2022; Fujioka et  al., 2004), represent top-down 
expectations informed by experience, analogous to the current study’s 
presentation of original excerpts and its effects on the sophistication 
of perceived vocals.

4.4 Future directions

Given the present results, potential future studies of the MIDI 
vocals illusion can provide further insight into the distinct 
contributions of different types of expectations in the construction of 
auditory perception. For example, while the neural bases of tinnitus, 
musical hallucinations, and auditory hallucinations associated with 
psychosis have been characterized within the predictive coding 
framework (Kumar et al., 2014; Henry et al., 2014; Horga et al., 2014), 
it would be of interest to observe, in participants listening to physically 
identical MIDI-converted stimuli, whether prior exposure to original 
excerpts leads to measurable changes in brain activity during MIDI 
listening. Specifically, the current experimental procedure allows for 
the rapid onset of high-precision illusory perceptions based on prior 
learning and, with the stimuli of interest being the same MIDI-
converted excerpts throughout the study, provides strong control of 
the physical properties of the stimuli.

The recovery of words from MIDI-converted audio following 
exposure to the intact original sound can also motivate future 
studies investigating the strength of this top-down expectation, 
both within the auditory domain and cross-modally. For 
example, by converting popular songs to MIDI format after 
substituting new, tempo-matched vocals for the originals, 
whether or not a naive listener continues to perceive the original 
vocals in the MIDI-converted file could establish the overriding 
strength of this filling-in, as it would be contradictory to the 
true physical nature of the original sound. Top-down cross-
modal influences are also of interest. For example, during the 
McGurk effect, visual cues depicting mouth movements 
associated with different formants distort a uniform auditory 
phoneme (Green and Gerdman, 1995), and it may be the case 

that visually presented subtitles accompanying a MIDI-
converted speech stimulus bias the perception of the sound 
toward the visual cue, an effect that otherwise facilitates second-
language parsing (Vulchanova et al., 2015).

4.5 Limitations

While the current findings demonstrate a unique role of prior 
exposure in determining the perceptual quality of a novel illusion, 
there are several limitations to consider. In the case of stimulus 
delivery methods, the auditory setup in the current study is less than 
ideal. In the future, and in accordance with audiological standards, 
it will be necessary to utilize high-quality headphones with a well-
established frequency response curve that minimizes signal 
degradation or spectral distortions (Poldy, 2012). In terms of our 
participant sample, our screening procedure relied on self-reported 
hearing impairment for exclusion. While it is unlikely that a 
significant portion of the young adult population we sampled has 
undiagnosed hearing impairment (Hoffman et  al., 2017), it is 
estimated that approximately 13% of Americans aged 12 and older 
experience some form of hearing loss (Lin et al., 2011). A more 
comprehensive hearing test prior to inclusion in similar studies will 
ensure comparable sensitivity and acuity in future samples. Finally, 
to better characterize the perceptual quality of the MIDI vocals 
illusion, it will be helpful to incorporate a behavioral task yielding 
quantifiable measures of precision. For example, d-prime measures 
for simple detection of vocal elements, or speech discriminability in 
a two-alternative forced choice task, would provide useful metrics 
that consider response biases and possible false alarms 
(Macmillan, 2002).

5 Conclusion

Perceptual filling-in of gaps inherent to sensory evidence is a core 
feature of perception and has been extensively studied through the 
lens of illusions. In this first investigation of the MIDI vocals illusion, 
the precision of the percept, and the influence of prior knowldge 
rooted in exposure to original excerpts, were of central interest. Here, 
the emergence of the imprecise perception of missing vocals relies on 
bottom-up sensory processing, while the emergence of the illusory 
perception of words, constituting a more precise illusion, relies on a 
top-down expectation rooted in prior knowledge gained through 
exposure to the original excerpt.

Data availability statement

Stimuli, data, task and analysis scripts, and supplementary materials 
can be found on the Open Science Framework repository at DOI: https://
osf.io/m96ya/ as well as in the article/Supplementary material.

Ethics statement

The experiments were conducted in accordance with local 
legislation and institutional requirements, and all procedures were 

https://doi.org/10.3389/fpsyg.2025.1565292
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://osf.io/m96ya/
https://osf.io/m96ya/


Metcalfe and Harris� 10.3389/fpsyg.2025.1565292

Frontiers in Psychology 09 frontiersin.org

approved by the Bradley University Committee for the Use of 
Human Subjects in Research (CUHSR). All participants provided 
their written informed consent to participate in the study.

Author contributions

SM: Conceptualization, Data curation, Formal analysis, 
Funding acquisition, Investigation, Methodology, Project 
administration, Resources, Software, Validation, Writing  – 
original draft, Writing – review & editing. JH: Conceptualization, 
Data curation, Formal analysis, Funding acquisition, 
Investigation, Methodology, Project administration, Resources, 
Software, Supervision, Validation, Visualization, Writing  – 
original draft, Writing – review & editing.

Funding

The author(s) declare that financial support was received for the 
research and/or publication of this article. This research was supported 
by the Bradley University Interdisciplinary Undergraduate Research 
and Creative Projects Summer Fellowship awarded to Seth Metcalfe.

Acknowledgments

The authors would like to thank the peer reviewers for their highly 
valuable feedback on a previous version of this manuscript. We also 
thank audio production specialist Andrew Harris for his assistance in 
obtaining and extracting the original waveforms of the songs used in 
the current study.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Generative AI statement

The author(s) declare that no Gen AI was used in the creation of 
this manuscript.

Any alternative text (alt text) provided alongside figures in this 
article has been generated by Frontiers with the support of artificial 
intelligence and reasonable efforts have been made to ensure accuracy, 
including review by the authors wherever possible. If you identify any 
issues, please contact us.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any product 
that may be evaluated in this article, or claim that may be made by its 
manufacturer, is not guaranteed or endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1565292/
full#supplementary-material

References
Belin, P., Zatorre, R. J., Lafaille, P., Ahad, P., and Pike, B. (2000). Voice-selective areas 

in human auditory cortex. Nature 403, 309–312. doi: 10.1038/35002078

Bharucha, J. J., and Stoeckig, K. (1987). Priming of chords: spreading activation or 
overlapping frequency spectra? Percept. Psychophys. 41, 519–524. doi: 10.3758/BF03210486

Bigand, E., and Pineau, M. (1997). Global context effects on musical expectancy. 
Percept. Psychophys. 59, 1098–1107. doi: 10.3758/BF03205524

Binder, J. R., Frost, J. A., Hammeke, T. A., Bellgowan, P. S. F., Springer, J. A., 
Kaufman, J. N., et al. (2000). Human temporal lobe activation by speech and nonspeech 
sounds. Cereb. Cortex 10, 512–528. doi: 10.1093/cercor/10.5.512

Blake, R., and Logothetis, N. K. (2002). Visual competition. Nat. Rev. Neurosci. 3, 
13–21. doi: 10.1038/nrn701

Bonneh, Y. S., Cooperman, A., and Sagi, D. (2001). Motion-induced blindness in 
normal observers. Nature 411, 798–801. doi: 10.1038/35081073

Bregman, A. S. (1994). Auditory scene analysis: The perceptual organization of sound. 
Cambridge, MA: MIT press.

Brown, J. C. (1991). Calculation of a constant Q spectral transform. J. Acoust. Soc. Am. 
89, 425–434. doi: 10.1121/1.400476

Brown, J. C., and Puckette, M. S. (1992). An efficient algorithm for the calculation 
of a constant Q transform. J. Acoust. Soc. Am. 92, 2698–2701. doi: 10.1121/1.404385

Cheung, V. K., Harrison, P. M., Koelsch, S., Pearce, M. T., Friederici, A. D., and Meyer, L. 
(2024). Cognitive and sensory expectations independently shape musical expectancy and 
pleasure. Philos. Trans. R. Soc. Lond. Ser. B Biol. Sci. 379:20220420. doi: 10.1098/rstb.2022.0420

Denison, R. N., Piazza, E. A., and Silver, M. A. (2011). Predictive context influences 
perceptual selection during binocular rivalry. Front. Hum. Neurosci. 5:166. doi: 
10.3389/fnhum.2011.00166

Drożdżowicz, A. (2025). Illusions in speech sound and voice perception. Philos. 
Psychol. 38, 2335–2362. doi: 10.1080/09515089.2024.2306817

Fiser, J., and Aslin, R. N. (2001). Unsupervised statistical learning of higher-order spatial 
structures from visual scenes. Psychol. Sci. 12, 499–504. doi: 10.1111/1467-9280.00392

Forberg, J. (1998). Automatic conversion of sound to the MIDI-format. TMH-QPSR 
Depart. Speech Music Hear. 39, 53–60.

Friston, K. (2010). The free-energy principle: a unified brain theory? Nat. Rev. 
Neurosci. 11, 127–138. doi: 10.1038/nrn2787

Friston, K. (2012). Prediction, perception and agency. Int. J. Psychophysiol. 83, 
248–252. doi: 10.1016/j.ijpsycho.2011.11.014

Friston, K., and Kiebel, S. (2009). Predictive coding under the free-energy principle. 
Philos. Trans. R. Soc. B Biol. Sci. 364, 1211–1221. doi: 10.1098/rstb.2008.0300

Fujioka, T., Trainor, L. J., Ross, B., Kakigi, R., and Pantev, C. (2004). Musical training 
enhances automatic encoding of melodic contour and interval structure. J. Cogn. 
Neurosci. 16, 1010–1021. doi: 10.1162/0898929041502706

Garrido, M. I., Kilner, J. M., Stephan, K. E., and Friston, K. J. (2009). The mismatch 
negativity: a review of underlying mechanisms. Clin. Neurophysiol. 120, 453–463. doi: 
10.1016/j.clinph.2008.11.029

Green, K. P., and Gerdman, A. (1995). Cross-modal discrepancies in coarticulation 
and the integration of speech information: the McGurk effect with mismatched 
vowels. J. Exp. Psychol. Hum. Percept. Perform. 21, 1409–1426. doi: 
10.1037/0096-1523.21.6.1409

Gregory, R. L. (1980). Perceptions as hypotheses. Philos. Trans. R. Soc. Lond. Ser. B 
Biol. Sci. 290, 181–197. doi: 10.1098/rstb.1980.0090

Helmholtz, H. (1866). Concerning the perceptions in general. Treatise on physiological 
optics. III. New York, NY: Dover.

Henry, J. A., Roberts, L. E., Caspary, D. M., Theodoroff, S. M., and Salvi, R. J. (2014). 
Underlying mechanisms of tinnitus: review and clinical implications. J. Am. Acad. 
Audiol. 25, 005–022. doi: 10.3766/jaaa.25.1.2

https://doi.org/10.3389/fpsyg.2025.1565292
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1565292/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1565292/full#supplementary-material
https://doi.org/10.1038/35002078
https://doi.org/10.3758/BF03210486
https://doi.org/10.3758/BF03205524
https://doi.org/10.1093/cercor/10.5.512
https://doi.org/10.1038/nrn701
https://doi.org/10.1038/35081073
https://doi.org/10.1121/1.400476
https://doi.org/10.1121/1.404385
https://doi.org/10.1098/rstb.2022.0420
https://doi.org/10.3389/fnhum.2011.00166
https://doi.org/10.1080/09515089.2024.2306817
https://doi.org/10.1111/1467-9280.00392
https://doi.org/10.1038/nrn2787
https://doi.org/10.1016/j.ijpsycho.2011.11.014
https://doi.org/10.1098/rstb.2008.0300
https://doi.org/10.1162/0898929041502706
https://doi.org/10.1016/j.clinph.2008.11.029
https://doi.org/10.1037/0096-1523.21.6.1409
https://doi.org/10.1098/rstb.1980.0090
https://doi.org/10.3766/jaaa.25.1.2


Metcalfe and Harris� 10.3389/fpsyg.2025.1565292

Frontiers in Psychology 10 frontiersin.org

Hervais-Adelman, A. G., Davis, M. H., Johnsrude, I. S., Taylor, K. J., and Carlyon, R. P. 
(2011). Generalization of perceptual learning of vocoded speech. J. Exp. Psychol. Hum. 
Percept. Perform. 37, 283–295. doi: 10.1037/a0020772

Hoffman, H. J., Dobie, R. A., Losonczy, K. G., Themann, C. L., and Flamme, G. A. 
(2017). Declining prevalence of hearing loss in US adults aged 20 to 69 years. JAMA 
Otolaryngol. Head Neck Surg. 143, 274–285. doi: 10.1001/jamaoto.2016.3527

Horga, G., Schatz, K. C., Abi-Dargham, A., and Peterson, B. S. (2014). Deficits in 
predictive coding underlie hallucinations in schizophrenia. J. Neurosci. 34, 8072–8082. 
doi: 10.1523/JNEUROSCI.0200-14.2014

Kern, P., Heilbron, M., de Lange, F. P., and Spaak, E. (2022). Cortical activity during 
naturalistic music listening reflects short-range predictions based on long-term 
experience. eLife 11:e80935. doi: 10.7554/eLife.80935

Koelsch, S., Vuust, P., and Friston, K. (2019). Predictive processes and the peculiar 
case of music. Trends Cogn. Sci. 23, 63–77. doi: 10.1016/j.tics.2018.10.006

Kumar, S., Sedley, W., Barnes, G. R., Teki, S., Friston, K. J., and Griffiths, T. D. (2014). 
A brain basis for musical hallucinations. Cortex 52, 86–97. doi: 10.1016/j.cortex. 
2013.12.002

Latinus, M., and Belin, P. (2011). Human voice perception. Curr. Biol. 21, R143–R145. 
doi: 10.1016/j.cub.2010.12.033

Lin, F. R., Niparko, J. K., and Ferrucci, L. (2011). Hearing loss prevalence in the 
United States. Arch. Intern. Med. 171, 1851–1852. doi: 10.1001/archinternmed.2011.506

Macmillan, N. A. (2002). Signal detection theory. Stevens’ handbook of experimental 
psychology: Methodology in experimental psychology, 3, 43–90.

Maus, G. W., and Nijhawan, R. (2008). Motion extrapolation into the blind spot. 
Psychol. Sci. 19, 1087–1091. doi: 10.1111/j.1467-9280.2008.02205.x

MonotoneTim. (2015). Auditory illusions: hearing lyrics where there are none. [Video]. 
YouTube. Available online at: https://youtu.be/ZY6h3pKqYI0?si=RdqmzjaKfEhxkc2l 
(Accessed September 19, 2025).

Narmour, E. (1991). The top-down and bottom-up systems of musical implication: 
building on Meyer's theory of emotional syntax. Music. Percept. 9, 1–26. doi: 
10.2307/40286156

New, J. J., and Scholl, B. J. (2008). “Perceptual scotomas”: a functional account of motion-
induced blindness. Psychol. Sci. 19, 653–659. doi: 10.1111/j.1467-9280.2008.02139.x

Pearce, M. T., and Wiggins, G. A. (2006). Expectation in melody: the influence of 
context and learning. Music. Percept. 23, 377–405. doi: 10.1525/mp.2006.23.5.377

Piazza, E. A., Denison, R. N., and Silver, M. A. (2018). Recent cross-modal statistical 
learning influences visual perceptual selection. J. Vis. 18:1. doi: 10.1167/18.3.1

Poldy, C. A. (2012). “Headphones” in Loudspeaker and headphone handbook. ed. J. 
Borwick (Cambridge, MA: Routledge), 585–692.

Purves, D., Lotto, R. B., Williams, S. M., Nundy, S., and Yang, Z. (2001). Why we see 
things the way we do: evidence for a wholly empirical strategy of vision. Philos. Trans. 
R. Soc. Lond. Ser. B Biol. Sci. 356, 285–297. doi: 10.1098/rstb.2000.0772

Purves, D., Wojtach, W. T., and Lotto, R. B. (2011). Understanding vision in wholly 
empirical terms. Proc. Natl. Acad. Sci. 108, 15588–15595. doi: 10.1073/pnas.1012178108

Ramachandran, V. S., and Gregory, R. L. (1991). Perceptual filling in of artificially 
induced scotomas in human vision. Nature 350:Article 6320. doi: 10.1038/350699a0

Remez, R. E., Rubin, P. E., Pisoni, D. B., and Carrell, T. D. (1981). Speech perception 
without traditional speech cues. Science 212, 947–950. doi: 10.1126/science.7233191

Riecke, L., Van Opstal, A. J., and Formisano, E. (2008). The auditory continuity 
illusion: a parametric investigation and filter model. Percept. Psychophys. 70, 1–12. doi: 
10.3758/PP.70.1.1

Roberts, B., Summers, R. J., and Bailey, P. J. (2011). The intelligibility of noise-vocoded 
speech: spectral information available from across-channel comparison of amplitude 
envelopes. Proc. R. Soc. B Biol. Sci. 278, 1595–1600. doi: 10.1098/rspb.2010.1554

Rohrmeier, M. A., and Koelsch, S. (2012). Predictive information processing in music 
cognition. A critical review. Int. J. Psychophysiol. 83, 164–175. doi: 
10.1016/j.ijpsycho.2011.12.010

Rosemann, S., Gießing, C., Özyurt, J., Carroll, R., Puschmann, S., and Thiel, C. M. 
(2017). The contribution of cognitive factors to individual differences in understanding 
noise-vocoded speech in young and older adults. Front. Hum. Neurosci. 11:294. doi: 
10.3389/fnhum.2017.00294

Samuel, A. G. (1981). The role of bottom-up confirmation in the phonemic restoration 
illusion. J. Exp. Psychol. Hum. Percept. Perform. 7, 1124–1131. doi: 10.1037/ 
0096-1523.7.5.1124

Schultz, W., Dayan, P., and Montague, P. R. (1997). A neural substrate of prediction 
and reward. Science 275, 1593–1599. doi: 10.1126/science.275.5306.1593

Shahin, A. J., Bishop, C. W., and Miller, L. M. (2009). Neural mechanisms for illusory filling-
in of degraded speech. NeuroImage 44, 1133–1143. doi: 10.1016/j.neuroimage.2008.09.045

Shannon, R. V. (1983). Multichannel electrical stimulation of the auditory nerve in 
man. I. Basic psychophysics. Hear. Res. 11, 157–189. doi: 10.1016/0378-5955(83)90077-1

Shannon, R. V., Zeng, F. G., Kamath, V., Wygonski, J., and Ekelid, M. (1995). 
Speech recognition with primarily temporal cues. Science 270, 303–304. doi: 
10.1126/science.270.5234.303

Shipp, S. (2016). Neural elements for predictive coding. Front. Psychol. 7:1792. doi: 
10.3389/fpsyg.2016.01792

Souza, P., and Rosen, S. (2009). Effects of envelope bandwidth on the intelligibility of 
sine-and noise-vocoded speech. J. Acoust. Soc. Am. 126, 792–805. doi: 10.1121/ 
1.3158835

Steinbeis, N., Koelsch, S., and Sloboda, J. A. (2006). The role of harmonic expectancy 
violations in musical emotions: evidence from subjective, physiological, and neural 
responses. J. Cogn. Neurosci. 18, 1380–1393. doi: 10.1162/jocn.2006.18.8.1380

US Copyright Act § 107. (1976). Limitations On Exclusive Rights: Fair USE.

Vulchanova, M., Aurstad, L. M. G., Kvitnes, I. E. N., and Eshuis, H. (2015). As 
naturalistic as it gets: subtitles in the English classroom in Norway. Front. Psychol. 
5:1510. doi: 10.3389/fpsyg.2014.01510

Vuust, P., Brattico, E., Seppänen, M., Näätänen, R., and Tervaniemi, M. (2012). The sound 
of music: differentiating musicians using a fast, musical multi-feature mismatch negativity 
paradigm. Neuropsychologia 50, 1432–1443. doi: 10.1016/j.neuropsychologia.2012.02.028

Warren, R. M. (1970). Perceptual restoration of missing speech sounds. Science 167, 
392–393. doi: 10.1126/science.167.3917.392

Zeng, F.-G., Rebscher, S., Harrison, W., Sun, X., and Feng, H. (2008). Cochlear 
implants: system design, integration, and evaluation. IEEE Rev. Biomed. Eng. 1, 115–142. 
doi: 10.1109/RBME.2008.2008250

https://doi.org/10.3389/fpsyg.2025.1565292
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1037/a0020772
https://doi.org/10.1001/jamaoto.2016.3527
https://doi.org/10.1523/JNEUROSCI.0200-14.2014
https://doi.org/10.7554/eLife.80935
https://doi.org/10.1016/j.tics.2018.10.006
https://doi.org/10.1016/j.cortex.2013.12.002
https://doi.org/10.1016/j.cortex.2013.12.002
https://doi.org/10.1016/j.cub.2010.12.033
https://doi.org/10.1001/archinternmed.2011.506
https://doi.org/10.1111/j.1467-9280.2008.02205.x
https://youtu.be/ZY6h3pKqYI0?si=RdqmzjaKfEhxkc2l
https://doi.org/10.2307/40286156
https://doi.org/10.1111/j.1467-9280.2008.02139.x
https://doi.org/10.1525/mp.2006.23.5.377
https://doi.org/10.1167/18.3.1
https://doi.org/10.1098/rstb.2000.0772
https://doi.org/10.1073/pnas.1012178108
https://doi.org/10.1038/350699a0
https://doi.org/10.1126/science.7233191
https://doi.org/10.3758/PP.70.1.1
https://doi.org/10.1098/rspb.2010.1554
https://doi.org/10.1016/j.ijpsycho.2011.12.010
https://doi.org/10.3389/fnhum.2017.00294
https://doi.org/10.1037/0096-1523.7.5.1124
https://doi.org/10.1037/0096-1523.7.5.1124
https://doi.org/10.1126/science.275.5306.1593
https://doi.org/10.1016/j.neuroimage.2008.09.045
https://doi.org/10.1016/0378-5955(83)90077-1
https://doi.org/10.1126/science.270.5234.303
https://doi.org/10.3389/fpsyg.2016.01792
https://doi.org/10.1121/1.3158835
https://doi.org/10.1121/1.3158835
https://doi.org/10.1162/jocn.2006.18.8.1380
https://doi.org/10.3389/fpsyg.2014.01510
https://doi.org/10.1016/j.neuropsychologia.2012.02.028
https://doi.org/10.1126/science.167.3917.392
https://doi.org/10.1109/RBME.2008.2008250

	The impact of prior knowledge on perceiving vocal elements in MIDI-converted music
	1 Introduction
	1.1 Constructing perception
	1.2 Predictive processes and speech perception
	1.3 Expectations, prediction, and music perception
	1.4 The MIDI vocals illusion

	2 Materials and methods
	2.1 Participants
	2.2 Procedure
	2.2.1 Stimuli and tasks
	2.2.2 Audio stimulus processing and production
	2.2.3 Music listening tasks
	2.3 Data analysis

	3 Results
	3.1 Experiment 1: low-precision illusion
	3.2 Experiment 2: high-precision illusion

	4 Discussion
	4.1 The MIDI vocals illusion
	4.2 Imprecise perception of vocals and online statistical learning
	4.3 Word perception and prior exposure
	4.4 Future directions
	4.5 Limitations

	5 Conclusion

	References

