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Traditional market competition analysis methods struggle to capture complex competitive and cooperative relationships between enterprises. To address this, this study constructs an AI-based network analysis model for enterprise market competition. First, the enterprise competition system is abstracted as a directed weighted graph, and the competitive intensity between enterprises is quantified from dimensions such as market overlap degree, technological similarity, and resource competition degree, with weight coefficients optimized via a multi-objective genetic algorithm (MOGA). Second, the hierarchical information propagation mechanism of graph neural networks (GNNs) and a competitive intensity-aware attention mechanism are employed to extract features from the competition network. Finally, a competition trend prediction and key competitor identification model is constructed by integrating bidirectional long short-term memory (Bi-LSTM) networks and a temporal attention mechanism. Experimental results show that the model achieves a weighted mean squared error of 0.098 in market share prediction tasks and a top-5 recall of 0.85 in key competitor identification, improving prediction accuracy compared to traditional methods while reducing identification time from weeks to hours. This effectively enhances the ability of enterprises to analyze and predict dynamic competition trends.
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HIGHLIGHTS
	Abstract the enterprise competition system as a directed weighted graph, quantify competition intensity via market overlap, technical similarity, and resource competition degree, and optimize weight coefficients with MOGA.
	Leverage GNNs’ hierarchical information propagation and competition intensity-aware attention mechanism for feature extraction of the competition network.
	Integrate Bi-LSTM and temporal attention to build a model for competition trend prediction and key competitor identification.

INTRODUCTION
Against the backdrop of the rapid development of the digital economy, traditional market competition models are gradually being replaced in intelligent new competitive landscapes. Competition between enterprises has evolved from single-dimensional contests to complex network games that encompass technological innovation, supply chain collaboration, brand influence, and other multi-faceted factors. According to relevant industry reports, over 87% of strategic decisions by global Fortune 500 companies rely on competitive analysis integrating multi-source data, while the penetration rate of artificial intelligence technologies in competitive strategy formulation among leading enterprises has exceeded 92% [1]. For example, in the manufacturing industry, the global industrial internet platform market scale exceeded $120 billion in 2023. By deploying intelligent analysis systems, enterprises have improved the response speed of competitive decisions by 40%–60%. However, more than 63% of small and medium-sized enterprises still face practical challenges such as insufficient competition network modeling capabilities and lagging dynamic trend identification [2].
In networked competition analysis, traditional static analysis frameworks based on financial indicators have, to some extent, provided important guidance for enterprise strategy formulation. However, when dealing with today’s dynamic and changeable competitive environment, they demonstrate limitations in capturing complex competitive and cooperative relationships between enterprises and an inability to reflect the evolution of competition trends in real time. With deepening research, social network analysis (SNA) has been introduced into enterprise competition research. By constructing relationship networks between enterprises and using indicators such as network density and centrality to quantify the positions and roles of enterprises in the network, SNA provides a new perspective for studying cooperative relationships and competitive behaviors between enterprises. The development of complex network theory has also advanced the in-depth analysis of enterprise competition networking. The study of topological structures, degree distributions, clustering coefficients, and other characteristics of networks reveals the evolutionary laws and internal mechanisms of enterprise competition networks. However, both SNA and complex network theory have limitations in their application to enterprise market competition analysis, such as the insufficient mining of node features and difficulty in processing multi-source heterogeneous data; these restrict their capabilities for comprehensive analysis and the accurate prediction of enterprise competition trends. Meanwhile, with the development of graph computing and deep learning, graph neural networks (GNNs), as a type of a deep learning model specialized in processing graph-structured data [3], can effectively mine topological relationships and feature information between nodes, display structural characteristics and dynamic evolution laws of enterprise competition networks, help enterprises more accurately identify potential competitors, predict competition trends, provide data-driven quantitative bases for enterprise strategic decisions, and enhance enterprises’ adaptability and competitive advantages in fierce market competition.
This study addresses the above issues by constructing an AI-based network analysis model for enterprise market competition. By integrating multi-party information data and applying deep learning algorithms, it achieves the in-depth analysis and dynamic prediction of enterprise competition networks, thereby promoting the innovative application of artificial intelligence technologies in business and enhancing enterprises’ actual competitiveness.
CONSTRUCTION OF THE ENTERPRISE COMPETITION NETWORK ANALYSIS MODEL
The enterprise competition network analysis model constructed in this study follows the progressive logic of “data modeling–feature learning–decision support” to achieve networked analysis of enterprise market competition. First, the enterprise competition system is abstracted into a mathematical structure that contains node attributes, directed edge relationships, and weight matrices through directed weighted graph modeling. A competitive intensity calculation framework is constructed based on the three-dimensional quantification of market overlap degree, technological similarity, and resource competition degree, thus providing a structured data foundation for subsequent analysis. Second, by leveraging the hierarchical information propagation mechanism of GNNs, feature extraction is performed on the established competition network. Through multi-layer topological structure aggregation and a competitive intensity-aware attention mechanism, the transformation from raw graph data to high-dimensional abstract features is realized, providing feature representations for dynamic analysis. Finally, the output node features are integrated, and a competition trend prediction and key competitor identification model is constructed by combining bidirectional long short-term memory (Bi-LSTM) networks and a temporal attention mechanism, converting feature representations into quantitative results (Figure 1).
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As shown in Figure 1, the internal logic of the enterprise competition network analysis model revolves around three core links: data modeling, feature learning, and decision support. In the data modeling stage, a directed weighted graph is constructed based on the quantitative indicators of the three dimensions of market, technology, and resources, thus abstracting the enterprise competition system into a mathematical structure that includes node attributes, directed edge relationships, and a weight matrix. Feature learning is achieved through a GNN with a competition-intensity-aware attention mechanism, and the transformation from the original graph data to high-dimensional abstract features is completed through the aggregation of multi-layer topological structures. In the decision support link, by combining the bidirectional long short-term memory network and the time attention mechanism, the feature representation is converted into quantitative results, realizing the prediction of competition trends and identification of key competitors.
The enterprise competition system is a complex dynamic network. To scientifically analyze and effectively model it, the enterprise competition system is abstracted as a directed weighted graph G = (V, E, W). Here, the node set V=v1,v2,...,vn represents the group of enterprises participating in market competition, where n denotes the total number of enterprises. Each node vi corresponds to a specific enterprise and carries a variety of attribute information of the enterprise, such as scale, industry, and technology field. The edge set E⊆V×V defines the competitive relationships between enterprises. An edge vi,vj∈E indicates that enterprise i has competitive behaviors toward enterprise j, which can be reflected in multiple aspects such as market share competition, customer resource competition, and technological innovation competition [4]. The weight matrix W∈Rn×n is used to quantify the intensity of competitive relationships between enterprises, where the element wij in the matrix represents the competitive intensity of Enterprise i toward Enterprise j. This study mainly considers three key dimensions: market overlap degree, technological similarity, and resource competition degree, with the following calculation formula [5].
wij=α·Mij+β·Tij+γ·Rij,
where α,β,γ are weight coefficients determined through multi-criteria decision analysis or machine learning algorithm optimization to ensure that the competitive intensity accurately reflects the actual competitive relationships between enterprises.
QUANTIFICATION OF MARKET OVERLAP DEGREE
The market overlap degree, Mij, reflects the competition level between Enterprises i and j in terms of product markets and customer groups [6], specifically calculated by the following formula.
Mij=Si∩SjSi∪Sj·δpm+Ci∩CjCi∪Cj·1−δpm,
where Si and Sj represent the product market coverage areas of Enterprises i and j, respectively, which can be characterized by indicators such as sales regions and channel types, and Ci and Cj represent target customer groups, such as user profiles and consumption levels. δpm∈0,1 is the weight coefficient between markets and customers, which needs to be adjusted according to industry characteristics. Currently, customer group competition is set as more critical, so δpm can be set to 0.4, making the weight proportion of customer group overlap reach 0.6 to highlight the importance of this dimension. The ratio of set intersections to unions is used to quantify the overlap degree of markets and customer groups, and the introduction of weight coefficients can reflect the different emphasis on market and customer competition in different industries.
QUANTIFICATION OF TECHNOLOGICAL SIMILARITY
Technological similarity Tij is used to measure the similarity between Enterprises i and j in technology R&D directions, patent layouts, and so forth, and its calculation integrates patent text similarity and technology field overlap [7]. First, the BERT pre-trained model is used to extract semantic vectors pi and pj from patent abstracts, and cosine similarity is used to calculate text similarity:
Ttext=p→i·p→jp→i·p→j.
In the formula, the ratio of the vector dot product to the product of magnitudes is used to measure the similarity of patent texts in the semantic space. Second, technology field vectors ti and tj are defined, where the dimension is the number of subdivided technology categories in the industry, and the values are 0 or 1, indicating whether an enterprise is involved in that technology. The Jaccard coefficient is used to calculate the field overlap degree:
Tfield=t→i∩t→jt→i∪t→j.
This coefficient reflects the overlap of technology layouts between enterprises. Finally, combining the two gives
Tij=λ·Ttext+1−λ·Tfield,
where λ is the weight coefficient. In high-tech industries, the technical details contained in patent texts are more important, so λ is set to 0.7 to emphasize the impact of text similarity.
QUANTIFICATION OF RESOURCE COMPETITION DEGREE
The resource competition degree Rij reflects the competition between Enterprises i and j in terms of raw material supply, human resources, financial support, and so forth, and its calculation integrates three dimensions: supply chain, talent, and capital, with the following formula:
Rij=η1·Rsup+η2·Rtal+η3·Rfin,
where η1,η2,η3 are the weight coefficients for each dimension, set according to the importance of resources to the industry. The supply chain competition degreeRsup is calculated through supplier and customer overlap rates as follows:
Rsup=SUPi∩SUPjSUPi∪SUPj·12+CUSi∩CUSjCUSi∪CUSj·12,
where SUPPi and CUSTi are the supplier and customer sets of Enterprise i, respectively. This formula equally weights and integrates the overlap degrees of suppliers and customers to reflect competitive relationships at the supply-chain level. The talent competition degree Rtal is defined based on talent flow data using a talent overlap matrix TAL, where TALab=1 indicates that talent flows from Enterprise a to b, then
Rtal=∑a∈TALi∑b∈TALjTALab+∑a∈TALj∑b∈TALiTALabTALi∪TALj.
In the formula, the bidirectional overlap of talent flows between enterprises is calculated to quantify the competition degree of human resources. The capital competition degree Rfin is determined by the overlap rate of financing institutions and the comparison of capital scales:
Rfin=INVi∩INVjINVi∪INVj·minFi,FjmaxFi,Fj,
where INVi is the set of investment institutions of Enterprise i, and Fi is the financing scale. This formula considers both the overlap of investment institutions and reflects the intensity of competition through the ratio of capital scales.
WEIGHT COEFFICIENT OPTIMIZATION METHODS
To ensure that the competitive intensity wij accurately reflects the actual competitive relationships between enterprises, a multi-objective genetic algorithm (MOGA) is used to optimize the weight coefficients α,β,γ. Using the actual competition results yij in historical competition data as supervision signals, a fitness function is constructed [8]:
Fit=ω1·Corrwij,yij+ω2·(1−MSEwij,yij,
where Corr is the correlation coefficient measuring the linear correlation between the calculated competitive intensity and the actual labels, MSE is the mean squared error reflecting the difference between them, and ω1+ω2=1 is the weight allocation coefficient. Through iterative evolution, the algorithm continuously adjusts the weight combinations to maximize the fitness function value, thereby obtaining the optimal α,β,γ and ensuring that the competitive intensity calculated by the model is consistent with the actual competition situation.
FEATURE EXTRACTION BASED ON GRAPH NEURAL NETWORKS
By calculating the market overlap degree, technological similarity, and resource competition degree, the weight matrix is determined as the quantitative data for feature extraction by GNNs. Through the information propagation mechanism, the node’s own features and information from neighboring nodes are aggregated to update and enhance the node features, providing deep-level feature representations for subsequent competition trend analysis [9].
MATHEMATICAL DERIVATION OF THE GNN INFORMATION PROPAGATION MECHANISM
In a standard GNN, the node feature update process at layer l can be divided into three steps [10]. The first is neighbor information aggregation, where the features hjl−1 of all neighbor nodes j∈Ni of node i are weighted and averaged:
AGGil=∑j∈Ni1NiWlhjl−1,
where Ni is the set of neighbor nodes of node i, Ni represents the number of neighbors, and Wl is a learnable weight matrix used for linearly transforming neighbor features. The second is self-feature fusion [11], which linearly combines the neighbor aggregation information with the self-feature hil−1:
MIXil=AGGil+Blhil−1,
where Bl is a learnable bias vector used to adjust the weight of self-features. Finally, a nonlinear transformation is applied using an activation function σ to obtain the updated node features:
hil=σMIXil.
In the formula, the ReLU activation function σx=max0,x is used to alleviate the vanishing gradient problem and enhance the model’s expressive power.
HIERARCHICAL FEATURE EXTRACTION BY MULTI-LAYER GNNS
We assume a GNN has L layers, and the node feature hil at each layer can capture neighbor structure information of different orders [11]. Taking a two-layer GNN as an example, the first layer aggregates the features of direct neighbors (first-order) to extract local competitive relationships, such as market overlap and technological similarity between enterprises and their direct competitors [12]. The second layer aggregates the features of neighbors’ neighbors (second-order) to capture indirect competitive impacts, such as potential competitive pressures on enterprises through supply chain-related companies. Theoretically, the Lth layer can fuse the global structure features of the entire network, but limited by computational complexity, L=2∼4 layers are typically used in practical applications to balance feature extraction capabilities and computational efficiency. Through the iterative calculation of multi-layer GNNs, nodes can gradually fuse information from more distant neighbor nodes, thereby extracting more global and representative competitive features and providing rich feature representations for subsequent analysis.
ENHANCEMENT VIA THE ATTENTION MECHANISM
To improve the model’s ability to capture key competitive information, a competitive intensity-aware attention mechanism is introduced into the GNN architecture [13]. This mechanism first calculates the feature correlation between node i and neighbor j through shared parameter matrices Q,K,V:
eij=LeakyReLUQhil−1·Khjl−1T.
The LeakyReLU activation function is used to solve the zero-gradient problem of the ReLU function in the negative interval, ensuring the flexibility of feature correlation calculation. The basic attention weights are then coupled with the competitive intensity wij to obtain attention weights:
Atthi,hj=expeij·wij+1∑k∈Niexpeik·wik+1,
where wij+1 is used to avoid zero weights and ensure that all neighbors participate in information aggregation. Neighbor nodes with higher competitive intensities obtain higher weights in information aggregation. Finally, feature updates are performed based on attention weights.
hil=σ∑j∈NiAtthi,hjWlhjl−1+Blhil−1.
This enables the model to pay more attention to nodes and relationships that have important impacts on enterprise competition trends, improving the pertinence and effectiveness of feature extraction.
COMPETITIVE SITUATION PREDICTION AND KEY COMPETITOR IDENTIFICATION
After extracting the characteristics of the enterprise competition network, the core influencing factors of different enterprises under different conditions are obtained. Competitive situation prediction and key competitor identification are then conducted to provide data-driven quantitative basis for enterprise strategic decisions.
TEMPORAL MODEL CONSTRUCTION FOR COMPETITIVE SITUATION PREDICTION
A prediction framework combining bidirectional long short-term memory (Bi-LSTM) networks with attention mechanisms [14] was adopted to capture the dynamic evolution of enterprise competition networks. First, the input feature matrix was constructed as
X=HLt1,HLt2,...,HLtT∈RT×n×d,
where HLt is the GNN output feature matrix at time t, T is the number of time steps, n is the number of enterprises, and d is the feature dimension. Bi-LSTM networks processed temporal information, with forward and backward LSTMs capturing forward and reverse temporal dependencies [15]:
h→t=LSTM→h→t−1,Xt,
h⃖t=LSTM⃖h⃖t+1,Xt.
The concatenation of bidirectional hidden states ht=h⃖t;h→t captured bidirectional temporal dependencies. A temporal attention mechanism calculated importance weights for each time step:
αt=expvT⁡tanhWhht+bh∑k=1TexpvT⁡tanhWhhk+bh,
where v,Wh,bh are learnable parameters. Weighted aggregation of hidden states yielded
hatt=∑t=1Tαtht.
Finally, a fully connected layer mapped to the prediction target st+1:
s^t+1=softmaxWohatt+bo.
Weighted mean squared error (WMSE) was adopted as the loss function:
WMSE=1n∑i=1nωis^i−si2,
where ωi is the market share importance weight of enterprise i, emphasizing prediction accuracy for leading enterprises.
QUANTITATIVE MODEL FOR KEY COMPETITOR IDENTIFICATION
Key competitors were identified by calculating node similarity and competitive influence. First, we calculate the similarity of competitive features [16], using cosine similarity to measure the directional consistency of feature vectors [9]:
CosSimi,j=hiL·hjLhiL·hjL.
Euclidean distance measures the spatial distance of feature vectors:
Euclidi,j=∑k=1dhiLk−hjLk2.
Based on the above, it can be concluded that
Si,j=12CosSimi,j+11+Euclidi,j.
Comprehensive calculation methods can comprehensively reflect the feature similarity between enterprises [17]. Second, we evaluate the influence of network topology and measure the direct connection strength of nodes through degree centrality [18]:
CDi=Nin−1.
Median centrality measures the information mediating role of nodes in a network [19]:
CBi=∑s≠i≠tσstiσst.
Among them, σst is the number of shortest paths from node s to node t, and σsti is the number of shortest paths passing through i, reflecting the structural importance of the node in the network. Finally, a comprehensive evaluation function is constructed [20–23]:
Ri=μ1·Starget,i+μ2·CDi+μ3·CBi,
where weights μ1,μ2,μ3 were determined via an analytic hierarchy process (AHP). The threat index was defined as
TIi=Ri·1+Δsis¯·Δtit¯,
where market share change Δsi and patent growth Δti were normalized by industry averages s¯,t¯.
EXPERIMENTAL ANALYSIS
Data source
The new-energy vehicle (NEV) industry features rapid technological iteration, complex supply chains, and fierce market competition. Covering multi-dimensional competitive scenarios including technological R&D, supply chain collaboration, and customer acquisition, it serves as a typical representative of dynamic and networked competition which can fully verify the applicability and effectiveness of this model. This experiment selected 100 enterprises in the NEV manufacturing industry as the research subjects. The data sources mainly include: obtaining basic information, product market distribution, and the technical patent status of enterprises through corporate websites, annual reports, prospectuses, and so forth; acquiring industry research reports and market analysis data from academic databases such as CNKI and Wanfang; retrieving patent information of enterprises using the Orbit patent database; obtaining industry macroeconomic data, policies, and regulations from websites of government departments such as the National Bureau of Statistics and the Ministry of Industry and Information Technology, as well as data from some project cooperation enterprises.
Through data collation, it was determined that the experimental data primarily encompass: basic enterprise information → enterprise name, establishment time, registered capital, sub-sectors (complete vehicle manufacturing, parts production, etc.), enterprise scale (number of employees, revenue, etc.); market data → product market coverage area of the enterprise (divided by province or country), characteristics of target customer groups (customer industry distribution, consumption level, etc.), market share data; technical data → patent name, patent abstract, patent classification number, application time, etc.; distribution of technical fields; resource data → supplier information, customer information, talent flow data (such as changes in senior management and core technical personnel positions), financing institution information, and financing scale, etc.
In data processing, the research adopts the logic of “multi-source cross-validation–standardized preprocessing–construction of reliable supervision signals” to ensure the reproducibility of the research and the validity of the conclusions. Market data are obtained through the cross-verification of corporate official websites, industry association reports, and third-party databases. The market coverage area of products is confirmed by combining sales license information and regional business data. Market share is calculated based on the sales volume proportion in the segmented fields. Patent information is sourced from the Orbit database, and after being encoded according to the IPC classification standard, two industry researchers independently verify its consistency. Talent flow data integrate workplace databases, corporate annual report disclosures, and industrial and commercial change records, and only flow records with valid employment cycles are retained. Supply chain and capital data are associated and integrated through supplier/customer directories, the public information of investment and financing institutions, and financing scale reports. In the data preprocessing stage, the missing values of ≤30% are filled with the mean value of the segmented fields. The dimensions of numerical data are unified through Z-score standardization, and non-numerical data are encoded according to industry standards. Finally, multi-source data integration is achieved through the unique enterprise ID. The supervision signal of competition intensity is constructed by the scores of five experts with over 10 years industry experience, including university professors and the strategic directors of automobile companies, based on three dimensions: market competition, technological game, and resource seizure. The consistency of the scores is verified by Cronbach’s α coefficient (α = 0.83) to ensure the reliability of the ground-truth labels.
Data preprocessing
To ensure the quality and usability of the data, it is necessary to preprocess the collected data. Using data cleaning, duplicate data, erroneous data, and data with an excessive number of missing values are first removed. Duplicate enterprise records are deleted by matching enterprise names and unified social credit codes. For missing market-share data, if the proportion of missing values exceeds 30%, the enterprise is excluded; otherwise, mean imputation is used. After cleaning, a total of 12 duplicate enterprises is deleted, leaving 88 valid enterprises. Second, we standardize the numerical data, converting data such as revenue and the number of employees into a unified dimension for subsequent calculations. The Z-score standardization method x′=x−μσ is adopted, where μ is the mean value and σ is the standard deviation. Third, we classify and encode non-numerical data. We encode the market coverage areas as integers from 0 to 30 according to provinces (31 provincial administrative regions) and cluster and encode the technical fields according to patent classification numbers. Finally, we associate and integrate data from different sources through enterprise IDs to form a unified enterprise dataset. We associate the patent data of enterprises with market data to calculate technical similarity and market overlap.
Process of enterprise competition network modeling
The 88 enterprises in the new energy vehicle manufacturing industry are abstracted into a directed weighted graph G = (V, E, W). According to the characteristics of the new energy vehicle industry, customer group competition is set as more critical, with the weight of customer group overlap accounting for 0.6. Product sales area data are divided by province and represented by a binary vector to show the market coverage of enterprises. For example, if Enterprise 1 sells products in A, B, and C, its market coverage vector is S1 = [1, 0, 0,…, 1, 1, 0].
According to the information on the customer industry distribution and consumption levels of enterprises, customer groups are divided into different categories, which are also represented by binary vectors. For instance, the customer groups of Enterprise 2 are mainly new energy vehicle OEMs (high consumption level) and parts suppliers (medium consumption level), so its customer group vector is C2=1,1,0,...,0 (the first bit represents OEMs, and the second bit represents parts suppliers).
For each pair of Enterprises i and j, we calculate the sizes of the intersection and union of their market coverage areas to obtain Si∩SjSi∪Sj. Taking Enterprises 2 and 3 as examples, suppose the intersection of S1 and S2 is two provinces, and the union is five provinces, then the market coverage overlap is 25=0.4.
Similarly, we calculate the sizes of the intersection and union of customer groups to obtain Ci∩CjCi∪Cj. Supposing that the intersection of the customer groups of Enterprises 1 and 2 is one category, and the union is three categories, then the customer group overlap is 13≈0.33. The market coverage overlap customer group overlap are weighted and summed according to the weights δpm=0.4 and 1−δpm=0.6 to obtain the market overlap Mij. For Enterprises 1 and 2,  M12=0.4×0.4+0.6×0.33≈0.36.
Through the above method, the market overlaps between the 88 enterprises are calculated, with partial results shown in Table 1.
TABLE 1 | Market overlap between enterprises.	Enterprise i	Enterprise j	Market coverage	Customer group overlap	Market overlap
	1	2	0.52	0.45	0.478
	1	3	0.38	0.62	0.512
	2	3	0.46	0.58	0.532
	4	5	0.25	0.30	0.28
	4	6	0.60	0.40	0.44
	5	6	0.35	0.55	0.47


Patent information of 88 enterprises is obtained from the Orbit Patent Database, with a total of 12,456 patents collected, of which 9,872 are valid patents (not expired). For each patent, its patent abstract and patent classification number are extracted. In patent text preprocessing, the patent abstract is cleaned by removing punctuation marks, special characters, and stop-words, and then word segmentation is performed. In the construction of the technical field vector according to the International Patent Classification (IPC), the technical fields are divided into 50 fine categories, and the technical field vector of each enterprise is a 50-dimensional binary vector. If an enterprise has a patent in a certain field, the corresponding position is 1; otherwise, it is 0.
The BERT-base-Chinese pre-trained model is used to encode the preprocessed patent abstracts to obtain a 768-dimensional semantic vector for each patent. Taking Enterprises 1 and 2 as examples, Enterprise 1 has 100 patents, and Enterprise 2 has 80 patents. The semantic vectors of these patents are extracted, respectively. The dot product of the average patent semantic vectors of Enterprises 1 and 2 is 0.6, and the moduli are 1 and 1, respectively, so Ttext=0.6. The intersection of the technical field vectors of Enterprises 1 and 2 is 15 categories, and the union is 25 categories, so Tfield=1525=0.6. For Enterprises 1 and 2, T12=0.7×0.6+0.3×0.6=0.6. Thus, the technical similarities between the 88 enterprises are obtained, with partial results shown in Table 2.
TABLE 2 | Technical similarity between enterprises.	Enterprise i	Enterprise j	Patent text similarity	Technical field overlap	Technical similarity
	1	2	0.60	0.60	0.60
	1	3	0.55	0.70	0.585
	2	3	0.58	0.65	0.601
	4	5	0.40	0.35	0.385
	4	6	0.75	0.50	0.675
	5	6	0.45	0.60	0.525


In Enterprises 1 and 2, the intersection of suppliers is 5, the union of suppliers is 15, the intersection of customers is 8, and the union of customers is 20, then
Rsup=515·12+820·12=16+15=1130≈0.37.
The talent outflow target enterprise set of Enterprise 1 is 3,5,2, and that of Enterprise 2 is 1,4,5. For the number of bidirectional talent flow overlaps, the number of talents flowing from 1 to 2 is 1, and the number of talents flowing from 2 to 1 is 1, with a total overlap of 2. The size of the union of the talent flow sets is 1,2,3,4,5, a total of five enterprises; then
Rtal=25=0.4.
The investment institutions of Enterprise 1 are A,B,C with a financing scale of 1 billion yuan; the investment institutions of Enterprise 2 are B,C,D with a financing scale of 800 million yuan. The intersection of investment institutions is B,C, a total of 2, and the union is A,B,C,D, a total of 4. The ratio of capital scales is 810=0.8, then
Rfin=24×0.8=0.4.
For Enterprises 1 and 2,
R12=0.4×0.37+0.3×0.4+0.3×0.4=0.148+0.12+0.12=0.388.
Thus, the resource competition degrees between the 88 enterprises are obtained, with partial results shown in Table 3.
TABLE 3 | Resource competition among enterprises.	Enterprise i	Enterprise j	Supply chain competition degree	Talent competition degree	Financial competition degree	Resource competition degree
	1	2	0.37	0.40	0.40	0.388
	1	3	0.52	0.35	0.30	0.418
	2	3	0.45	0.38	0.32	0.399
	4	5	0.28	0.25	0.20	0.247
	4	6	0.60	0.45	0.50	0.51
	5	6	0.35	0.30	0.35	0.335


To make the competition intensity wij accurately reflect the actual competition relationship between enterprises, a multi-objective genetic algorithm (MOGA) is used to optimize the weight system. Taking actual competition results yij in the historical competition data as the supervision signal, the optimal weight combination is obtained through iterative evolution.
Using the collected market competition result data of 88 enterprises in the past 3 years, including market share changes, new product launches, and key customer acquisitions, the actual competition intensity of each pair of enterprises is scored (0–1 points; 1 point is the most intense competition) through expert evaluation and industry analysis to obtain the supervision signal yij. Using the initial weights α=0.3, β=0.3, and γ=0.4, the initial competition intensity wij between enterprises is calculated as follows.
	Step 1: randomly generate 100 groups of weight coefficients (α,β,γ) that satisfy α+β+γ=1 as the initial population.
	Step 2: for each group of weights, calculate the correlation coefficient and mean square error between the competition intensity wij and the actual competition result yij, and substitute them into the fitness function to calculate the fitness value.
	Step 3: adopt the roulette wheel selection method to select excellent individuals to enter the next-generation according to the fitness value.
	Step 4: cross the selected individuals with a crossover probability of 0.8 to generate new individuals.
	Step 5: mutate the individuals with a mutation probability of 0.05 to increase population diversity.
	Step 6: repeat Steps 2–5 for 100 iterations and record the optimal fitness value and corresponding weight coefficients of each generation.

After 100 iterations of evolution, the optimal weight coefficients are finally obtained as α=0.35,β=0.30,γ=0.35. At this time, the fitness function value is 0.89, correlation coefficient Corr = 0.85, and mean square error MSE = 0.08. The change of the fitness value during the iteration is shown in Figure 2.
[image: Line graph showing the relationship between the number of iterations and values for optimal fitness and three coefficients. Optimal fitness, marked by squares, steadily increases, reaching about 0.9. Coefficient one, shown with circles, fluctuates around 0.3. Coefficient two, marked with triangles, stays around 0.2. Coefficient three, indicated by inverted triangles, fluctuates near 0.3. The x-axis is iterations, and the y-axis is the value.]FIGURE 2 | Change in the fitness value during the iteration process.Using the optimized weight coefficients α=0.35,β=0.30,γ=0.35, the competition intensity wij between the 88 enterprises is calculated. The calculation process of the competition intensity between Enterprises 1 and 2 is
w12=0.35×0.478+0.30×0.60+0.35×0.388=0.1673+0.18+0.1358=0.4831.
Similarly, the competition intensities between the 88 enterprises are calculated, with partial results shown in Table 4.
TABLE 4 | Adaptability value between enterprises.	Enterprise i	Enterprise j	Market overlap	Technical similarity	Resource competition degree	Competition intensity
	1	2	0.478	0.60	0.388	0.4831
	1	3	0.512	0.585	0.418	0.4997
	2	3	0.532	0.601	0.399	0.50425
	4	5	0.28	0.385	0.247	0.29545
	4	6	0.44	0.675	0.51	0.5195
	5	6	0.47	0.525	0.335	0.42625


Based on the existing results, a statistical analysis of the competition intensity of the 88 enterprises is carried out, with the results shown in Table 5:
TABLE 5 | Intensity of competition between enterprises.	Competition intensity interval	Proportion of enterprises
	[0, 0.2)	6.7%
	[0.2, 0.4)	30.3%
	[0.4, 0.6)	44.1%
	[0.6, 0.8)	20.3%
	[0.8, 1.0]	1.7%
	Total	100%


It can be seen from the table that the competition intensity is mainly concentrated in the interval (0.2, 0.6), accounting for 74.4%; this indicates that the competition intensity between most enterprises is at a medium level. The number of enterprise pairs with a competition intensity higher than 0.8 is small, only accounting for 1.7%; this indicates that there are relatively few highly competitive enterprise pairs in the new energy vehicle manufacturing industry.
Based on the calculated competition intensity, a visualization diagram of the competition network of enterprises in the new energy vehicle manufacturing industry is constructed (Figure 3). In the figure, nodes represent enterprises, and the size of the nodes is proportional to the enterprise scale; edges represent the competition relationship between enterprises, which can intuitively understand the network structure of the competition relationship between enterprises in the industry and provide a data basis for the key feature extraction of graph neural networks.
[image: Network graph with colored nodes of various sizes interconnected by lines. Larger nodes are labeled with numbers and include colors like pink, red, blue, green, and purple. This visual likely represents relationships or connections within a dataset.]FIGURE 3 | Visualization of the competitive network of enterprises in the new energy vehicle manufacturing industry.As shown in Figure 3, in the visualization diagram of the competition network of new energy vehicle manufacturing enterprises, nodes represent enterprises participating in market competition. The size of a node is positively correlated with the enterprise scale, which is comprehensively measured by revenue and the number of employees. Edges represent the competitive relationships between enterprises. The thickness of an edge intuitively reflects the intensity of competition: the higher the competition intensity value, the thicker the edge. The direction of a directed edge points from the competing enterprise to the target enterprise, clearly presenting the competitive pointing relationship between enterprises in the industry and the characteristics of the overall network structure and providing intuitive data support for the subsequent key feature extraction of the GNN.
Feature extraction results based on a graph neural network
On the basis of enterprise competition network modeling, we wish to deeply excavate the competition features in the network and verify the effectiveness of the model. The experiment thus constructs a three-layer GNN model containing a competition-intensity-aware attention mechanism based on the PyTorch geometric framework, performs feature extraction on the competition network of 88 new energy vehicle enterprises, presents the experimental results from multiple dimensions such as feature space distribution, attention weight allocation, and feature effectiveness comparison, and conducts a systematic analysis on the feature expression ability of the GNN model.
After using the t-SNE algorithm to reduce the 256-dimensional node features extracted by the GNN to two dimensions, the distribution of enterprises in the feature space shows a clustering feature that is highly consistent with the actual competition relationship. From the specific data, the distances between the feature points of Enterprises 1, 2, and 3 in the space are all less than 1.5 (standardized distance), forming a close competition core group; their average competition intensity reaches 0.495, which is significantly higher than the industry average of 0.42. The distance between the feature points of Enterprises 4 and 6 is 1.2, and their technical similarity is 0.675, which is manifested as a high overlap of technical patent semantic vectors in the feature space. The feature points of Enterprises 5 and 6 are 0.8 in the horizontal market competition principal component and 1.5 in the vertical technical competition principal component, reflecting their differentiated competition characteristics of market overlap of 0.47 and technical similarity of 0.525, as shown in Table 6.
TABLE 6 | GNN dimensionality reduction results.	Enterprise number	Enterprise name	t-SNE dimension 1	t-SNE dimension 2	Competition intensity	Technical similarity	Market overlap
	01	1	0.85	−0.62	0.4831	0.60	0.478
	02	2	0.78	−0.55	0.4831	0.60	0.478
	03	3	0.92	−0.48	0.4997	0.585	0.512
	04	4	−1.25	0.36	0.5195	0.675	0.44
	05	5	−0.58	1.12	0.29545	0.385	0.28
	06	6	−1.18	0.28	0.42625	0.525	0.47
	07	7	1.35	0.75	0.18	0.25	0.22
	08	8	1.22	0.68	0.35	0.32	0.30


It can be seen from Table 6 that the GNN model can effectively capture the multi-dimensional competition relationship between enterprises, map the abstract competition features to the explainable space distribution, and provide intuitive visual support for enterprises to identify competition clusters and potential competitors.
Taking Enterprise 1 as the analysis object, the attention weight distribution of different neighbor nodes in the GNN information propagation process has a significantly positive correlation with the actual competition intensity between enterprises. The results show that Enterprise 1 gives a higher attention weight of 0.28 than Enterprise 2 with a competition intensity of 0.4831, assigns a weight of 0.22 to Enterprise 3 with a competition intensity of 0.4997, and the attention weight of Enterprise 7 with a competition intensity of only 0.18 is as low as 0.05. The results verify the effectiveness of the competition intensity-aware attention mechanism—the model can automatically focus on the nodes that have a greater impact on the competition situation of the target enterprise and improve the relevance of feature extraction.
It can be seen from Table 7 that the introduction of the attention mechanism enables the GNN model to adaptively filter redundant information and strengthen the feature expression of key competition relationships, laying a feature foundation for subsequent competition situation prediction and key competitor identification.
TABLE 7 | Identification results of competitive enterprises related to Enterprise 1.	Neighboring enterprise	Competition intensity	Attention weight
	2	0.4831	0.28
	3	0.4997	0.22
	5	0.29545	0.15
	7	0.18	0.05
	8	0.35	0.12


The visualization results of GNN can directly provide strategic references for enterprises. The “competitive core group” formed by Enterprises 1, 2, and 3 means that these have high overlap in terms of market, technology, and resources. Enterprise 1 should prioritize formulating differentiated strategies for the other two enterprises. In addition, the attention weight distribution results of GNN can help enterprises identify the “competitors that most need attention”. The higher the weight, the greater the impact of the other party’s dynamics on their own competitive landscape, and a real-time monitoring mechanism should be established.
As shown in Figure 4, by comparing the performance of GNN with attention features, GNN without attention features, and traditional features in competitive analysis tasks, the superiority of the model in this paper is further verified. In the market share prediction task, the WMSE of GNN with attention features is 0.098, which is 21.6% lower than 0.125 of GNN without attention features and 85.7% lower than 0.182 of traditional features. In the key competitor identification task, the top-5 recall of GNN with attention features reaches 0.85–9.0% and 34.9% higher than that of GNN without attention features and traditional features, respectively. It can be seen that the GNN model that integrates the topological structure of the competition network and multi-dimensional competition features can effectively analyze the dynamic laws of enterprise competition, and its feature expression ability is significantly better than the traditional feature analysis method, providing more accurate data support.
[image: A line graph compares WMSE and Top-5 Recall for three approaches: GNN (Is), GNN (No), and Traditional. WMSE, indicated by black lines and squares, shows a decrease from GNN (Is) to Traditional. Top-5 Recall, shown in red, decreases from GNN (Is) to Traditional. GNN (Is) has higher recall but lower WMSE compared to Traditional.]FIGURE 4 | Performance comparison of GNN in competitive analysis tasks.As shown in Table 8, the correlation analysis between the output features of each layer of GNN and the actual market share of enterprises shows that the increased number of network layers gradually enhanced the explanatory ability of features for the market competition situation. The Pearson correlation coefficient between the 64-dimensional features of the first layer and the market share is 0.52, and the proportion of explained variance (R2) is 0.27. The correlation coefficient of the 128-dimensional features of the second layer increases to 0.68, and R2 reaches 0.46. The correlation coefficient of the 256-dimensional features of the third layer is further increased to 0.79, and R2 reaches 0.62.
TABLE 8 | Correlation between multi-layer output features and the actual market share of enterprises.	Layer	Feature dimension	Pearson correlation coefficient with market share	Proportion of explained variance (R2)
	The first layer	64	0.52	0.27
	The second layer	128	0.68	0.46
	The third layer	256	0.79	0.62


Through multi-level information aggregation, the GNN model can gradually integrate local competition relationships and global network structure features so as to more comprehensively capture the position and influence of enterprises in market competition. The high explanatory power of the third-layer features for market share verifies the effectiveness of the deep GNN model in feature extraction of complex competition networks. At the same time, the average absolute error MAE of the model is 0.073, and the root mean square error (RMSE) is 0.091. Through the SHAP value analysis of the importance contribution of each dimension of GNN features, the results show that the contribution degree of technical field overlap features is the highest at 22.3%, followed by customer group overlap features at 18.7%, supply chain competition degree features at 15.6%, talent flow competition degree features at 12.4%, and financing institution overlap features at 9.8%, revealing the key driving factors of competition in the new energy vehicle industry, that technical similarity and customer group overlap are the most important factors affecting the competition intensity between enterprises, while the influence of resource competition such as supply chain, talent, and capital is relatively weak.
Identification of key competitors of enterprises
Based on the GNN features obtained in Section 3.4 combined with the quantitative model in Section 2.3.2 and taking Enterprise 1 as the target object, the key competitors are identified, the feature similarity between enterprises is calculated, the topological influence of the network—degree centrality and betweenness centrality—is evaluated, and the top five key competitors are sorted through the comprehensive evaluation function R(i) (Table 9).
TABLE 9 | Identification of key competitors of Enterprise 1.	Rank	Enterprise number	Feature similarity	Degree centrality	Betweenness centrality	R(i)	Threat index TI (i)
	1	2	0.89	0.72	0.68	0.81	1.25
	2	3	0.85	0.69	0.71	0.79	1.18
	3	6	0.76	0.58	0.62	0.69	1.05
	4	4	0.72	0.55	0.59	0.65	0.98
	5	5	0.68	0.49	0.52	0.61	0.92


The threat indices TI(i) of Enterprises 2 and 3 exceed the threshold of 1.0, triggering a warning. Their market share growth rates in the past 3 months are 15% and 12%, respectively, and the technical patent growth rates are 20% and 18%—significantly higher than the industry average (market share growth of 8% and patent growth of 10%). The correlation between feature similarity and actual competition intensity reaches 0.82 (p < 0.01), verifying the effectiveness of GNN features in describing the competition relationship between enterprises. For example, the feature similarity between Enterprises 1 and 2 is 0.89, corresponding to the competition intensity of 0.4831 calculated in Section 2.1, which is a high competition intensity pair. The network topological influence shows that the betweenness centrality of Enterprise 2 is 0.68, indicating that it is in a key node position in the industry information transmission and may indirectly affect the competition situation of Enterprise 1 through the supply chain.
At the same time, the model is compared with the Porter’s “Five Forces Model” and traditional social network analysis (SNA) method to evaluate its performance in a dynamic competitive environment (Table 10).
TABLE 10 | Comparison of experimental effects between traditional models and the model in this study.	Method	Accuracy of competition situation prediction	Time consuming for key opponent identification	Multi-source data processing capability	Dynamic update capability
	Porter’s Five Forces Model	0.61	2 weeks	Single dimension	Quarterly update
	SNA	0.68	1 week	Network structure	Monthly update
	This model	0.85	2.5 h	Three-dimensional multi-source data	Real-time update


It can be seen from Table 10 that the prediction accuracy of the method proposed in this study is higher than that of the Porter’s Five Forces Model, with the key being the GNN’s ability to integrate multi-source heterogeneous data, including in-depth analysis of markets, technologies, and resources. At the same time, the identification time is shortened from weeks to hours, relying on the parallel computing power of deep learning to meet the real-time analysis needs of the dynamic competitive environment. The real-time update capability supports enterprises to deal with sudden competition events, while the traditional method requires manual data update with insufficient timeliness.
CONCLUSION
This study constructs an enterprise market competition network analysis model based on artificial intelligence. The model realizes the in-depth analysis and prediction of enterprise market competition through directed weighted graph modeling, graph neural network (GNN) feature extraction, and competition situation prediction and key competitor identification. The experiment selects 100 enterprises in the new energy vehicle manufacturing industry as the research object. After data cleaning, 88 valid enterprise data are obtained. By calculating the market overlap, technical similarity, and resource competition degree, the enterprise competition network is constructed, and the optimal weight coefficients α = 0.35, β = 0.30, and γ = 0.35 are obtained through the optimization of the multi-objective genetic algorithm. Based on the model for feature extraction, the results show that the weighted mean squared error of the GNN with attention features in the market share prediction task is 0.098, and the top-5 recall of key competitor identification reaches 0.85—significantly better than the traditional feature analysis method. Moreover, with the increase in the number of network layers, the explanatory ability of features for the market competition situation is gradually enhanced. The Pearson correlation coefficient between the third-layer features and the market share reaches 0.79, and the proportion of explained variance R2 is 0.62. In the identification of key competitors, the threat indices of the top two competitors of Enterprises 1, 2, and 3 exceed the threshold to trigger a warning, and their market share and technical patent growth rates are significantly higher than the industry average, verifying the effectiveness of the model and providing accurate and efficient theoretical support for the decision-making of enterprise management departments.
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