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Some non-standard physical problems are challenging to solve because of the fundamental impossibility of experimental confirmation of theories, resulting from the lack of adequate methods and equipment with the required parameters, such as energy and frequency on the order of Planck. In recent years, generative artificial intelligence (AI) has significantly enhanced the efficiency of solving many standard problems, particularly in fields such as diagnostics, business analytics, pattern recognition, programming, and prediction. There are also attempts to leverage AI to address complex physical issues through indirect approaches, such as simulating a training dataset. This article aims to formulate the basic requirements that an AI system must meet to support the solution of non-standard physical problems that are also complex in their interdisciplinarity, data scarcity, time constraints, energy limitations, and hypothetical goals. This was conducted as a thought experiment by analysing two hypothetical phenomena: the emergence of cosmic strings (CS) and photons during the Planck and Grand Unification epochs. The author’s convergent method, based on thermodynamics and inverse problem-solving in topological space, has ensured the research’s stability and purposefulness. As a result of the article, it is justified that, to significantly improve AI support for the solution of some scientific non-standard problems, it is necessary to use the full-analogue photonic AI, which can be realised on a holographic basis and a Fourier transform approach. The conceptual architecture of a required AI system is represented.
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1 INTRODUCTION
Modern artificial intelligence (AI), despite its impressive successes in various fields, including politics, economics, the social sphere, and technology, has fundamental limitations in addressing non-standard physical problems. For example, there are non-standard problems of experimentally proving the existence of cosmic strings (CSs) or the presence/absence of a photon structure. CS cannot yet be demonstrated experimentally, and, according to the Standard Model of quantum physics, a photon does not have a structure. To date, as these phenomena have not been experimentally confirmed, advanced AI could be a valuable tool to support such research.
The goal of this article is to identify special requirements for advanced AI by addressing support for solving non-standard physical problems, which are both complex in their interdisciplinary nature and characterised by high solution uncertainty.
To achieve the article’s purpose, the reverse approach was applied in this study. It was explicitly framed as a thought experiment, not as a set of implied facts, namely, assuming that CSs exist and a single photon has a structure that can carry information about its source. It is also assumed that they could initially form in the state of the Planck epoch of the Universe’s birth in the Big Bang model, when space and time had not yet acquired meaning.
Currently, such assumptions as the existence of CS and the presence of photon structure cannot be experimentally proven or disproved because the processes of their original creation have already passed, and they require unique equipment that we do not have on Earth; for example, to generate extremely high energies of the order of Planck. However, if certain hypothetical physical phenomena cannot be directly verified, it is necessary to explore indirect approaches, such as AI.
Modern theories of the Universe’s creation describe a series of triggered phase transitions and phenomena. Specific unified theories predict the formation of stable topological defects in the early Universe, such as CS [1], which were hypothetically created in the Grand Unification epoch. It is believed that this is not a material object in space-time, but its very deformation, which occurred due to a violation of its original symmetry [2], with a size comparable to that of space objects. CS can extend across the entire Universe or form closed loops on megaparsec scales. A metric with a conical singularity on the axis may describe the CS. They can create a gravitational lens effect on light passing through them. Hypothetically, CS does not have an inside structure. This way, the CSs are special entities that directly connect astronomy and physics with ultra-high-energy elementary particles, thereby bridging the microscopic and macroscopic worlds.
In turn, photon formation is viewed as a purposeful process, the result of which can be experimentally studied only by examining the photon’s state after the recombination epoch, when photons began to spread freely in space. The photon has no mass; its velocity in a vacuum has been determined. It is a boson and a portion of energy. It has polarisation, spin, path, and frequency of the electromagnetic wave. It carries a fragment of information about the source.
Due to the laws of physics, local invariance (gauge symmetry) is a fundamental principle that defines the existence and properties of the photon. As is known, the ideal photon can be described by its frequency (ν), which is related to its energy by the equation E = hν, where h = 6.6262 × 10−34 Js is Planck’s constant. So, at the Planck energy level, the photon’s frequency would be huge: Planck Energy ≈1.956 × 109 J, νmax ≈ 2.95 × 1042 Hz, which are far beyond what we can get or measure on Earth.
The electromagnetic spectrum of different photons is continuous and bounded by the Planck frequency. A physically realisable single photon is not perfect and does not have a single frequency. It has a continuous (not-discrete) frequency spectrum. Any photon can be described in terms of its electromagnetic field envelope. The photon is a part of a wave packet or pulse, which has a finite duration in time, and according to the Fourier method, must be composed of many frequencies.
Due to the quantum uncertainty principle, there is a photon’s time-energy uncertainty. This uncertainty translates into a frequency uncertainty ΔE = hΔν, where ΔE is the uncertainty in energy, and Δν is the uncertainty in frequency. So, if we know the duration a photon was created, its frequency has a very large Δν; and vice versa, if we have a well-defined frequency, it must have a very large Δt. For example, suppose an atom in an excited state decays during its finite lifetime and emits a single photon. In that case, the photon has a creation time of Δt (a few nanoseconds), which results in spectrum linewidths.
So, in our thought experiment, the possibility of a single photon’s structure cannot be analysed solely by detecting its discrete frequency spectrum, due to its continuous character and the uncertainty principle.
In addition to exhibiting physical characteristics, the photon is also credited with collecting various aspects of consciousness. Roger Penrose’s book [3] bridges the gap between physics, biology, and the philosophy of mind. He argues that consciousness is its non-computability and cannot be represented by a conventional computational model; human mathematical understanding is non-algorithmic, and humans can see the truth that a computer cannot; it is the capacity for genuine insight that transcends formal proof systems. This book also proposed that consciousness arises from quantum computations and that wave-function collapse is not a random event but a spontaneous, objective process; the biological structure coordinates the collapse in a non-computable way.
The focus of the thought experiment is on creating advanced AI to analyse the reasons for the sustainable and purposeful formation of photon structure and CS during the Planck and Grand Unification epochs, when there was no space-time, and all four quantum interactions were combined into a single fundamental force.
The material nature of the hypothetical structure of the photon and CS was not considered in this article. Different authors have already discussed this subject. For example, they can be built from unknown forms of matter, such as the preon model [4] or quantum fields. They may be a manifestation of hidden dimensions or unknown topological defects in the nascent space-time. It can be assumed that they are virtual, or the electromagnetic field of a photon may contain some patterns resembling the image of a soliton.
The thought experiment involves different non-formalizable and topological characteristics of an analogue cognitive nature when the goals are vague, and resources for the research are limited. In these conditions, the stability and purposefulness of the research process were ensured by its special structuring and by finding a unique balance between order and chaos, both in the research itself and in the functioning of the advanced AI system created. For this, the article exploits the author’s convergent method, the core of which is based on fundamental thermodynamics and inverse problem-solving in topological space [5, 6, 7].
The advanced AI created should be used to bridge the gap between the values required for research that are currently inaccessible to standard methods and the available capabilities.
2 AI CAPABILITIES
2.1 Modern AI for the analysis of photon
Modern digital generative AI has limitations in its development for solving non-standard problems with an analogue nature, and it has limited capabilities for explanation [6, 8]. The AI requires significantly reducing energy and time consumption, as well as accounting for the non-formalisable cognitive semantics interpretation of AI models [6]. However, the development of traditional AI is hindered by the need to pre-convert the analogue natural signal into digital form, which distorts and truncates its spectrum, as follows from the Kotelnikov-Nyquist-Shannon sampling theorem.
Many publications address the estimation of error from sampling an analogue signal, for example, [9], [10], and [11]. The sampling theorem provides a reconstruction of a digital signal, but it rests on abstract assumptions. When a continuous signal is replaced by a discrete one, several sources of error and loss of accuracy are introduced.
The first source of error is aliasing (spectrum overlap). It requires that the signal be bandlimited to frequencies below νmax and that the sampling rate νs exceed 2×νmax (the Nyquist rate). In the real world, we encounter aliasing that gives noise: any frequency above νs/2 cannot be correctly represented; it has folded back into the lower band. The resulting error can be estimated by analysing the power spectral density (PSD) of the original signal relative to that of the sampled signal. To address this error, an anti-aliasing filter is placed before the sampler, which intentionally loses high-frequency information and can distort the sampled signal by appearing as high-frequency components at lower frequencies.
The second source of error is the quantisation of the analogue signal, when an analogue-to-digital converter (ADC) converts continuous amplitude to a finite number of bits, resulting in quantisation noise that can be modelled as uniform white noise. The signal-to-quantisation-noise ratio (SQNR) compares the powers of the desired signal and quantisation noise, helping measure the loss of accuracy due to quantisation. This ratio is proportional to the number of bits used for coding an analogue signal.
The third source is aperture error, since ADCs require a finite time to acquire their value. The error is proportional to the rate of change of the signal and the aperture time. Of course, for very high-frequency analogue signals, this error can be significant.
The fourth source is the impossibility of the clock, which triggers the sampling, not being perfect; sampling instants vary randomly around the ideal time. It is the jitter error, which is proportional to the signal’s slope and the amount of timing jitter. This is challenging for high-frequency waves.
The fifth source is the error from reconstructing the original signal. This is a predictable distortion. The loss of accuracy can be calculated, and the error can be corrected using a reconstruction filter. It can be mitigated by introducing a slight amount of high-frequency attenuation and using known images of the original signal.
Moreover, a photon is a quantum excitation of the electromagnetic field. It is the smallest possible quantum of that field; the photon itself is the fundamental sample. Sampling a single-photon wave will destroy it because you must interact with it. The detection process for a continuous photon wave can be a binary event: photon arrived or did not arrive. That is more extreme for high-frequency photons.
These make it challenging to study a single photon using the sampling approach.
So, the total error can be analysed by considering these sources. Let us notice that the error cannot be mitigated at all for the photon case. For example, the best femtosecond and attosecond spectrometers aim to detect frequencies up to 1015–1017 Hz [12]. Gamma-ray interferometry (more than 1019 Hz) is not technically feasible, and X-ray interferometry (1016–1019 Hz) is still in the conceptual stage. However, the highest frequency of a photon wave can be close to the Planck frequency, which is currently unattainable, and gamma-ray frequencies from cosmic events can reach 1030 Hz. Thus, the digitisation approach and the sampling theorem are challenging for supporting the solution of the considered nonstandard issues.
The paper [13] noted that research on astronomical and interstellar missions suffers from brittleness and a lack of common-sense understanding of the world through logical symbol manipulation. This paper claims that AI problems grow exponentially with the dimensionality of the environment’s state space. Traditional AI is weak at solving non-standard tasks because it comprises a suite of approaches that provide narrow, specialist capabilities; we lack an understanding of the general mechanisms of intelligence. The topic of human thinking is referred to as non-formalisable cognitive semantics [6].
Currently, studying non-standard issues cannot have a real training dataset; a digitally artificially generated sample can replace them only partially. To create a training sample for CSs’ research, there are theoretically proven patterns of their behaviour [1, 2].
An analogue natural signal can be processed by optical AI without digitalisation by replacing the many-level neural network with a single-layer holographic plate [7, 14]. This approach eliminates the need to represent the analysed image with values of tens and hundreds of billions of parameters, thereby reducing the time and energy required to train AI systems. The holographic model of human memory can be applied in this context [15, 16]. However, numerous optical AI projects involve a previously digitised signal [17–19]. The paper [20] on an analogue optical computer for AI uses a separate digital subsystem for training AI. They make AI models with up to 4,096 weights at 9-bit precision and claim that training is a low-energy operation, consuming only 10% of the total energy.
For further development of AI to support the solution of non-standard problems, it needs to clarify new requirements that address the limitations of modern digital-like AI, including high energy and time consumption, and shortening of the signal spectrum due to digitalisation. This can be illustrated by the example of formulating requirements for AI to support the solution of currently impossible scientific tasks.
2.2 Possible CS recognition with AI
The paper [21] presents two AI approaches to place tight upper bounds on the level of CS contribution to the observed cosmic microwave background (CMB) anisotropies using Planck18 mission data and to forecast detectability for the tension Gμ—where the minimum detectable tension is Gμmin = 1.9 × 10−7. It was noted that accurate simulations of CS-induced anisotropies are pretty expensive, which motivates the use of alternative approaches to make simulations. Paper [22] also recommends exploring topological measures, which may imply non-quantitative or unknown factors characterising the CS.
The paper [23] demonstrates that many proposals for detecting CSs from CMB or 21 cm temperature maps do not aim to locate the strings. The convolutional neural network was trained on simulations of CMB temperature anisotropy maps. It suggests a Bayesian interpretation of CS detection using machine learning (ML), which can detect and locate CS on a noiseless CMB temperature map down to a string tension of only Gμ = 5 × 10−9. However, to confirm these indirect results, they need to be verified on other maps and AI tools, and with CS tension better than 10–9.
The Laser Interferometer Space Antenna (LISA, European Space Agency) and Taiji (China) projects aim to detect the stochastic gravitational wave background (SGWB) from CSs [24, 25]. These projects may enable SGWB to be registered when the CSs are tensioned 10–17. However, current gravitational-wave detectors (LIGO/Virgo) can detect the SGWB from strings with a tension as low as 10–8. The sensitivity of the observations already made by the cosmic microwave background (CMBR) is such that everything that can be identified in the global map has already been detected, including the dipole and quadrupole components. Searches for smaller structures have so far yielded inconclusive localisations, which researchers have unsuccessfully attempted to confirm with additional observations of gravitational lenses in the optical range.
Optical telescopes with pixel diagnostic arrays, charge-coupled devices (CCDs), and radio telescopes are used to diagnose CS. A single element of CCD is sensitive over the entire spectral range, so a light filter is used over the photodiodes of colour CCD arrays, which allows only one of the three colours to pass through, making the pixel scheme even more granular. Moreover, in turn, there are no such filters in the black-and-white CCD sensor. The signal’s highest frequencies are truncated, as per the Kotelnikov-Nyquist-Shannon sampling theorem, to prevent aliasing and noise effects. However, the sampling of a signal can lead to the loss of valuable information (see Section 2.1). This remark is critical if the task is, for example, to identify distortions of Lorentz invariance (LIV) or decoherence because quantum fluctuations may influence particle propagation [26, 27]. The CS should produce unique signals that must be isolated from noise, which includes:
	Radio and optical band waves, reflecting the features of the CS.
	Periodic oscillations of closed loops of CS, fractures, giving less powerful but frequent bursts.
	Gravitational waves created by points on a CS moving at the speed of light and producing short (<1 ms), powerful pulses.

The signal patterns from the CS can be represented by:
	The form of a pulse with a sharp spike and a slow decline.
	A frequency spectrum with a power-law frequency distribution.

CS detection frequency ranges: 10–5,000 Hz for strings with a tension of Gμ ∼ 10–11; 0.1 MHz–0.1 Hz for light strings with Gμ ∼ 10–15–10–17; pulsar timings of ∼1,000 Hz for heavyweight strings with Gμ >> 10–8 in the low frequency range [28, 29]. At the same time, the quantum characteristics of the CS, including quantum fluctuations, require diagnostics of significantly higher frequencies, which are now practically impossible but could be achieved using indirect methods with ML:
	Gravitational lensing with a pattern in the form of doubling the image of a source (galaxy, quasar, pulsar) with the same redshift and angular separation of ∼1–100 arcseconds at optical or infrared frequencies.
	Synchrotron radiation occurs when CS interacts with a plasma with a pattern in the form of radio or X-ray filaments in space with a linear structure and with abnormally high polarisation at radio or X-ray frequencies.
	Microlensing with a pattern in the form of a short-term (<1 min) increase in the brightness of a star due to the movement of a string with a symmetrical signal in the optical range.
	LIV with delay of high-frequency components of gravitational waves or changes in their velocity depending on the direction relative to the axis of the CS.
	Data on quantum decoherence (QD) of gravitational waves with their possible depolarisation and abnormally fast attenuation of high-frequency modes.

Let us focus in more detail on the last two items in the list, which differ in their non-standard approach. CS can generate signatures associated with LIV and QD. CS can spontaneously break Lorentz symmetry due to their topology or their interaction with the quantum gravitational vacuum, as evidenced by the dispersion of gravitational-wave (GW) velocities, characterised by an abnormally long delay of the high-frequency components of GW relative to the low-frequency ones during the registration of the burst. Anisotropy (different velocity/amplitude of GW depending on the direction relative to the axis of the CS) of GW propagation is possible. Frequency ranges for the search: LISA Telescope—0.1 mHz–0.1 Hz; Einstein Telescope—1–104 Hz [30].
In the case of QD, the patterns of the valuable signal can be abnormally fast attenuation of the interference pattern for high-frequency modes; depolarisation of gravitational waves with violation of standard relations between polarisations; QD can introduce specific spatiotemporal correlations into detector noise, with the appearance of unexplained correlations between remote detectors located on different telescopes. However, the existing limitations of LIV/QD diagnostics do not yet allow such anomalies to be detected, which imposes strict limits on the studied CS parameters, namely, no better than Gμ ∼ 10–12.
In diagnosing the signal received with a telescope, a key role is played by separating it from the noise. There are many original approaches to such allocation, for example, as described in the paper by [31]. In contrast to classical methods, which detect anomalies in completely observed curves, the proposed approach in this paper identifies anomalies sequentially as each point on the curve is received. It helps to monitor a new functional observation as it emerges.
Thus, direct detection of CS is not yet possible; however, integrating astrophysical observations, laboratory experiments, and advanced photonic AI can significantly narrow the parameters required to prove its existence. For this, advanced AI must help ensure the reliability and accuracy of diagnosing the rapid attenuation of high-frequency modes, full spectra of short-term patterns, depolarisation of gravitational waves, violations of Lorentz invariance and decoherence of signals, as well as separating the signal from the noise.
The motivation to prove the existence of CS stems primarily from fundamental considerations. The search process itself is already aimed at verifying existing ideas about the early Universe and its structure, developing theories of space-time, studying violations of Lorentz invariance and quantum decoherence, and deepening understanding of the origin of the quantum Standard Model. From a practical point of view, the enormous energy potential of CS and their influence on the navigation of space objects are of primary interest.
2.3 Motivation for detecting photon structure with AI
If we hypothetically assume that the photon has a structure from the opposite perspective, because it contradicts the Standard Model, then a single photon can carry information about its source. In the meantime, information about the source is encoded in a group of photons with varying characteristics. However, despite the issue’s hypothetical nature, this hypothetically reverse approach helps identify the requirements for the desired AI to solve non-standard problems.
Incoming signals from space are captured by a telescope, distorted by an optical system, transformed into a digital representation, and then analysed to obtain information about the source, such as CSs, stars, pulsars, or quasars. Using the idea of a structural photon could give rise to new modelling principles, for example, similar to the already known holographic representation of the 3D Universe as its 2D surface, according to which the structure of the Universe, space-time and matter arise as a projection of information from the boundary of the Universe [32].
Although there are many questions about the concept of a holographic Universe—for example, it is unclear how holography explains the properties of galaxies and the existence of something beyond the Universe—the holographic idea can be applied to create an advanced AI. It enables replacing a traditional multi-level neural network with a single holographic plate, thereby eliminating the need for multi-step neural network training and the requirement to transform a natural continuous (analogue) signal into a discrete (digital) form, which is accompanied by excessively high time and energy costs for ML [7].
Attempts to look at the photon in a non-standard way are known to exist, for example:
	A photon is a bound state of particle-antiparticle pairs.
	A photon is a stable wave structure in a nonlinear medium, such as a soliton.
	A photon is an excitation of a vacuum with topological features.
	A photon is like an oscillation of an open string attached to branes.

To develop the idea of photon structurality, it seems fruitful to determine the initial states of the Universe during the Planck epoch, the time of a photon’s birth. Quantum physics partially describes this epoch; however, it can be assumed that the quanta themselves emerged based on the discretisation of the primary analogue state. In this case, the description of the beginning state of the Universe can be reduced to a thermodynamic description of the discretisation of an analogue medium characterised by entropy (chaos), energy and order (structure). It should also be noted that, with the growth of entropy at the birth of the Universe, a certain purposefulness is observed in changing its local states, characterised by the spontaneous formation of particles, and then cosmic objects. To formalise this situation, methods from thermodynamics [33] and the solution of incorrect problems in topological spaces [34] were employed.
According to various approaches to the origin of the Universe, the initial entropy could be minimal, or even zero, or very large, but not infinite; similarly, energy and temperature could be enormous, but not infinite [35–39]. However, we note that the infinite entropy in the initial epoch of the Universe’s birth contradicts the observed constant entropy growth. Therefore, we will focus on the assumption of zero initial (hidden singularity) entropy when there was no statistical mixture yet.
In this context, in the thinking experiment, let us assume the presence of a photon structure that formed at the beginning of the Universe and completed its formation during the era of hydrogen recombination. In the state of origin, the photon could resemble a dynamic soliton model, which is described by electrodynamic methods, or it could be represented as an ordered structure in the form of a crystal with smooth edges and surfaces enclosing cells (membranes) of a tiny, literally infinitely small, volume. The first requires exposure to external energy, which was abundant during the singularity, and the second requires “crystallisation” from a continuous (analogue) state, a process later confirmed by the appearance of quantum particles. Considering the initial parameters that characterised the birth of the Universe, the thermodynamic instability of the medium may have caused spontaneous fluctuations, leading to the structuring of local states with greater thermodynamic stability relative to the environment.
Currently, when it is impossible to experimentally confirm the photon’s structure using traditional methods due to insufficient energy, a decrease in diagnostic quality may also occur, as usual signal digitisation involves rejecting high-frequency components. Note that the original data, which are not truncated in the spectrum, are stored for subsequent processing, for example, at the FAST radio telescope [40]. It is worth noting that distortions from imperfect telescope designs introduce greater distortions than those from sampling (digitisation); however, even minor deviations in diagnosis introduce additional risks of undetected errors. However, direct diagnostics of an individual photon’s characteristics using radio telescopes are impossible due to the low photon energy—the energy of a photon at 3 GHz, approximately 2 × 10−24 J. Optical telescopes are more promising for this type of research.
In the state of the hidden singularity of the Universe’s birth, a photon can begin to originate from the primary analogue state of the environment, acquiring the ability to exhibit discrete behaviour and representation. These initial phenomena are now impossible to verify on a free photon that has already formed. At the same time, appropriate AI methods must be outlined to identify the structure of a photon. In the context of studying the structure of the photon, we can discuss the goals and motivations behind such work in relation to the formulation of requirements for advanced AI. So, the idea of decoding the internal structure parameters of photons will allow us:
	To improve the photonic versions of AI to reduce the time and energy costs of ML by several orders of magnitude.
	To recognise space objects, including CS, without very costly telescopes, due to photons carrying information about their origin and way.
	Almost instantly solve problems of hydrodynamics, stochastic problems, and implement evolutionary calculations (genetic algorithms).

If the photon has an internal structure, it could also explain:
	Additional degrees of freedom for elementary particles.
	Unusual behaviour, up to the point of decay, of a photon in strong magnetic fields.
	Non-standard anomalies in quantum electrodynamics.
	Fluctuations of vacuum and elementary particles, as well as neurons in the human brain.

Moreover, photons span the entire electromagnetic spectrum, from radio waves to gamma rays, and their energy is determined by this spectrum. Therefore, the discovery of additional photon properties increases their value in medical, industrial and scientific research.
Thus, in the two non-standard examples considered in this article, namely, the existence/absence of CS and a photon’s structure, using advanced AI, the following features of this research should be taken into account:
	They are generated from an analogue state of the hidden singularity, followed by the local emergence of stable states.
	The changes of the local stable states are purposeful, for example, for a photon, this is its free state in the epoch of hydrogen recombination.
	The AI system should be analogue, eliminating the need to digitise the natural signal by cutting off high-frequency components.

These features of the study require identifying and observing the conditions for organising a chaotic environment that will ensure the sustainable and purposeful formation of space objects with a particular structure. The author’s convergent method has helped to understand such formation [6]. The initial state of the Universe can be seen as a kind of philosophical Nothing [41] and is associated with a hidden singularity, when the concept of space-time does not yet have meaning. Let us index this initial state with the symbol t = 0, which is not yet time. The countdown starts at Planck time t = tp = 10–43 s.
3 CONVERGENT METHODS
The research on creating an adequate AI paradigm that can help solve the considered non-standard problems has specific characteristics as follows:
	The vague goals and limited resources for research define the possibility of absence solutions, their multivariate nature, and the instability of the solving process, which identify the incorrect and inverse character of the problem statement.
	The researchers must take part in and control the problem-solving and introduce additional information, which can be conceptual and non-quantitative, into the solving process that can be relevant for inverse-problem solving.
	The spontaneous nature, which may identify the requirements to take into account the fundamental thermodynamic laws for making the research process more stable.

These characteristics require ensuring that the research process of solving the non-standard problems must be stable and purposeful in the following aspects:
	The thought experiment, taking into account a lack of resources (the Planck scales) and vague goals to justify the existence or absence of the phenomena.
	A consistent change in the state of non-standard phenomena under consideration.
	Creating an adequate paradigm of AI to support solving the non-standard problems.

The primary focus of this article is the third aspect. The author’s convergent method has contributed to ensuring the stability and purposefulness of this thought experiment, considering these three aspects. It is based on methods of inverse problem-solving in topological spaces and fundamental thermodynamics. This method was used repeatedly to develop and deploy information retrieval systems, to provide technological support for collective intelligence processes [42], and to represent the cognitive semantics of AI systems [6]. For example, it was helpful to describe the evolution of proteins on Earth [7]. The following two main necessary conditions are ensuring the stability and purposefulness of the research:
	Thermodynamic condition provides stability to the researched system development by balancing chaos and order inside and outside the system.
	Topological condition ensures the purposefulness of the system development by applying a unique internal structure.

To determine the first (thermodynamic) condition, it is assumed that the chaotic stability of a dynamical system (body), such as photons or CS, can be characterised by the Lyapunov function.
The original appearance of a new body can be represented as a set of spontaneous events with an unclear purpose. The purpose is to stabilise the body state and bring order out of chaos. If nothing puts pressure on this process, it will most likely diverge and be lost. However, the process is purposeful; the body has tended to its creation.
Let us take the Lagrangian and Hamilton’s principle (minimise the action integral) to describe the state of this dynamical system. The Lagrangian was expressed in terms of the system’s kinetic (K) and potential (U) energies. The Hamilton equations helped to interpret nonlocal context in phenomena such as CS, which can also be studied using methods from smooth manifolds, thereby allowing modelling nonlocal events via Lyapunov-based stability theory.
Then, for the classical system, there exists a Lagrangian L = K–U. The stability of the system’s dynamics can be analysed using a Lyapunov function V equal to the system’s total internal energy, E = K + U [33, 43].
Now, let us incorporate all external impacts into the system and make it isolated from the other external environment. Due to the law of conservation of energy for the isolated system, Е = V = const. In a chaotic system, the production of entropy, due to the fundamental thermodynamic relation, must satisfy the formula:
dS/dt=1/TdE/dt+PdB/dt(1)
where dS denotes the change of the system’s entropy (J/K), T > 0 is a normalising factor (K, temperature), P is the pressure (Pa), E is an energy (J), B is the volume of the system (m3), and dS/dt is the parameter that characterises the dynamics of entropy generation; it is not the rate, because t is not time in the Planck epoch. The differential dE is the change in the system’s total energy. The entropy change dS depends on the amount of energy added. According to this relation, in an isolated closed system, dE/dt = 0 because E = const.
For a closed system, one that cannot exchange energy or matter with the environment, dS/dt must be greater than 0, because a closed system increases its entropy and generates new motion, thereby spontaneously creating local order O(t) in the system, which can make the system more stable.
For stability of the system, the second law of thermodynamics must be satisfied, i.e., dS/dt < 0. For the relation (1), the Lyapunov stability conditions hold only if dE/dt < 0, which is impossible for a closed system. In a closed system, the conditions for stability are violated.
Thus, to ensure the stability of any system with an internal source of chaos, it is required to open the system, allowing energy and entropy exchange between the internal and external environments. Such an opening can be ensured by placing windows along the boundary of the system (the body’s shell), which creates conditions for restoring and self-organising order O(t) within the body.
For such a chaotic system with the order O(t), as was shown in [6, 7, 33, 43, 44], the stable development can be ensured by creating a window in the boundary of the body, which allows the exchange of the system’s entropy with the outside environment, can be defined:
Ot×O’ t+Sint t – Sexcht×S’intt – S’excht< 0(2)
where O(t) is the level of the order inside; O′(t)—the speed of changing O(t); Sint describes the level of the entropy inside the body; S’int—the speed of changing the entropy inside the body; Sexch is the level of exchanging entropy between the body and its environment through the window; S’exch—the speed of Sexch changing; symbol t identifies a change of states. The symbol t does not necessarily indicate time; it can indicate a change of states. In unstable states, the left-hand side of inequality (2) is nonnegative. The instability of chaos can lead to the spontaneous formation of local order as O(t) increases and Sint(t) decreases.
To determine the second (topological) condition, forming systems (bodies) can be represented by an inverse problem-solving method on a topological space [6, 34]. This necessary condition ensures that purposeful body development can converge on an unclear goal—the body and its internal structure in every state must be altered in a direction that appears to move toward a more stable state than the previous one.
To determine the conditions for the sustainable and purposeful development of the bodies, the incorrect problem x = A-1yσ is solved, where x denotes a specific state of the body in space X, yσ ㄧ is an inaccurate goal of its development in space Y, and A-1 ㄧ is the inverse operator for achieving the development goal. Incorrect tasks may not have solutions, there may be many solutions, and even a slight change in the initial data can cause the solution to become unstable. Let us assume that there is a solution, and it is the only one. This assumption is quite natural for the observed purposeful formation and expansion of the Universe.
Considering that there can be no metric in the space during the Planck period, the solution of such problems on a topological space is considered. For a stable and purposeful solution, it will be necessary to ensure a one-to-one continuous mapping between the two spaces X and Y, as well as compliance with the following necessary conditions for structuring information describing the state of the body and its environment:
	•Determine the boundary of the body (x), the goals of its development (yσ), as well as the development itself (A).
	•Provide conditions for Hausdorff separability of elements in the spaces X and Y.
	•Divide the space X into a finite number of parts (compactness).
	•Ensure that all points in the X-space are mapped to the Y-space using the A operator (mapping with a closed graph)

Applying thermodynamic and topological conditions supports the stability and purposefulness of the formation of hypothetical CSs and the photon structure. The following characteristics can represent this formation:
	A spontaneous formation of a stable local state with boundaries (bodies with shells).
	Windows are formed in the shells (windows for exchanging entropy).
	Partitions are formed inside the bodies (Hausdorff separability).
	The body’s medium is covered by a finite number of partitions (compact space).
	The body’s changes have hidden goals.

These characteristics, illustrated in Figure 1, can help take a fresh look at advanced AI devices and optical systems for researching non-standard problems.
[image: Diagram illustrating a conceptual model involving two main areas: a pink "Body X" representing a compact space with labeled components like "Windows" and "Body shell," and a green "Space of goals Y" indicating purposeful development. Arrows and mathematical symbols describe mapping between areas, such as "Closed graph" and "Inverse problem-solving."]FIGURE 1 | The necessary conditions for stability and purposefulness of spontaneously forming bodies.These two conditions can ensure the stability and purposefulness of the development of any open system that can exchange entropy with its environment. These conditions have been repeatedly used in practice to accelerate team strategic conversations and decision-making with traditional AI support [42, 45].
The suggested convergent method helps create an advanced AI system in the context of researching two non-standard phenomena that have been characterised as hypothetical features beyond the Standard Model. Indeed, in the study of different physical phenomena, the problem can be set in reverse, that is, to prove the absence of a characteristic. Most likely, another non-standard research, for example, on fundamental strings, quantum gravity, or teleportation, will have to refine or choose a different method for developing an adequate AI system that can ensure the acceleration and purposefulness of the research.
4 HYPOTHETICAL PHOTON’S STRUCTURE
For obtaining the requirements for advanced AI to support solving non-standard problems, such as analysing the issue about the existence of a hypothetical photon’s structure, the above (Section 3) two convergent conditions can be helpful.
From the very beginning (the Planck epoch), photons, or rather their prototypes, were indistinguishable. However, in the classical standard approach, only after the Planck epoch can the chaotic state of any system be described by Formula 1. This formula is incorrect for the Planck epoch, particularly because the energy E(t) includes a gravitational component, the pressure is too significant and incomprehensible (about 10113 Pa), and the concept of space-time cannot be applied. However, the Universe’s initial state can be hypothetically characterised by a huge yet finite amount of energy that remains unchanging. According to available observations, as mentioned above, the entropy of the entire Universe is constantly increasing while locally decreasing (as stars and galaxies form). Then, let us Formula 1 conditionally extend to states at t > 0, assuming that discreteness first appeared in the Universe, and S(t) can be defined. That is, the S/E ≈ 0 at t = 0, and the global entropy increases in subsequent states.
At the beginning of the Universe, nothing prevents entropy from spontaneously decreasing in local states, creating more stable behaviour or establishing local order O(t) in the form of bodies with windows for entropy exchange with the environment. When such bodies form, entropy from them is released into the environment. Then, a local order in Formula 2 can be expressed:
Ot≈Sp–Sintt(3)
where Sp = 1028 J/K corresponds to the entropy at the Planck epoch, then, the order can be assumed to be O (0) ≈ Sp at t = 0. It is the state with the highest possible order due to the combination of all interaction forces at the Planck epoch and zero local and global entropy Sint(t) ≈ 0. Therefore, at t = 0, the Universe’s state can be considered continuous (analogue), without discretisation.
At the state of completion of the Planck epoch, the global O (tp) ≈ 0. At t = tp, the interaction forces are not yet separated, the photon and other particles may begin to be created, and space-time is no longer analogous.
To ensure the topological condition, it is necessary to partition the body and map its state to the goals as a topologically closed graph. Then, the Formula 3 can be clarified for the local order O(t) in the form of a separated body:
Ot=δtSp–Sintt1+wNt(4)
where δ(t) Formula 4 is an indicator of the presence of the body and its shell at state t (let us take its value: 0—absence, and 1—existence); N(t) is the number of the body’s partitions in the state t, and w(t) is the weight (importance) of the partition (let us take w = 1).
From (2) and (4) follows a restriction defining the stability of local states that can spontaneously transform into bodies with greater stability and with lower inside entropy relative to the entropy of the global environment (omit the symbol t without loss of generality):
δSp – Sint1+wN×δSp – Sint1+wN’+Sint – Sexch×S’int – S’exch < 0(5)
To reflect the purposefulness of the formation of states, let us denote by X the set of the photon states x [δ, w, N, Sint, Sexch, S’int, S’exch], by Y—the set of hidden goals (for example, the free photon in the recombination epoch), and by yσ⸦Y—the unclear (hidden, inaccurate) goal of photon structure formation. Then, convergence of the inverse problem-solving can be achieved by imposing the necessary structural conditions on the sets X and Y to ensure the stability and purposefulness of body creation (from Section 3). Taking these conditions into account, the inequality (Formula 5) takes the form:
Sp – Sint1+N×Sp–Sint1+N’+Sint  –  Sexch×S’int – S’exch < 0(6)
Taking into account inequality (Equation 6), consider two transitional states in the hidden singularity and the Planck epoch:
	t = 0, Sint = 0, N = 0, Sexch = 0; the left side of inequality (Equation 6) acquires a zero or even a positive value, which characterises the instability of the local states in the Universe that randomly initiates the local drop of the entropy with the spontaneous and purposeful formation of bodies with shells and shells’ windows that have better stability.
	0 < t << tp, to increase the stability of the local states of a spontaneously formed body, the left side of inequality (6) for these body becomes less than zero, for which the following values of variables can be as follows: Sint << Sp, 0 < Sexch << Sp, Sint << Sexch, N = const >>1, S’int < 0, S’exch < 0, |S’int| < |S’exch|; inequality (6) takes the form:

–Sexch×S’int–S’exch < 0(7)
This inequality indicates that a spontaneously formed body with greater stability compared to the external environment possesses a shell with a window for exchanging entropy with the external environment. In this body, the order purposefully increases through the formation of partitions with windows, and the internal entropy grows more slowly than the external entropy.
Formula 7 dictates that the photon does not have an internal structure. This inference is not in contradiction to the Standard Model of quantum physics, which states that a photon is an elementary particle and the quantum of the electromagnetic field. However, in the context of this article’s goal of creating advanced AI, a photon was conditionally represented in a stable thermodynamic equilibrium state at the Universe’s very origin, when it was created discretely and purposefully.
Formula 7 also demonstrates that the advanced AI system should be completely full-analogue and embodied into a signal diagnostic system that must also be analogue (not digital, pixel-based). However, digitalisation of the signal after its processing by an analogue AI system may be necessary for its transmission, storage, and further processing.
So, the chaotic instability could have served as the origin of the photon, for example, through spontaneous fluctuations that led to the emergence of relatively stable local states in the Universe from which photons could be formed. Applying the proposed two conditions of the convergent method to the analogue and then chaotic environment can be used to estimate the stability and purposefulness of forming local stable states of photons and CSs at the origin. The following characteristics can represent it:
	Spontaneous formation of more stable states in the form of bodies with a shell, in which the internal entropy is less than the external one.
	Spontaneous formation of windows in the shells of bodies to balance internal entropy with external entropy.
	Partitions are spontaneously formed inside the bodies.
	A finite number of partitions with windows is created in the body’s medium.
	The body’s changes are purposeful in the direction of creating stable photons and CSs.
	Then, the chaotic processes may begin to prevail, and, for example, a photon, by the epoch of recombination, acquires the currently known state.

It was during the Planck and Grand Unification epochs that the photon and CSs may hypothetically have begun to form. Unlike a photon, which, according to the Standard Model, has no mass and structure, one-dimensional CSs have a hypothetical diameter of about 10–20 cm [1, 2]. If this is the case, there may be similar features in diagnosing hypothetical CSs’ existence and photon structure that require advanced AI support.
5 ADVANCED AI TO SUPPORT CS AND PHOTON DIAGNOSTICS
What kind of AI should be used to improve the effectiveness of signal diagnostics by light beams and optical telescopes? Currently, the key principle in AI development is to ensure its seamless embodied integration into the natural physical processes. In our case, the signal received by the telescope is analogue, the measurement in the interferometer is analogue, the laser beam is analogue, and the change in the interference pattern is analogue.
Modern diagnostic systems for processing, including those that utilise AI, digitise the signal received by a telescope or an interferometer using pixel-like detectors or by sampling a continuous signal. This digitalisation violates the principle of embedded AI; the signal is also truncated in high frequencies to combat noise and meet the sampling theorem’s conditions. Typically, modern optical AI systems receive input signals from pixel arrays of detectors or in digital form, have cascaded optical neurons, and involve multi-step training of optical connections and synapses. They can use Mach-Zehnder interferometers, micro-ring resonators, or vision-language models, which have a many-level structure and require electronics for data compression, nonlinear activation, and digital post-processing [46, 47].
Modern optical AI systems typically focus on creating chips with multi-layered optical neural networks [18, 48]. An all-analogue photoelectronic chip for image recognition implements a digital data processing algorithm [49, 50]. The weight-stationary architectures compute a matrix–vector product [51]. A bottleneck of most optical AI approaches is their reliance on digital data and the difficulty in achieving the necessary precision [52]. ML in optical AI systems presents challenges in training large-scale networks [53]. A hybrid holographic architecture was experimentally developed for detecting image matches [15, 54], and a deep-learning-based computer-generated holography was demonstrated [16]. However, all of them have used algorithms similar to those used in digital systems.
To detect and isolate the signal from noise, established optical full-analogue methods based on the properties of light, including laser coherence, spatial filtering, and spectral selection, can be employed. Using laser coherence in the expectation that the objective signal has a stable signature and the noise is incoherent. The weak optical signal is mixed with the reference laser beam, as a result of which, due to the coherence of the signal and reference beam, interference occurs with the formation of an objective signal at a difference frequency. In this case, incoherent noise does not interfere with the reference beam and produces only a constant noise component at higher frequencies. Furthermore, the optical system can efficiently allocate the required difference frequency while discarding noise. Interferometers can be used for diagnostics, which record a coherent signal from an interference pattern against a background of suppressed incoherent noise.
The use of spatial filtering is based on the fact that the signal and noise come from different directions or the signal has a stable spatial structure. Then, the use of lenses and pinholes allows you to select only the focused signal, while the diaphragm blocks the scattered noise. As an optical filter, a translucent hologram or a holographic mirror can be used, which transmits or reflects light corresponding to a pre-known wave structure of the signal. Noise that does not correspond to this structure is blocked.
Spectral filtering, which uses interference filters, monochromators, and diffraction gratings, is based on the principle that the signal and noise have different wavelengths or emerge at different angles. The filter can be a slit or a detector that receives only light within a narrow spectral range corresponding to the signal. Such filters can pass a very narrow wavelength band (for example, 0.5 nm) within the optical range. If the noise is broadband (like sunlight), the filter will effectively cut most of the noise out. If the signal is pulsed, its temporary isolation against a background of constant noise can be utilised by electro-optical or acousto-optical modulators, which turn the light beam on and off in nanoseconds in response to an electrical signal.
This non-digital approach enables the establishment of new principles for experimental research on non-standard problems, rather than relying on particle accelerators and digital detectors (pixels and sampling, which require truncating high frequencies). For instance, in the case of using an optical telescope, research directions based on full-analogue photonic AI [7] can be informed by analysing the double slit effects and the spectral lines of single photons with the same characteristics observed by a telescope from space objects, including candidates for CSs.
For research on the photon structure, the Plank fluctuation must be recognised. It can be achieved through an indirect approach that helps detect LIV and decoherence with full-analogue photonic AI, which must be embodied in the analogue optical processes (before pixel-like signal detection). The experiment can be realised in the following way:
	An optical telescope receives an analogue signal from one of two stars;
	The optical filter makes a stream of single photons with similar values of all known parameters (energy, polarisation, spin, etc.).
	The optical double-slit system forms an interference spectrum on the screen, which is detected in an analogue way and processed by full-analogue photonic AI.

Such a process is repeated for the second star. If two interference pictures differ, it can be inferred that the LIV is violated or that decoherence has accumulated during the photon’s path. These results may indicate that photons have a structure, as the difference between the spectra of two similar photons reveals the presence of different objects. The challenge in this experiment is creating an optical filter and detector that can filter out photons with similar parameters [6].
To detect LIV and decoherence with full-analogue photonic AI support, the speed and spectral dispersion of different photons with varying energies can be measured using analogue and optical means. The following approaches may be instrumental for receiving and transmitting analogue signals to the input of the full-analogue photonic AI system [30, 55–59]:
	Optical telescopes with adaptive correction systems that detect gravitational lensing caused by CS (image doubling, abnormal curvature); in this case, decoherence can manifest itself in the loss of contrast of interference patterns, which such telescopes as the James Webb Space Telescope (JWST), LISA, Euclid, and Large Synoptic Survey Telescope (LSST) can provide.
	Laser interferometers for measuring the dependence of the speed of light on direction or polarisation. For example, Fabry-Perot interferometers with two perpendicular arms make it possible to detect LIV effects at the level of 4 × 10−18. They enable the detection of anisotropies in the propagation of electromagnetic waves caused by CSs.
	Multispectral cameras on spacecraft that can detect anomalies in the spectra of objects, for example, gamma and neutron spectrometers installed, for instance, on the Psyche instrument (which comprises a pair of identical cameras equipped with filters and telescopic lenses) to analyse the composition of materials, which may indirectly indicate the influence of CSs.
	Image processing systems for analysing strokes, aberrations and anomalies, and detecting extended objects, such as traces of CS that may be associated with LIV, in optical images, such as the pipeline of the StreakDet project.

Thus, to support research on non-standard phenomena, such as CS or photon’s structure existence/absence, using AI, the ideal AI must meet the following requirements:
	Be integrated into the telescope’s analogue channel for detecting the analogue signal from space, in addition to the pixel channel.
	Perceive and process an infinite signal spectrum without filtering out high frequencies with noise, which is used to do in accordance with the sampling theorem.
	Extract useful information from noise in an analogue way, for example, using lasers and holographic storage devices.
	Optimise the subsequent digitalisation of the signal using a broadband analogue-to-digital converter.

If these requirements are taken as the goal of inverse-problem solving for an AI system that supports solving non-standard problems, the architecture of the AI system can be as follows.
6 FULL-ANALOGUE PHOTONIC AI
The required AI system must be embodied in a physical process of experimental equipment, replacing time- and energy-consuming digital procedures with more effective analogue-optical ones. The key to this approach may lie in the system’s unique ability to rapidly optically record training images at a specific point in the holographic matrix, as described in the aforementioned full-analogue photonic AI [7]. The architecture of this system, as illustrated in Figure 2, consists of three subsystems, each playing a pivotal role in the overall functionality and performance.
[image: Diagram illustrating a three-subsystem process for holographic memory and recognition. Subsystem 1 involves writing training images using a laser, beam expander, reflectors, and a digital control system. Subsystem 2 records Fourier-convolution of training images with a modulated beam, optical system, and holographic memory. Subsystem 3 involves reading and recognition using an analogue source, beam expander, and detector matrix, with digital and analogue-digital interfaces included.]FIGURE 2 | Full-analogue photonic AI system architecture [7].Subsystem 1 creates an optical training set of images as a translucent matrix with each cell containing a single training image. Matrices can be constructed on a holographic basis, and each matrix corresponds to a specific thematic class of objects, such as stars, hypothetical CS, and photon images or spectra, which can be synthesised by simulating.
Subsystem 2 is responsible for the one-step training function. It uses one of the recorded translucent matrices of training images, reads all the recorded images simultaneously using an expanded and split laser beam, and performs an optical Fourier convolution of all these images. Subsequently, all beams are directed to a specific point in the holographic memory. This process ensures that each training set of images for a particular thematic class has its own point in the holographic memory.
Subsystem 3 is used for recognition. The signal from the analogue source (detector, camera, antenna, or telescope) is sent to the Fourier modulator. After passing through the beam expander, all modulated parallel beams are directed to the cells of the holographic memory. The detector matrix defines the luminance values of the resonating cells in the memory matrix, which are relevant to one of the images’ classes. The recognition is finished.
A digital computer can be used to control the deflectors that set the beam angles and to capture information from the detector array. An analogue-to-digital interface must be used for transmitting the results of analogue signal processing to a computer or supercomputer.
The modelling of the Fourier transform (FT) (and writing of many images at one cell of holographic memory) is based on the convolution theorem that states that the FT of a convolution between two functions is equal to the product of two FTs, for example, for functions f(x) and s(x), the following are true [60]:
ℱfx⊗sx=ℱfxℱsx(8)
fx⊗sx=ℱ−1Ffxℱ sx(9)
where ℱ[φ(x)]—Fourier-transform of function φ(x), ⊗—means convolution.
The FT and convolution in Formulas 8, 9 are linear operations, from which it follows that a finite number of these procedures using addition and multiplication can be performed by optics. A double convolution of multiple images can produce a single Fourier image, allowing for changes in scale and rotation.
A more detailed description of the full-analogue photonic AI system can be found in [61] and [14]. Some main obstacles exist in its development:
	The signal distortions, noise, and physical reliability of accurate optical transformations.
	Synthesising new photonic material for holographic memory.
	The storage density and retrieval accuracy.

As for signal distortions, practical solutions to eliminate them without digital preprocessing are being sought. For example, in the wave theory of aberration, distortions in a telescope are described by decomposing them into a series of Zernike polynomials [62], which makes it possible to discard very weak distortions in the higher harmonics, and to find technical solutions for their compensation in optical ways in the lower harmonics, without digitalisation (active and adaptive optics). As shown in Section 5, for the embodied AI system in a real physical environment, the process of signal extraction from noise can be entirely analogue-optical, without traditional digitalisation, which distorts the signal spectrum and cuts off high frequencies. By combining various diagnostic methods and isolating the signal from noise—spectral and spatial filtering, the use of coherence and time gating—it is possible to use purely analogue optical means to isolate an extremely weak signal against a background of powerful noise, and then feed the signal to a fully photonic AI without intermediate digitalisation for subsequent intelligent processing. Thus, the built-in AI system for signal processing can be entirely analogue without digitisation.
As for synthesising photonic materials, it is necessary to make new materials for rewritable holographic memory, which can be achieved through a multistep, purposeful selection and integration of relevant components. For example, it can be lithium niobate with iron or other additives (Fe:LiNbO3). For example, the article by Yao et al. [63] describes a sub-ångström ultra-high-transmittance spectroscopic technique based on lithium niobate. The convergent method, with its inverse-problem-solving approach using a genetic algorithm, can help make the process of synthesising photonic materials more purposeful [7, 61]. There are some separate but interconnected directions of synthesising required photonic materials, such as follows: glass, silicon using semiconductor, 2D materials such as graphene, phase-change materials - switch amorphous and crystalline states, photonic crystals with periodic nanostructures, plasmonic nanostructures using metal-dielectric interfaces, metamaterials with properties not found in nature, quantum dots with nanoscale semiconductor structures, organic, and proteins.
Regarding the realistic storage density and retrieval accuracy of holographic memory, different natural-analogue images of the flow can be recorded at a single point in the holographic memory matrix and then retrieved and restored for the specific situation under study. The minimal image size in digital and analogue holography is limited by the wavelength of light, typically around 500–600 nm for visible light. For example, modern digital holographic technologies require approximately 600 pixels (20 × 30) for face recognition. To prevent interference/crosstalk, images must be separated by a minimum buffer of ∼ 5–10 microns. So, each face with buffer requires ∼600 square microns. So, the theoretical maximum is ∼1,400 faces per mm2. However, with error correction, the number of faces in practice will be about 166. For a non-digital case, each face recording must be at least 50–100 microns in diameter. The buffer zone between faces needs to be ∼20–30 microns. The total area per face, including buffer, is approximately 100 × 100 microns. Therefore, the theoretical maximum is ∼100 faces per mm2. To provide the required amount of memory, a cascading increase in the number of holographic plates is needed. The challenge of using holographic memory is read/write erasure, which degrades the fidelity of stored pages and requires data refresh [64]. The diffraction efficiency, which affects retrieval accuracy, depends on the light energy for hologram writing rather than the exposure duration [65].
The analogue optical approach cannot bypass fundamental Planck limits, realistically achieve the required sensitivity, and ensure noise rejection due to the lack of photonic materials and a proven method. However, the analogue approach can increase the range of detectable high frequencies by 7-9 orders of magnitude [7, 61]. This can be achieved by rejecting the signal sampling, embedding the AI system into a sensor design (e.g., a telescope), and using analogue holographic filtering of the high-frequency portion of the signal.
The project of creating full-analogue photonic AI is at a conceptual level of development: the methodology is documented, the principle is established with defined requirements, and the design elements and algorithms are proposed [6, 7, 14]. Some separate optical components, including optical setup, laser, micro-laser matrix, lenses, detectors, and beam splitters, can be purchased on the market and have been demonstrated.
7 DISCUSSION AND CONCLUSION
The implementation of modern digital generative AI systems has encountered limitations, including their autoregressive character, high time and energy consumption, the need to use of multilevel neural networks with multistep training, and the inability of AI models to represent non-formalisable cognitive semantics [6]. Such AI systems limit their ability to support researching non-standard problems that can be described as inverse problem-solving with vague goals in a topologically and chaotically represented environment.
Some limitations can be overcome by developing a suggested full-analogue photonic AI based on holographic and Fourier transform bases [7, 61]. The article proposes the architecture of such AI, designed to meet the requirements of solving two non-standard problems. To formulate the criteria for such AI, the experimental impossibility of proving the existence of CS and the inaccessibility of observing the photon formation process in the first epochs of the Universe’s birth were chosen, in the form of a thought experiment, as examples of non-standard problems.
The full-analogue photonic AI system must expand the range of high-frequency processing and reduce the time and energy costs of ML by several orders of magnitude. It can increase the reliability and accuracy of diagnosing high-frequency signals, depolarisation of gravitational waves, violations of signal invariance and decoherence, and the separation of the signal from the noise.
However, there are obstacles to the full-analogue development of photonic AI, including signal distortions and inaccuracies in optical transformations, as well as the need to synthesise new photonic materials. The directions for overcoming these obstacles have been suggested.
The theoretical research and formulation of requirements for advanced AI to address non-standard problems were based on the author’s convergent method [5, 6], which provides the necessary conditions for purposeful and sustainable research. This method utilises inverse problem-solving in topological spaces and fundamental thermodynamics approaches.
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