:' frontiers | Frontiers in Physics

‘ @ Check for updates

OPEN ACCESS

Jizeng Wang,
Lanzhou University, China

Murugan Senthil Mani Rajan,

Anna University, India

Hanlei Hu,

Chengdu University of Information
Technology, China

Sadique Rehman,

Kanazawa University, Japan

Khizar Farooq,

University of the Punjab, Pakistan

Asim Zafar,
asimzafar@cuivehari.edu.pk,
asimzafar@hotmail.com

Abdulaziz Khalid Alsharidi,
akalsharidi@kfu.edu.sa

20 July 2025
21 October 2025
27 October 2025
12 January 2026

Raheel M, Zafar A, Alsharidi AK and
Almusallam N (2026) Exploring the
fourth-order Boussinesq water wave
equation: soliton analysis, modulation
instability, sensitivity behavior, and chaotic
analysis.

Front. Phys. 13:1669813.

doi: 10.3389/fphy.2025.1669813

© 2026 Raheel, Zafar, Alsharidi and
Almusallam. This is an open-access article
distributed under the terms of the Creative
Commons Attribution License (CC BY). The
use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in
this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Physics

Original Research
12 January 2026
10.3389/fphy.2025.1669813

Exploring the fourth-order
Boussinesq water wave equation:
soliton analysis, modulation
Instability, sensitivity behavior,
and chaotic analysis

Muhammad Raheel?, Asim Zafar'*, Abdulaziz Khalid Alsharidi®*
and Naif Almusallam?

!Department of Mathematics, COMSATS University Islamabad, Vehari Campus, Vehari, Pakistan,
’Department of Mathematics and Statistics, College of Science, King Faisal University, Al Ahsa, Saudi
Arabia, *Department of Management Information Systems, School of Business, King Faisal University,
Al Ahsa, Saudi Arabia

In this article, we reveal the novel types of exact solitons to the fourth-order
nonlinear (1 + 1)-dimensional Boussinesq water wave equation. This model
is obtained under the consideration of the smaller water depth and larger
wavelength of the waves. The Boussinesq water wave equation is useful in
understanding water wave behavior, harbor design, coastal dynamics, wave
propagation in shallow seas, ocean wave models, marine environments, etc.
For our aim, we used the Sardar sub-equation technique. As a result, new
types of exact wave solitons involving trigonometry, hyperbolic trigonometry,
and rational functions are gained. Some gained solutions are represented
through 2D, 3D, contour, and density plots. In bifurcation analysis, a new planar
dynamical system of the governing model is obtained by applying the Galilean
transformation, and all possible phase portraits are discussed. Modulation
instability is used to obtain the steady-state solutions of the concerned model.
Furthermore, the chaotic behavior of the governing modelis analyzed. Sensitivity
analysis is utilized to determine the sensitivity behavior of the model. The
achieved solutions are fruitful in distinct areas of mathematical physics and
engineering fields. At the end, the technique is a useful and reliable approach to
solving other important nonlinear partial differential equations. This study applies
the Sardar sub-equation method to derive new analytical solutions of the fourth-
order nonlinear (1 + 1)-dimensional Boussinesq water wave equation. The
method demonstrates greater flexibility than traditional approaches in handling
nonlinear terms. However, the results depend on specific parameter conditions,
and experimental or numerical validation is left for future investigation.

nonlinear Boussinesq water wave equation, Sardar sub-equation method, modulation
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1 Introduction

Nonlinear partial differential equations (PDEs) are the mathematical form of naturally occurring phenomena. In different fields of
science and engineering, there are various PDEs, including the Akbota-Gudekli-Kairat-Zhaidary equation [1], the Kodama equation [2],
the extended Kairat-II equation [3], the complex-coupled Kuralay system [4], and the Chaffee-Infante equation [5]. Different techniques
have been developed to obtain the various kinds of exact soliton solutions of the nonlinear PDEs, such as the Kumar-Malik technique [6],
the modified sub-equation technique [7], and the multivariate generalized exponential rational integral function technique [8]. Water wave
equations are utilized to explain the various types of water waves, including sinusoidal waves, nonlinear wave interaction, and shallow water
waves. Water wave equations have many applications in different fields, including fluid dynamics, oceanography, and engineering.

The water wave interpolated Boussinesq equation was introduced in 1871 [9] and is given as

gtt_u(gz)xx_ngxxx_gxx:()‘ (1)

Equation 1 is a standard Boussinesq equation that explains the shallow water wave interaction process solution. This equation includes
the various waves and shallow water effects in fluid dynamics, like shoaling, refraction, and weak nonlinearity.
Consider the fourth-order nonlinear Boussinesq water wave equation given in [10]

8~ a(gz)xx - ngxxx T8 = 0, (2)

where g = g(x, t) is a wave function, and a, b, and c are the constants. Constant a controls the nonlinearity strength, b is a dispersion coefficient
(the term provides high-order dispersion that stabilizes wave steepening), and ¢ represents the damping or mixed effects. The balance
between nonlinearity a and dispersion b gives rise to periodic waves. These constants have physical meanings related to buoyancy, pressure,
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FIGURE 1
(Bright soliton) Graphical representation of |g(x,t)| appearance in Equation 13 fora=1,b=1,c=1,u=1,r=1,s=1,and x=0.1. (a) 2D plot. (b) 3D

surface plot. (c) Contour plot. (d) Density plot.
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FIGURE 2
(Singular soliton) Graphical representation of |g(x,t)| appearance in Equation 14 fora= -1, b=1,c=1, u=1,r=1,5=1,and k= 0.3. (a) 2D plot. (b) 3D
surface plot. (c) Contour plot. (d) Density plot.

or roughness. Their values can be assumed to obtain specific solutions, such as solitons or other wave solutions. If b = 0, Equation 1 becomes
nonlinear and possibly unstable. If a = 0, Equation 1 becomes linear, supporting only dispersive linear waves. If ¢ = 0, Equation 1 reduces to
a classical fourth-order Boussinesq equation.

The fourth-order nonlinear Boussinesq water wave equation is of great importance. This equation models the behavior of water waves in
shallow water, making it relevant for coastal engineering, oceanography, and tsunami research. The equation’s nonlinearity captures complex
wave interactions, leading to fascinating phenomena like wave breaking, soliton formation, and chaotic behavior. It has applications in various
fields, including fluid dynamics, coastal engineering, and plasma physics. The equation’s fourth-order nature and nonlinearity make it a rich
source of mathematical challenges and opportunities for developing new analytical and numerical methods. Understanding the behavior of
water waves is crucial for predicting coastal erosion, flooding, and damage to offshore structures.

This model is obtained under the consideration of the smaller water depth and larger wavelength of the waves. The Boussinesq water
wave equation is useful in wave behavior, harbor design, wave propagation in shallow seas, etc. Equation 2 was developed by Wazwaz and
Kaur in [18]. In the literature, different solutions of Equation 2 are obtained by using the distinct schemes, including the F-expansion scheme
[10], the auxiliary equation scheme [11], the exp (—¢(#))-expansion scheme [12], the Jacobi elliptic function expansion scheme [13], the
(G'/G)-expansion scheme [14], the exponential expansion scheme [15], the generalized Arnous method [16], and the physics-informed
neural networks technique [17].

We used a simple and useful technique, the Sardar sub-equation (SSE) technique. This technique is applied to achieve various types of
exact wave results using the Sawada—Kotera equation [19]; exact solitons of the Fokas-Lenells equation are achieved [20]; some exact wave
solitons, including dark, bright, periodic-singular, singular, and dark-bright soliton solutions, are gained for the Zakharov equation [21];
different kinds of optical wave solitons, having periodic wave, dark, bright, and singular solitons, are achieved for the stochastic Schrodinger
wave model [22]; singular, kink, and periodic solitons are obtained for the Boiti-Leon-Manna-Pempinelli model [23]; optical solitons,
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FIGURE 3
(Periodic wave solution) Graphical representation of |g(x,t)| appearance in Equation 15 fora= -1, b=1,c=1, u=1,r=1,s=1,and k= - 0.1. (a) 2D plot.
(b) 3D surface plot. (c) Contour plot. (d) Density plot.

having dark, bright, periodic, and kink, are obtained for the Biswas—Milovic model [24]; and kink, bright, dark, and periodic solitons for the
coupled Drinfeld-Sokolov-Wilson equation are achieved [25].

The fundamental purpose of our work is to explore the distinct exact wave solutions of a (1 + 1)-dimensional Boussinesq water wave
equation by utilizing the Sardar sub-equation method. Different analyses, including the modulation instability, bifurcation analysis, chaotic
behavior, sensitivity nature, and the Lyapunov exponent of the concerned equation, are performed.

The motivation of this work is to investigate the novel kinds of exact solitons for the fourth-order nonlinear Boussinesq water wave
equation by using the Sardar sub-equation technique. For the fourth-order Boussinesq water wave equation, the Sardar sub-equation
technique is used for the first time. The obtained solutions do not currently exist in the literature. Some of the dynamical analyses, including
modulation instability, bifurcation analysis, chaotic behavior, sensitivity analysis, and Lyapunov exponent analysis, are discussed for the
fourth-order nonlinear Boussinesq water wave equation for the first time in the literature.

The article consists of the following sections: The technique is explained in Section 2; the mathematical analysis and exact wave results
are mentioned in Section 3; a graphical interpretation is given in Section 4; bifurcation analysis is done in Section 5; chaotic behavior is
demonstrated in Section 6; Lyapunov exponent analysis is performed in Section 7; sensitivity nature is discussed in Section 8; modulation
instability analysis is performed in Section 9; results and discussion are given in Section 10; and conclusion is provided in Section 11.

2 Methodology

Now, we will represent the Sardar sub-equation method [26] by assuming the nonlinear PDE:

J (88080 8> ot 88 8 +++) = 0- 3)
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FIGURE 4
(Cuspon soliton) Graphical representation of |g(x,t)| appearance in Equation 16 fora=1,b=1,c=1,u=1r=1,s=1 and x= -1. (a) 2-D plot. (b) 3-D

surface plot. (c) Contour plot. (d) Density plot.

Here, g = g(x, t) represents the function. Putting the given transformations, we get
g=G(Q), Q=Ax+ut. (4)

The results are given in the form of a nonlinear ordinary differential equation (NLODE):

Y(GAG ,uG' ,A\*G" AuG",...) = 0. (5)
Assuming the result of Equation 5 is given as
GQ) =) by (Q). (6)
i=0

Here, y(Q) fulfills the following equation:

¥ (Q) = o+ xy? (Q) + ¢4 (Q). (7)
Here, 0 and « are parameters.

Putting Equations 6, 7 into Equation 5 and summing up the coefficients of every v/ term, taking each equal to zero, to gain a set.
Simplifying a set, we gain values of undetermined. The solutions of Equation 7 for the different conditions of ¢ and « are given in [27].

Motivation of the method:

This method can effectively handle the nonlinearity of equations, providing solutions in terms of generalized trigonometric and
hyperbolic functions. This method can generate different kinds of solutions, including dark, bright, singular, periodic-singular, combined

Frontiers in Physics 05 frontiersin.org


https://doi.org/10.3389/fphy.2025.1669813
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org

Raheel et al. 10.3389/fphy.2025.1669813

0.25F 7 T S T =

la(x.0l

X

(c) (d)

FIGURE 5
(Dark soliton) Graphical representation of |g(x,t)| appearance in Equation 17 fora=1,b=1,c=1,u=1,r=1,s=1,and k= —0.08. (a) 2D plot. (b) 3D
surface plot. (c) Contour plot. (d) Density plot.

dark-bright, and dark-singular. This technique is considered simple and reliable for solving nonlinear evaluation equations. This method
can be applied to various physical systems, including optical fibers, fluid dynamics, and plasma physics, making it a valuable tool for
understanding complex phenomena.

2.1 Limitations

The Sardar sub-equation method relies on specific parameter conditions to obtain exact solutions, which might not apply to all cases.
The method’s effectiveness is often demonstrated through mathematical derivations and numerical simulations, but experimental validation
is necessary to confirm the accuracy of the results. The method might not be applicable to all types of nonlinear partial differential
equations (NLPDEs) or systems with complex nonlinearities. The Sardar sub-equation method can become computationally intensive or
even intractable for high-dimensional problems. The method might not guarantee finding all possible solutions to the NLPDE, and other
methods might be needed to find additional solutions.

3 Mathematical analysis
Consider the given wave transformation:

gt =G(Q), Q= (ux-wt). (8)
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By using Equation 8 in Equation 2, we obtain
butG® + G" (cuw + p? — ?) + 2au*GG" + 24*(G')? = 0. 9)
By integrating twice and assuming integration constants equal to zero, we get
ap* G + byt G" + (cpw + p* — w*) G = 0. (10)
By using the homogenous balance technique and balancing the terms G” and G?, we achieve m = 2. Now, we will find the exact wave solutions
using the Sardar sub-equation method.

3.1 Exact solitons

In our case, Equation 6 changes into
G(Q) = by + by (Q) + b,y (Q). (11)

By using Equation 11 in Equation 10 along with Equation 7, we gain solution sets:
Solution set 1:

2bu* (V2 =30+ K 6bu’
b0=—¥,b1=0,b2:——‘u,w:g<ci\/c2+4—16b/,12\/1c2—3a> . (12)
a a

By using Equations 8, 11, 12, and solutions mentioned in [27], we get the following solutions:

gx,t) = —%ﬂz <2;<+ 3(\/ﬁsechrs(ﬁ (yx— g (ci V2 +4- 16by2;c) t)))2>, (13)
gx,t) = —%ﬂz (2K+ 3(\/ﬁcschrs<ﬁ (yx— g (ci V2 +4- 16by2x) t)))z),

glx,t) = —72 (2x+ 3(msecr V-« (yx— g (ci \c2+4—16bu*x
2by’ <

glx,0 = Sl 2x+3(\/—xrs csc, [ V=K (yx— g (ci c+4- 16by2x) t)

a

{

(V7
g(x>f)=—¥<lc+2<\]§tanhm< -2 (ﬂx_g(
g(xat):—b72<lc+2(\/§cothm< —g( — (
s =22 w25 (o (V38 (s e )

(14)

\e]

b 2>, (15)

, (16)

)
2), (17)
).

ct\+4-8burk |t

W

X (18)

=

it\/ﬁsechn(m(yx—g(ci c2+4—8b‘u21c) t))))2>, (19)
g(x,t):——2<1c+2<\]%(cothrs( —2x(yx—§(c+ c2+4—8b[42;c)t>)
* rscsch,s(m(‘ux—'g(ci cz+4—8byzx)t)>>)2), (20)

a

+c0th,5( —g (/,tx—‘g(ci c2+4—8b/,t2;<)t)>>>2>, (21)
ct c2+4—8b/,t21<)t)>>2>, (22)
ci\/c2+4—8b[421c)t))>2>, (23)
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2

glx, 1) = —% <K+2<\/§(tanrs<@ (yx— g (ci \/c? +4—8byzx> t))
TVrs sec, (\/Zc (‘ux— ‘g (ci m) t))))2>,

2

glxt) = —% <K+2<\/§(C0tm(@ (,ux— g (ci Ve +4—8by21<) t))
+Vrs csc,s(@c (yx— g (ci m) t))))2>,

2

g(xt) =—%<K+2<\/§<tanrs<\/§<yx—g(ci W)t))
son ({5 (s e fEr-mn)))) ) )

Solution set 2:

2bu* (k- V2 =30 6bu2
by = —Q,bl =0,b, = ——'u,a)z g<ci \/16by2\/;c2—30+cz+4>
a

a

By using Equations 8, 11, 27 and the solutions mentioned in [27], we get the following solutions:

glx, 1) = —%M(Msech,s(\/ﬁ (/Ax— g (ci \/16bu?x + ¢ +4) t)))
g(x, 1) = —%M(Mcschn(\/} (yx— g (ci V16bp?k + ¢ +4) t))>2

6by’
g(x, 1) = __;4( —KI'S S€C, ( V—k (yx— g (ci \16bp2k + ¢ + 4)
a
6bu’ PN e
glx, 1) = —7( —Krs csc,s(\/—x (ux— 5 (ci 16by*k + 2 +4)

byzx [« % n
g(x>t) = _T (1 +6< —E tal’lhm< _E (/,lx— E
(x 1‘)=—%C l+6<\—E coth < —E< x—ﬁ(c+ 8bulr+c2+4
g, a ) s ) u. ) T U

2

glx, 1) = —b#TK <1 +6<\/§(tanh”<@ (yx— g <ci \/8bpx + 2 +4> t))
+1\rssech, (\/Ec (,ux— g (ci \8bpPic + c2 +4) t>>>)2>,

2

glx, 1) = —WTK (1 +6<\/g(cothrs<m(yx— g (ci \l8bﬂ2K+cz+4) t))

i\/Ecsch,S(m(,ux— ‘g (ci 8by2K+c2+4) t)>>>2>,

g0 =275 (16 [E (tamh (5 (W_g(ciw)t))
scotn, (15 (s (ex o)1) )) ).
)

2

>
>

c+\8bylk+c?+4 t)

g(ci 8bulx + 2 +4)
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2

g(x,t)=—bHTK<l+6<\jg(cot,s(\/ﬂ(‘ux—g<ci\[8b‘uzx+c2+4)t))
+ rscsc,s(@c(yx—g ct\ISby2K+c2+4)t))))z>, (40)

(
g(x,t):—bFTZK<l+6<\/§<tan,s<\/g(yx—g(ci 8by2K+c2+4>t)>
+c0t,s<\/§(yx—§(ci Sb‘uzx+c2+4)t)>>>2>. (41)

4 Graphical interpretation

In this section, the results gained are demonstrated through 2- and 3-dimensional, contour, and density figures with the use of
Mathematica software.

Figure la demonstrates the 2D graph of a bright soliton when -10<x< 10 at different values of t. The purple color
represents the graph at t=0, the yellow color represents the graph at t=1, and the pink color represents the graph at
t=2. We can observe that the wave solution is time-dependent because the phase of the wave solution has shifted with
time. Figure 1b demonstrates the 3D plot when -10<x<10 and 0<t<10. This shows that the wave solution has a
symmetric property because the wave solution has a sharp transition in both the xdirection and the t direction. Figure Ic
indicates a contour graph when —-10<x<10 and 0<t<10. Figure 1d indicates a density graph when —-10<x<10 and
0<t<10.

Figure 2a demonstrates the 2-D graph of a singular soliton when —5 < x < 5 at different values of t. The purple color represents the graph
at t = 0, the yellow color represents the graph at t = 1, and the pink color represents the graph at t = 2. We can observe that the wave solution
is time-dependent because the phase of the wave solution has shifted with time. Figure 2b demonstrates the 3D plot when -5 <x < 5and 0 <
t < 10. This shows that the wave solution has a symmetric property because the wave solution has a sharp transition in both the x direction
and the t direction. Figure 2c indicates a contour graph when -5 < x < 5and 0 < ¢ < 10. Figure 2d indicates a density graph when -5 <x <5
and 0 < ¢ < 10.

Figure 3a demonstrates the 2-D graph of a periodic soliton when —12 < x < 12 at different values of t. The purple color represents the
graph at ¢ = 0, the yellow color represents the graph at ¢ = 1, and the pink color represents the graph at t = 2. We can observe that the wave
solution is time-dependent because the phase of the wave solution has shifted with time. Figure 3b demonstrates the 3D plot when —12 <
x <12 and 0 < t < 10. This shows that the wave solution has a symmetric property because the wave solution has pole-like waves in both the
x direction and the t direction. Figure 3c indicates a contour graph when —10 < x < 10 and 0 < ¢ < 10. Figure 3d indicates a density graph
when -10 <x <10 and 0 < ¢ < 10.

Figure 4a demonstrates the 2D graph of a dark soliton when —12 < x < 12 at different values of t. The purple color represents the graph
at t = 0, the yellow color represents the graph at ¢ = 1, and the pink color represents the graph at t = 2. We can observe that the wave solution
is time-dependent because the phase of the wave solution has shifted with time. Figure 4b demonstrates the 3D plot when —10 < x < 10 and
0 < t < 10. This shows that the wave solution has a symmetric property because the wave solution has pole-like waves in both the x direction
and the t direction. Figure 4c indicates a contour graph when —10 < x < 10 and 0 < ¢ < 10. Figure 4d indicates a density graph when —10 <
x<10and 0 <t < 10.

Figure 5a demonstrates the 2-D graph of a kink-like soliton when —12 < x < 12 at different values of t. The purple color represents the
graph at ¢ = 0, the yellow color represents the graph at ¢ = 1, and the pink color represents the graph at t = 2. We can observe that the wave
solution is time-dependent because the phase of the wave solution has shifted with time. Figure 5b demonstrates the 3D plot when —10 <
x <10 and 0 < t < 10. This shows that the wave solution has a symmetric property because the wave solution has a sharp transition in both
the x direction and the t direction. Figure 5¢ indicates a contour graph when —10 < x < 10 and 0 < ¢ < 10. Figure 5d indicates a density graph
when -10 < x < 10and 0 < ¢ < 10.

Figure 6a demonstrates the 2D graph of a complex soliton when —12 < x < 12 at different values of t. The purple color represents the
graph at ¢ = 0, the yellow color represents the graph at ¢ = 1, and the pink color represents the graph at t = 2. We can observe that the wave
solution is time-dependent because the phase of the wave solution has shifted with time. Figure 6b demonstrates the 3D plot when —10 <
x <10 and 0 < t < 10. This shows that the wave solution has a symmetric property because the wave solution has a sharp transition in both
the x direction and the t direction. Figure 6¢ indicates a contour graph when —10 < x < 10 and 0 < ¢ < 10. Figure 6d indicates a density graph
when -10 < x <10 and 0 < ¢ < 10.

Figure 7a demonstrates the 2-D graph of a bright soliton when —12 < x < 12 at different values of t. The purple color represents the graph
at t = 0, the yellow color represents the graph at t = 1, and the pink color represents the graph at t = 2. We can observe that the wave solution is
time-dependent because the phase of the wave solution has shifted with time. Figure 7b demonstrates the 3D plot when —10 < x < 10 and 0 <
t < 10. This shows that the wave solution has a symmetric property because the wave solution has a sharp transition in both the x direction
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FIGURE 6
(Dark-bright soliton) Graphical representation of g(x,t) appearance in Equation 19 fora=1,b=1,c=1, u=1,r=1,s=1, and x= - 0.08. (a) 2D plot. (b)

3D surface plot. (c) Contour plot. (d) Density plot.

and the t direction. Figure 7c indicates a contour graph when —10 < x < 10 and 0 < ¢ < 10. Figure 7d indicates a density graph when —10 <
x<10and 0 <t < 10.

5 Bifurcation analysis

The idea of bifurcation denotes the mathematical changes in a system, as well as the quality of the results gained by a system of
differential equations. This analysis is common in research into mathematical models of dynamical systems. Bifurcation phenomena
take place when a small change in parametric values leads to a sudden change in behavior. This concept may be used for a problem
containing a split quality. This analysis delves into standard models like stability and into the composition of dividing solutions
briefly.

Here, we will give a new planar dynamical system obtained by Equation 10 by using a Galilean transformation. By utilizing a Galilean
transformation in Equation 10, we get

dG(Q)
= F(Q),
a0 ()
dF(Q)
GG -A;G*(Q) +4,G (Q). o
dQ
Here, A, = bi,ﬂ and A, = - %ﬁj-wz.
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FIGURE 7
(Bright soliton) Graphical representation of g(x,t) appearance in Equation 28 fora= -2, b=1,c=1,u=1,r=1,s=1,and k= 0.1. (a) 2D plot. (b) 3D
surface plot. (c) Contour plot. (d) Density plot.

Bifurcation analysis includes the phase portraits of the governing system shown in Equation 42. First, one obtains a Hamiltonian function
for the governing system in Equation 42, which is given as follows:

B AG 4G

H(G,F) = Y + 3 2 h. (43)

Here, h represents the Hamiltonian constant.
For the purpose of obtaining the equilibrium points, we assume a new system given as

0="F(Q),
0=-4,G*(Q)+A,G(Q). (44)

By solving the above system, we get the equilibrium points given as
E, = (0,0) and E, = (2,0).
The determinant of the Jacobian matrix of the system given by Equation 44 is

0 1

) =A,G*-A,G.
-AG"+A,G 0

D(G,Y) =

According to [30], we get the following classification conditions for the equilibrium points:
1-When D(G,0) < 0, the (G, 0) point is called a saddle.
2-When D(G,0) > 0, the (G, 0) point is called a center.
3-When D(G,0) = 0, the (G, 0) point is called cuspidal.
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FIGURE 8
Gain spectrum of modulation instability for p = 2,4,6,8 and b = 0.1, ¢ = 0.02 in Equation 53. (a) 2D plot. (b) 3D surface plot. (c) Contour plot. (d)

Density plot.

4-When D(G,0) >0 and (7(D(G,Y)))> —4D(G,Y) > 0, the point (G, Y) is called a node, where 7 denotes the trace of the system
as shown by Equation 44.

Case 1:if A; >0and A, > 0.

By using the parametric valuesa=1, b=1,c= —1, y=1,and w = 1, we achieved the two equilibrium points: (0,0) and (1.007,0.027),
as represented in Figure 7a In this figure, point (0,0) represents the saddle point, while the point (1.007,0.027) represents the center point.

Case2: A;>0and A, <0.

By using the parametric values a=0.6, b=1,c=3,u=1, and w =1, we gained the only non-complex equilibrium point as (0,0), as
shown in Figure 6b. In Figure 6b, (0,0) shows the center point.

Case 3: A; <0and A, > 0.

By using the parametric valuesa = —0.6, b=1,c=1,u4=1,and w = 1, we gained the two equilibrium points: (0,0) and (1.667,0.463),
as shown in Figure 6¢. In Figure 6¢, (0,0) shows the center point, while the point (1.667,0.463) represents the saddle point.

Case4: A <0and A, <0.

By using the parametric values a = —0.3, b=1,c=3,u=1, and w =1, we gained the only one equilibrium point: (0,0), as shown in
Figure 6d. In Figure 6d, point (0,0) shows the saddle point.

In bifurcation analysis and phase portraits, different parameter choices can significantly impact the phase portrait topology.

1. Varying parameters can create or destroy equilibrium points or change their stability properties (e.g., from stable to unstable or
vice versa).
2. Parameters can be tuned to critical values, leading to bifurcations, which are sudden changes in the qualitative behavior of the system.
3. Parameters can influence the topology of the phase portrait, such as:
3.1. Creating or destroying limit cycles (closed orbits).
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(0.02,0.01), (d) (1.0,0.1), (e) (1.03,0.5), and (f) (0.01,0.001).

Graph of sensitivity demonstration of the concerned model, considering the values of constants along with ICs: (a) (0.1,0), (b) (0.01,0.1), (c)

(f)

3.2. Changing the stability of limit cycles.
3.3. Creating or destroying homoclinic or heteroclinic orbits.
4. Different parameter regimes can lead to distinct qualitative behaviors, such as:
4.1. Oscillatory vs. non-oscillatory behavior.
4.2. Stable vs. unstable behavior.

6 Chaotic behaviors

Here, we will discuss the chaotic behaviors of the governing model. Chaotic behavior describes the complex, seemingly random, and
unpredictable patterns found in systems that follow deterministic rules. We can observe that small changes in the ICs can lead to vastly

different outcomes, making long-term predictions difficult.
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FIGURE 10
Phase portraits of the system shown by Equation 42. (a) 2D streamline plot. (b) Contour plot
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FIGURE 11
Phase portraits of the system shown by Equation 42. (a) 2D streamline plot. (b) Contour plot.

By introducing the perturbation term v cos(¢t) in the dynamical system defined by Equation 42, we get the following perturbed
dynamical system according to [31]:

% =-A,G*(Q) +A,G (Q) +v cos(¢t). (45)

Here, v and ¢ are the intensity and frequency of the external perturbation term.

The perturbation term represents an external forcing or disturbance that affects the system’s behavior. This term can be interpreted
in the context of water wave dynamics. The perturbation term can model the effect of wind on the water surface, where v represents the
wind stress, and ¢ is the frequency of the wind forcing. The term can also represent the effect of surface tension on the water surface,
where v is related to the surface tension coefficient. The perturbation term can also model external disturbances, such as waves generated
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FIGURE 12
Phase portraits of the system shown by Equation 42. (a) 2D streamline plot. (b) Contour plot.
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FIGURE 13
Phase portraits of the system shown by Equation 42. (a) 2D streamline plot. (b) Contour plot.

by a paddle or a ship. The perturbation term reflects realistic applications in water wave dynamics. The system can model the behavior of
ocean waves under the influence of wind, currents, or other external factors. Understanding the effects of external forcing on water waves
is crucial for designing coastal structures, such as seawalls or breakwaters. The system can be used to study the behavior of waves in wave
energy harvesting systems, where the perturbation term represents the external forcing that drives the energy conversion. The perturbation
term can significantly impact the system’s behavior. The system can exhibit nonlinear resonance, where the external forcing amplifies the
system’s response. The perturbation term can lead to chaotic behavior, where the system’s response becomes unpredictable and sensitive
to initial conditions. The system can exhibit pattern formation, where the external forcing leads to the emergence of complex spatial or
temporal patterns.

We use 2D phase portrait, 3D phase portrait, time series, and Poincaré section to obtain the chaotic and quasi-periodic
structures. A perturbation term is taken in the dynamical model defined by Equation 45, which is not taken in the dynamical system
defined by Equation 42. This analysis will explain how the frequency term affects the concerned equation. We will investigate the effects
of force and frequency of the perturbations while taking the other physical attributes of the overall evaluation as constants.
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FIGURE 14
Graph of chaotic behavior of concerned dynamical system given in Equation 45 upon assuming values of parametersa= -0.6,b=1c=1, u=1, w=
1, v=0.1, and ¢ = 0.5 along with the initial condition, (0.01,0.1). (a) 2D Phase portrait. (b) 3D Phase portrait. (c) Time series. (d) Poincaré section.

7 Lyapunov exponent

Here, we aim to explore the Lyapunov exponent of the concerned model. The Lyapunov characteristic exponent (LCE), or Lyapunov
exponent, is a tool through which we can determine whether the nearby trajectories in a model converge or diverge. The Russian
mathematician Aleksandr Lyapunov, who created the theory of stability of dynamical systems in the late 19th century, is credited with naming

the Lyapunov exponent.

In the phase space of the dynamical system, the average distance rate of neighboring trajectories is represented by a real number called
the Lyapunov exponent. Numerous applications of the Lyapunov exponent exist in various fields, including biology, engineering, physics,
fluid flow, weather patterns, and financial markets. This analysis is used for many models of different fields, including a Konno-Onno model
[32], a Schrodinger equation with cubic nonlinearity [29], and a Wazwaz Kaur Boussinesq model [33].

We observed the link between the Lyapunov exponent results and the observed phase portraits. Positive Lyapunov exponents correspond
to chaotic regions in phase portraits, characterized by complex, aperiodic trajectories. Negative Lyapunov exponents correspond to stable
regions, featuring periodic or quasi-periodic trajectories. Changes in Lyapunov exponents can signal bifurcations, where the system’s behavior
changes qualitatively. Lyapunov exponents can help understand the topology of phase portraits, including the existence of attractors, repellers,

or saddle points.

8 Sensitivity nature
Here, we discuss the sensitivity of the dynamical model described by Equation 42. The specific values of parameters a= -2, b=

06, d=1,p=1, g=1l,e=1,and ) =1 areselected for this purpose. Moreover, we suppose the following different initial conditions (ICs)

of the dynamical system.
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FIGURE 15
Graph of chaotic behavior of the concerned dynamical system given in Equation 45 upon assuming values of parametersa= -0.6, b=1,c=1, u=

Lw=1,v=0.01, and ¢ = 0.2 along with the initial condition, (0.01,0). (a) 2D phase portrait. (b) 3D phase portrait. (c) Time series. (d) Poincaré section.

(i) (0.1,0); (ii) (0.01,0.1); (iii)(0.02,0.01); (iv) (1.0,0.1); (v) (1.03,0.5); (vi) (0.01,0.001).
The results are explained in Figure 7 according to the abovementioned ICs. In the figure, the red graph denotes G, and the blue graph
represents E It is observed in Figure 7 that small changes in ICs result in a large effect on the concerned model.

9 Modulation instability

Assuming a solution of a (1 + 1)-dimensional Boussinesq water wave model is represented in [28, 29].
glxt) = ( VT+Glx, t)) e'™. (46)

Here, 7 denotes an arbitrary real constant and G(x,t) is a complex-valued function of x and t. Putting Equation 46 into Equation 2, we
obtain an equation for G by linearity, given as

~bG,yyy +c1G, + ¢Gy — G + 211G, + Gy — G — T2 = 0. (47)
Now consider a new transformation given as
G(x,t) = G P 4 G emlPx=th) (48)

Here, p is a real disturbance wave number, A represents a frequency, while G, and G, are the coefficients of linear combination. By using
Equation 48 in Equation 47, we get homogeneous equations given as

G, (=bp* + Ap—cpr— A +2A1+p* — %) = 0,
G, (=bp* + Ap+cpr—A* —2A1+ p* — %) = 0. (49)
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Graph of the chaotic behavior of the concerned dynamical system given in Equation 45 upon assuming values of parametersa= -0.6, b=1,c=1, u=
1, w=1,v=0.2, and ¢ = 2 along with the initial condition, (0.01, 0). (a) 2D phase portrait. (b) 3D phase portrait. (c) Time series. (d) Poincaré section.

When the determinant of the system of Equation 49 is set equal to 0, we get the following relation:

(=bp* + cAp— cpT = A* + 201+ p* = 77) (=bp* + cAp + cpT = A* = 2\ + p* = 7*) = 0.

Assuming Equation 50, we can discuss types of modulation instability (MI) of Equation 2 given as

A= % (cpiZTi \—4bp* + 2p? +4p2).

A steady-state stable solution is found by Equation 51.
If A has an imaginary part, then the steady-state solution is not stable because the perturbation increases exponentially.

If A is not an imaginary part, then the steady-state solution is stable because the perturbation is small.
Hence, MI of Equation 51 can occur if

—4bp* + *p* +4p* < 0.

Therefore, we obtain the MI gain spectrum given as

G(p)=2Im(A) = ZIm(% (cpini \—4bp* + c?p? +4p2)).

Physically, MI in shallow water waves can be interpreted as follows:
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FIGURE 17
Graph of the chaotic behavior of the concerned dynamical system given in Equation 45 upon assuming values of parametersa= -0.6, b=1,c=1, u=
1, w=1,v=0.2, and ¢ = 2.5 along with the initial condition, (0.01, 0.03). (a) 2D phase portrait. (b) 3D phase portrait. (c) Time series. (d) Poincaré section.

1. When a wave train propagates in shallow water, it can become unstable due to the interplay between nonlinearity and dispersion. MI
can cause the wave train to break down into smaller-scale structures.

2. MI can contribute to the formation of freak waves or rogue waves, which are unusually high and short-lived waves that can pose a
significant threat to coastal structures and marine vessels.

3. MI can lead to a redistribution of energy within the wave spectrum, potentially influencing coastal erosion, sediment transport, and
wave-induced forces on structures.

4. MI is a manifestation of nonlinear wave interactions, which play a crucial role in shaping the evolution of wave fields in shallow water.

10 Results and discussion

Here, we will represent the obtained results and discussion by comparing them with the existing results. In [10], dark, bright, dark-
periodic, and singular-periodic soliton solutions are obtained by using the modified (G’ /G*)-expansion and F-expansion techniques. In [11],
symmetrical, non-symmetrical kink solutions, solitary wave solutions, and Jacobi and Weierstrass elliptic function solutions are gained by
applying the extended auxiliary equation scheme. In [12], solitary wave solutions are achieved by utilizing the exp (—¢(#))-expansion scheme.
In [13], periodic shock wave solutions are obtained with the use of the Jacobi elliptic function expansion scheme. In [16], kink, bright, and
dark soliton solutions are achieved by using the generalized Arnous method. In our research, we investigate the dark-bright, dark, bright,
periodic, periodic-kink, singular, dark-singular, and other exact soliton solutions by using the Sardar sub-equation technique as shown in
Figures 1-7. We performed the modulation instability to obtain the steady-state solutions as shown in Figure 8. We assess sensitivity using the
sensitivity analysis as shown in Figure 9. By using bifurcation analysis as shown in Figures 10-13, chaotic analysis as shown in Figures 14-18,
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FIGURE 18
Graph of the chaotic behavior of the concerned dynamical system given in Equation 45 upon assuming values of parametersa= -0.6,b=1,c=1, y=
1, w=1,v=0.04, and ¢ = 1.5 along with the initial condition, (0.03,0.01). (a) 2D phase portrait. (b) 3D phase portrait. (c) Time series. (d) Poincaré section.

and Lyapunov exponent analysis as shown in Figure 19, we discussed the different behaviors of the governing model. These various analyses
have not been performed on the fourth-order Boussinesq water wave equation in the literature. The results obtained have applications in

different fields of science and engineering.

11 Conclusion

It is concluded that the Sardar sub-equation scheme was utilized for the concerning model in obtaining distinct kinds of exact solitons
to the Boussinesq water wave equation. The results gained are demonstrated with the use of 2D, 3D, contour, and density plots. The results

gained have not been studied earlier.

Modulation instability is used to obtain the steady-state solutions for the concerned equation. By using bifurcation analysis, all the phase
portraits are discussed. Chaotic behavior is discussed. Sensitivity analysis is used to discuss the sensitivity behavior of the model. The solutions
obtained are useful in different fields, including coastal engineering, harbor design, and waves in shallow waters. The Boussinesq water wave
equation is useful in the study of water wave behavior, harbor design, coastal dynamics, wave propagation in shallow seas, ocean wave models,

and marine environments.

In the future, we can compare the obtained exact solutions with the numerical solutions. We can also obtain the results experimentally
in the laboratory. We can study the Sardar sub-equation method by conducting experiments to validate the results obtained. We can perform
numerical simulations to verify the accuracy and stability of the solutions, develop modifications or extensions to the Sardar sub-equation
method to handle high-dimensional problems, and compare the results obtained using the Sardar sub-equation method with other analytical

or numerical methods.
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FIGURE 19
Graph of the Lyapunov exponent of the concerned dynamical system given in Equation 45 upon assuming values of parametersa= -0.6, 17b=1, c =
Lu=1 w=1v=0.1 and ¢ =0.5. In this figure, the orange graph is for the initial condition (1,0), and the blue graph is for the initial condition (0,1).
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Nomenclature

2D Two-dimensional

3D Three-dimensional

g(x,t) Wave function

ICs Initial conditions

LCE Lyapunov characteristic exponent

MI Modulation instability

NLODE Nonlinear ordinary differential equation

v Intensity of the external perturbation term
® Velocity of the wave.

PDE Partial differential equation

¢ Frequency of the external perturbation term
SSE Sardar sub-equation

t Temporal coordinate

X Spatial coordinate
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