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Introduction
Reliable handover mechanisms are vital for ensuring seamless connectivity in cognitive radio networks (CRNs). The challenge becomes more complex when the upper limit of allowable users fluctuates randomly and when arrival and service rates vary over time. To address these uncertainties, this study develops a dynamic modeling framework that captures the time-varying behavior of active users in CRNs.
Method
The system is formulated as a generalized birth–death queuing model with non-stationary transition rates and a flexible upper bound on the number of users. Arrival and service rates are modeled as functions of traffic intensity, reflecting peak and off-peak conditions. Transitions are restricted to adjacent states, and global balance equations are employed to establish the theoretical foundations of the model. Extensive simulations are conducted under multiple traffic scenarios to validate the model.
Results
The proposed flexible finite-state stochastic model effectively represents the temporal variations in user activity within CRNs. Simulation results confirm that the model accurately adapts to changing arrival and service rates and handles stochastic fluctuations in the system’s capacity limit. These findings demonstrate that the model can reliably predict system behavior under diverse network conditions.
Discussions
By capturing dynamic system variations and operational uncertainties, the developed model provides valuable insights for designing robust handover strategies in CRNs. Its ability to characterize real-world traffic patterns makes it a useful analytical tool for future cognitive communication systems. The work lays a foundation for optimizing device-level handover decisions and enhancing network reliability in environments with unpredictable user behavior.
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1 INTRODUCTION
Future communication systems, such as 5G, which is predicated on cooperative spectrum usage, are actively researching cognitive radios (CRs) [1–3]. For dependable and effective performance, researchers are incorporating the concept of cognitive radio into nearly every communication system currently in use, including 4G and the most recent smart grid projects for future energy needs [4–6]. Channel sensing, access to spectrum holes or channels, and resource optimization are the three main areas of research on cognitive radios used to make the most use of the existing channels. Channel sensing techniques provide dynamic spectrum access to unlicensed cognitive users for efficient utilization of available network resources and throughput enhancement [7, 8]. Spectrum holes can be considered multidimensional regions within frequency, time, and space that are suitable for cognitive users, guaranteeing non-interfering communication. Spectrum hole access schemes enable cognitive radios to access spectrum holes for interference-free safe use of the spectrum [9, 10]. Optimization of resources in cognitive radio can be considered a multi-objective optimization problem in terms of channel capacity, transmitted power, and QoS. Researchers have addressed these issues as individual and hybrid problems [11, 12].
Compared to the above-mentioned three areas, little research is available on the reliable channel model for active users in cognitive radio [1], which is necessary to evaluate resources available to cognitive radio networks (CRNs) operating in parallel with the primary networks. The level of reliability that a cognitive radio network offers to its clients depends on these resources. Channel availability is the probability of a licensed channel being available for communications of unlicensed cognitive users. After estimating the spectrum holes through suitable algorithms [13, 14], the next step is the evaluation of the capability of CR to accommodate the users, i.e., the probability of active users in the cognitive radio network environment. Recently, a flexible quieting model has been presented in [1] to evaluate the probability of active cognitive users under certain available resources.
This research work presents a more realistic approach to finding the probability of the number of active users in a cognitive radio environment. Since changes in the number of users occur when a single user appears or leaves the network, forward and backward transitions are taken adjacent to the current state. Moreover, the forward and backward transition probabilities are not considered stationary; instead, they are higher at peak hours. The global balance equation has been used to solve the problem.
This article’s remaining sections are arranged as follows: the mathematical framework is the focus of Section 2. Section 3 discusses a flexible queuing model that has been proposed for cognitive radio networks. The entire system model is shown in Section 4. Section 5 presents the findings of the simulation, and Section 6 contains the conclusion.
1.1 Research significance
The main obstacle in the way of a cognitive radio network is handoff. This problem could be handled sophistically if a clear picture of the network and the number of channels available at any particular time instant were known. The significance of this research is that it will give the probability of having any number of cognitive users in the network at any given time instant. Therefore, this Probability Mass Function (PMF) is very important for estimating the number of cognitive users at any given time interval and provides a solid basis for devising an applicable and successful handoff scheme.
1.2 Research questions
	The normal cognitive user population within a Global System for Mobile Communications (GSM) cell is stochastic. What will be the PMF for these cognitive users?
	How to obtain a global balance equation for incoming and outgoing cognitive users in the GSM cell?
	How to calculate a joint PMF by using the total probability theorem?

1.3 Research beneficiary
The most important beneficiaries of this research are cognitive service providers working in GSM. The arrival and departure of primary and secondary users in a cell are random processes, so with the help of this research work, an efficient and reliable handoff strategy could be devised for cognitive users. However, GSM and other cellular operators could also gain benefits with some alteration to this probabilistic model, according to their practical scenario.
2 LITERATURE REVIEW
The proposed approach introduces a two-stage, dual-threshold random early detection (TD-RED) control mechanism, as outlined in [15]. It uses a three-stage Markov-modulated Poisson process to effectively analyze and manage the bursty traffic patterns in cognitive radio networks.
In [16], the focus is on optimizing the queuing process in software-defined radio (SDR) to boost performance and address key challenges. Queuing theory is vital in SDR, helping manage tasks such as receiving Radio Frequency (RF) signals, performing digital down-conversion, and handling higher-level protocol processes effectively. In [17], a new single-server queuing model with service retrials has been introduced specifically for cognitive radio networks. This model allows cognitive users to temporarily join an orbit queue when the server is busy, ensuring that they do not lose their chance for service. In [18], the authors explored important performance metrics, such as the expected queue length for primary users and the likelihood of the system being busy. The paper begins by deriving expressions for generating functions using balance equations, making it easier to calculate these key indicators. In [19], the study addressed the challenges faced by secondary users due to the increasing spectrum shortage caused by a high influx of licensed users. It is analyzed [20] that the increase in mobile traffic will be five times more within the next few years. It would seem very difficult that with the available spectrum, it would satisfy the requirements of telecom users. There are many challenges in cognitive radio, and one of the most important challenges is to assign the available spectrum among various candidates in cognitive radio users. In this paper, the channel assignment techniques are discussed with taking into view the phenomenon of the wireless regional area network. This paper provides a brief overview of the different challenges of the cognitive radio network and, in particular, focuses on channel assignment.
A combination of queening and game theory with rigorous mathematics is provided in [21]. This reduces the blocking probability and improves other performance parameters, especially related to channel assignment, in a cognitive radio network. The most challenging fact in dynamic spectrum access/cognitive radio is that the number of users is more than the available spectrum chunks. Therefore, every user wants to gain access to the spectrum, and this leads to an increase in the blocking probability. In [22], a cooperative spectrum-sharing environment is proposed for cognitive radio users. Cooperative spectrum sharing is the most common technique and has taken priority over non-cooperative schemes. In this paper, the cooperative spectrum-sharing scheme is modified, and a hybrid approach (both cooperative and non-cooperative) is proposed. A game theory (Stackelberg) is applied to cognitive radio, and each user of cognitive radio is a player of that game. Moreover, this hybrid technique with game theory is applied, and for spectrum sharing, the famous queuing model M/D/I is allowed to work. The most important challenge for cognitive radio is to get an exact overview of the secondary users in the presence of primary users. For efficient media access control schemes, queuing is one of the best approaches as it allows better observation and control of important parameters of secondary users, including delay and throughput. In this survey paper [23], different queuing models and their classification, on the basis of their performances, are presented. Moreover, this important feature of queuing models, including open problems and potential applications, is also discussed. It has been claimed [24] that due to the potential increase in wireless traffic and tremendous development in wireless devices, it is obvious that wireless users will have a scarcity of the spectra. In this paper, the factors related to spectrum sharing for multiple users are addressed. Therefore, to achieve better analysis of the cognitive radio network and, in particular, for spectrum sharing, the number of active users present at a given time is obtained analytically. Two types of systems, queued and non-queued, are investigated.
It has been claimed [25] that the priority of Primary Users (PUs) is much higher in CRNs than that of Secondary Users (SUs). Considering the tremendous increase in IoTs, it is very difficult to predict an accurate traffic pattern. Therefore, a dynamic cognitive channel allocation (DCCA) algorithm is proposed. The main aim of this algorithm is to provide a balance between PUs and SUs. The structure of this algorithm is based on a continuous time Markov chain. A queuing model is applied to achieve optimization in CRN, particularly in terms of spectrum utilization. It has been reported [26, 27] that no such work has been done previously for secondary users’ access control. The scenario for the proposed scheme is based on the assumption that only two secondary users are active simultaneously in a network. The queuing theory, along with the weighted process, is applied. The two-queue model has been proposed in [28]. These queues are structured for efficient spectrum and resource allocation in a maritime cognitive radio network. The architecture of this proposed model is centralized, along with a two-dimensional Markov chain. In [29], a three-layer system with SUs is depicted. This detection of SUs is performed to categorize them, based on priority, into two classes. The channel aggregation CR is the actual backbone of such a system, which overcomes the problems of spectrum availability. It is necessary to assign different priorities to different applications, and different applications are given different priorities. This paper presents a novel approach to categorizing SUs based on priority, compared to previous research, which focused only on assigning priority between PUs and SUs. All possible approaches to address bandwidth utilization, multilevel reservation, and aggregation are presented. To achieve successful handoff, a priority-based non-preemptive M/G/I queuing model has been proposed [30]. To get coherence among the channels, a scheme with the help of starvation and mitigation is applied. In the queuing model with prioritization, the main threat is starvation; to get rid of starvation problems, the aging phenomenon has been introduced. In this scheme, the priority of a packet is increased when an SU sits in a queue for three successive time frames. The reactive and proactive schemes are used for channel bonding based on whether the size of the packet is larger than the given time interval or not. When the handoff process is initiated, the prior information about the two subsequent time slots is necessary.
A prioritized proactive spectrum handoff decision has been presented [31] to minimize the latency of handoff and improve the total service time. This scheme is based on making an M/G/I queue, and preemptive resume priority (PRP) is given to all SUs in this queue. On the basis of this priority, the decision for handoff and allocating another available spectrum is made. A learning base spectrum handoff scheme has been proposed [32]. This scheme is analyzed using Universal Software Radio Peripheral and GNU. This scheme depends upon learning as well as transfer learning for spectrum handoff. This scheme also takes into account whether the channels occupied are free and what the channel conditions are. A unique spectrum handoff scheme, spectrum admission control (SAC), has been proposed [33]. This scheme is based on a group formed by SUs, and there is cooperative spectrum sensing within this group to defeat the arrival of PUs. A Markov model is also used in this scheme. It has been suggested [34] that cognitive radio networks, along with non-orthogonal multiple access (NOMA), are better choices to address the problem of spectrum scarcity. It is further proposed that to take more advantage of the above-mentioned schemes, it is necessary to create a link between them. A unique mathematical model for resource allocation, especially for tele-traffic, has been introduced. This mathematical model is based on a birth–death model for tele-traffic. In this model, the arrival and the departure of PUs and SUs are assumed to be a die and birth and show these data as a two-dimensional Markovian process. A priority scheduling strategy with a reserved queue is presented [35], and it has been reported that by using a scheduling algorithm and a dynamic spectrum access protocol, the performance of the network could be maximized. To estimate an idle channel for SU in CRN, an 8-state-based discrete-time Markov chain model has been proposed [36]. This scheme estimates the busy and idle channels in the network. In [37], the MAC protocol, along with the joint allocation scheme, has been proposed. It has been reported that the throughput is maximized and delay is reduced. A tree of available channels is constructed using the central node [38], suggesting that this tree approach will not only provide an efficient management scheme but also enhance the authenticity mechanism and reduce the interference between users.
2.1 Research gap
All the related work concerns the efficient channel assignment schemes and maximizing the performance of the network, but there is a lack of potential work to compute the number of active users in CRN. This valuable data yields a solid base for an efficient handoff scheme. A summary of the reviewed Markov chain-based research articles is presented in Table 1, highlighting their contributions and limitations. A comparison of the features of these research articles, including their network architecture, mathematical models, and contributions, is summarized in Table 2.
TABLE 1 | Literature review of Markov chain-based research articles.	Author and year	Title	Contribution	Limitation
	[35]	Modeling analysis of channel assembling in CRNs based on the priority scheduling strategy with reserved queue	Construct a Markov chain-based reserved queue, and apply a priority scheduling algorithm	No such PMF to estimate the number of active users in the network
	[36]	A channel allocation-based multichannel MAC protocol for cognitive radio networks	A DNN-based spectrum decision algorithm and an 8-state chain-based model to estimate the idle channel	No such explicit work to estimate the number of active users in the network
	[37]	A deep learning-based discrete-time Markov	Joint channel allocation protocol devised to maximize throughput and reduce delay. This protocol will run on the MAC layer	No such explicit work to estimate the number of active users in the network
		Chain analysis of a cognitive radio network for sustainable Internet of Things in a 5G-enabled
smart city	Maximize throughput and reduce delay. This protocol will run on the MAC layer	Active users in the network
	[38]	An intelligent channel assignment algorithm for cognitive radio networks using a tree-centric approach in IoT	The tree of free channels for SU is maintained by the central node. Improve authenticity and reduce the delay among SUs.	No PMF for the count of active users in the system
	[1]	Flexible queuing model for the number of active users in the cognitive radio network environment	PMF for active users in CRN is obtained with a fixed upper bound using Marko chain and Gaussian distribution.	The upper bound of the queue is fixed


TABLE 2 | Comparison of features of research articles.	Title	Network architecture	Mathematical model	Model scheme	Simulator tool	Arrival pattern of PU and SU	Contribution
	A flexible finite-state birth–death model for current secondary users in a cognitive network environment	Centralized	Markov and Gaussian	Reserved queue/channels	MATLAB	1 after 1 or simultaneously	PMF to predict the number of active users with a variable upper bound
	Flexible queuing model for the number of active users in a cognitive radio network
environment	Centralized	Markov and Gaussian	Reserved queue/channels	MATLAB	1 after 1 or simultaneously	PMF to predict the number of active users with a fixed upper bound
	Modeling analysis of channel assembling in CRNs based on priority scheduling strategy with reserved queue	Centralized	Markov Chain	Reserved queue/channels	MATLAB	1 after 1	Evaluate the performance of the network


3 MATHEMATICAL FRAMEWORK FOR THE PROPOSED MODEL
The number of active users in the cognitive/existing cellular network with a fixed upper bound is provided as follows:
pj=ξj1−ξ1−ξK+1.
However, the upper bound, i.e., K is fixed in this case, which indicates the maximum allowable users in the network. The situation becomes complicated while dealing with CRN. In other words, the upper bound should logically be a random variable. Accordingly, a model for the active number of users has been proposed. The probability for j-active users in that case is given as
pj=λj1−λ∑k=0KPK=k1−λk+1.
This equation provides the probability of having j users in the system, where j is any random number from 0 to K and K is a finite number. This is the probabilistic model to compute the number of cognitive users in the system with a finite upper bound.
Although the proposed model was a value-added contribution in the sense that there was no such model available in the literature, The model is applicable in a setup where statistics of occupying and releasing states do not change with time, i.e., the stochastic process was assumed to be stationary. Now, we consider a more realistic setup for cognitive radio networks, where forward and backward transition states are not stationary and they change with the number of occupied states. It may be noted that due to the cognitive setup, the upper limit, i.e., the maximum allowable users, would not be fixed. The upper limit could be the maximum resources available with the primary network; however, the probability would be almost negligible due to the primary users and the presence of other cognitive networks appearing in the same region. Figure 1 indicates the proposed queuing model with k-maximum allowable users.
[image: Flowchart showing a sequence of states labeled 0, 1, 2, through K, with arrows indicating transitions between them. Arrows labeled alpha signify forward movement while beta-labeled arrows indicate loops back to previous states.]FIGURE 1 | Flexible death–birth queuing model with variable states.The value of the random variable k will lie between 1 to K i.e. k ∈ {1, 2,…, K}, however, the probability decreases by increasing the number increases. The PMF for the active number of users for the proposed birth-death process may be found by using the global balance equation, which is being reproduced here for convenience.
pj∑iγji=∑iγjipi.
The output of this balance equation is a steady state, which is achieved when this equation converges. As the possible transitions are only for the adjacent states in the proposed setup, the problem becomes relatively simple. Considering the process in the jth state, as indicated in Figure 2, then the following equations are obtained.
γj,j+1=αj,γj,j−1=βj,
γj−1, j=αj−1,γj+1,j=βj+1.
[image: Diagram of a sequence showing boxes labeled \(j-1\), \(j\), and \(j+1\). Arrows labeled \(\alpha\) and \(\beta\) indicate directional transitions between the boxes, suggesting progression. Dots on both sides imply continuation.]FIGURE 2 | Birth–death process in the jth state.Hence, the global balance equation yields
pjαj+pjβj=pj−1αj−1+pj+1βj+1.
By re-arranging it, the following equation is obtained:
αjpj−βj+1pj+1=pj−1αj−1−pjβj.
This is the demonstration of a balance state, where αj and βj are the current states and αj−1 and βj−1 are the previous states. It may be observed that we have shifted one state forward on the right-hand side, yet the difference in the terms is equal to the left-hand side, which was the previous state. Thus,
pj−1αj−1−pjβj=Constant.
The value of the constant may be evaluated from state 0, which yields
α0p0−β1p1=0.
This implies that constant = 0. Ultimately,
pj=αj−1βjpj−1 ,put  αj=αj−1βj.
Hence, pj = α j pj −1. This is the recursive formula to generate the following equations.
pj=αjαj−1pj−2,…,
pj=αjαj−1…α1p0.
Let Aj=αjαj−1…α1, then pj=Ajp0. The value of p0 can be obtained by normalization, i.e., ∑ipi=1, where the summation is over the total number of possible states. Hence,
p0+A1p0+A2p0+···+AKp0=1
⇒p0=1∑i=0KAj
⇒pj,K=Ai∑i=0KAi,
where Aj is the parameter, and these equations are used to derive the PMF for simplicity. This completes the PMF for the process under consideration for a fixed K number of maximum states.
4 PROPOSAL OF A FINITE-STATE BIRTH–DEATH PROCESS
4.1 Flexible queuing model for a generalized birth–death process
The situation becomes more complicated while dealing with the CRN, where the maximum number of states is a random variable. The PMF in the scenario can be estimated as indicated in the theorem below.
4.2 Theorem
Consider a generalized birth–death process indicating the active number of users in a CRN at a given instant. Then, according to the total probability, the PMF for active users can be computed as follows:
∑pj|k,Pk=k=pj.
The output of this equation is that it gives the overall probability of different finite states in the system, where p j ⎢k is the conditional probability indicating the probability of finding the process in the jth state, where there are a total of k states. Similarly, P (k = k) indicates the probability of having k, the maximum number of states in the cognitive network. Now, p j ⎢k has been derived in the previous section, i.e.,
pj|k=Ajp0=Aj1∑i=1kAi.
This equation provides the probability of having j users in the system, and this equation could be achieved by putting different forms of Aj. Utilizing this expression in the above equation, we get
pj=∑k=1Nipj|kPk=k,
pj=∑kAj∑i=1kAiPk=k.
This is the PMF for having jth users in the system, with the upper boundary also dynamic, and cognitive users arrive and depart in the network randomly, where NT is the total number of channels available to the primary cellular network. NT is used in summation because there might be some probability that all of these channels may be unoccupied, and the cognitive network under consideration may be able to win all of the available channels. Logically, the probability of occupying a larger number of channels decreases and becomes negligible beyond a certain value of k. The PMF given in the above equation is generalized and may be used to compute the probabilities for active users in a cognitive radio network. However, it is necessary to know the values of Aj, j = 1, 2,…, K and pk P (k = k), where k ∈ {1, 2,… NT }, that is, the PMF of pk must be available, representing the probability of occupying k maximum channels for the CRN under consideration.
4.3 Different cases for Ajs
By definition, Aj = α1α2…α j, j = 1, 2,…, K, where α j is the ratio of the arrival rate and the departure rate of a cognitive user in CRN. In the case of the birth–death process under consideration, these rates are different for each state. Logically, these rates cannot be independent. In other words, a correlation may be assumed to be there. The value of Aj = α1α2 …α j, j = 1, 2,…, K depends on the type of correlation and also on the ratio αj−1βj; in particular, the product of these ratios may be increasing or decreasing by increasing the value of j. As K increases NT, the probability pk, i.e., P (k = K), becomes negligible. Hence, α j decreases in accordance with increasing j. β j may be taken as constant, or it may increase by increasing j. Hence, logically, α j and β j for the birth–death process under consideration is inversely proportional to each other.
4.4 Hump state
There is a hump point, that is, the point at which α j = β j. When we move toward the right to this point, i.e., toward j +1,…, K, the ratios α j+1,…,αK become less than unity, and similarly, if we move toward the left, i.e., j −1, j − 2,…,1, then the ratio α j11,…,α1 becomes greater than unity. The jth state is a hump state. The hump point directly depends on the number of channels available to CRN, which, in turn, depends on NT, β j, and also on the total number of active CRNs in the same zone. A variety of scenarios regarding the forward rates, i.e., birth-rates, αi, and death rates, βi, have been discussed in the subsequent section, specifically in simulations to demonstrate the results with the shifting of the hump point.
pj=∑k=1NTAj∑i=1kAiPk=k,
pj=Aj∑k=1NT1∑i=1kAiPk=k.
As the arrival and departure of cognitive users are a random process and these rates are independent of each other, the hump state is a situation where the arrival of cognitive user α = departure of cognitive user β at a given time instant. This hump state yields the maximum value of probability, and in the case of a Gaussian distribution, it is the peak of the bell. The probability increases until this peak and then decreases, so except for the value at the peak or hump, all probabilities are minimum, where the parameter pj is the probability of finding the process in
jth a state. NT=total number of states (channels) available in the primary cellular network.
k = number of channels occupied by the cognitive network. It may take some value between 1 and NT depending on the number of primary users and other CRNs operating in the same region. Since it is a random variable, P (k = k) is the probability of occupying k −states.
5 SIMULATIONS
To evaluate the performance of the proposed model, the simulations are performed in MATLAB. The simulation results validate the performance of the algorithm. To show the probability of active users in the cognitive radio network, we have considered Nt = 100 number of channels for the primary base station. Out of these 100 channels, 40 are occupied by primary users. Therefore, the number of free channels for cognitive users is 60. Suppose that there are five active cognitive users (networks) in the region, and the average number of channels for each network is 60/5 = 12. All the simulation results are calculated by using the Gaussian and uniform probability distribution functions.
5.1 Case 1
This case is for a Gaussian distribution. In this paper, from Figures 3–6, Figure 7 is drawn using subplot (211), (212), alphI_vect = [2, 1.6, 1.2, 0.5, 0.5, 0.5], and alphF_vect = [0.5, 0.5, 0.5, 1.2, 1.6, 2]. For Figure 5, var = 2. Similarly, Figure 3 is drawn using var = 3, and for Figures 4, 6, variance = 4 and 5, respectively, and all other values are the same as shown in the previous figures. The upper part of these figures shows the Gaussian distribution, and the lower part reflects the uniform distribution for the same parameters.
[image: Flowchart depicting a process starting with initialization of a variable. It then processes a PMF (probability mass function) with a fixed upper bound, followed by processing a balance equation. A decision node checks for convergence; if no, it loops back, if yes, it computes A_j and A_i, applies the total probability theorem, and processes PMF for finite birth-death, leading to the end of the process.]FIGURE 3 | Gaussian distribution and normal distribution with var = 3.[image: Two graphs compare the probability of active users under Gaussian and Uniform distributions for users numbering twelve and variance of four. Each graph shows four colored lines representing different alpha values: blue (alpha one point six, alphaF zero point five), orange (alpha one point four, alphaF zero point five), green (alpha zero point eight, alphaF one point two), and red (alpha zero point five, alphaF one point six). The x-axis is the number of active users, and the y-axis is the probability of active users.]FIGURE 4 | Gaussian distribution and normal distribution with var = 4.[image: Two line graphs depict the probability of active users for 12 users under Gaussian and Uniform distributions. The top graph shows a variance of 4, the bottom graph a variance of 2. Curves represent different alpha values: blue (alphaI = 1.6, alphaF = 0.5), orange (alphaI = 1.4, alphaF = 0.5), green (alphaI = 0.8, alphaF = 1.2), and red (alphaI = 0.5, alphaF = 1.6).]FIGURE 5 | Gaussian distribution and normal distribution with var = 2.[image: Two line graphs compare Gaussian and Uniform distributions for active user probabilities with a fixed variance of five and twelve users. The x-axis represents the number of active users, and the y-axis shows their probability. Four lines, differentiated by alpha parameters in the legends, exhibit varying probability trends across both distributions.]FIGURE 6 | Gaussian distribution and normal distribution with var = 5.[image: Flowchart depicting a process starting with initializing variables. It processes a PMF with a fixed upper bound, checks convergence, and if not converged, reiterates. If converged, it computes values A<sub>j</sub> and A<sub>i</sub>, applies the total probability theorem, and processes a PMF for finite birth-death before stopping.]FIGURE 7 | Flowchart.The Gaussian distribution with VAR = 2, 3, 4, 5, and arrival rate alphaI decreases, and departure rate alphaF increases. It is obvious in Figure 7 that the maximum probability of having a particular number of cognitive users could be achieved by setting alphaI = 1.6 and alphaF = 0.6. Reducing the alphaI and increasing alphaF shifts the peak of the distribution toward smaller values of users. In the next figure, a 4–6 increase in VAR values causes a decrease in the probabilities.
5.2 Case 2
This case is for a Gaussian distribution for the number of average free channels = 13, as shown in Figures 8–11. Figure 8 is drawn using subplot (211), (212), alphI_vect = [2, 1.6, 1.2, 0.5, 0.5, 0.5], and alphF_vect = [0.5, 0.5, 0.5, 1.2, 1.6, 2]. For Figure 10, var = 2. Similarly, Figure 8 is drawn using var = 3, and for Figures 9, 11, variance = 4 and 5, respectively, and all other values are the same as in previous figures. The upper part of these figures shows the Gaussian distribution, and the lower part reflects the uniform distribution for the same parameters.
[image: Top and bottom line graphs compare probability distributions of active users. The top graph shows Gaussian distribution, and the bottom shows Uniform distribution, both for 13 users with a variance of 3. Four lines represent different alpha values, showing varying trends in probability across the number of active users.]FIGURE 8 | Gaussian distribution and normal distribution with var = 3.[image: Two line graphs compare the probability of active users in Gaussian and Uniform distributions for 13 users with a variance of 4. Each graph includes plots for different alpha values: alphaL 1.6, 1.4, 0.8, and 0.5 with corresponding alphaF values of 0.5, 0.5, 1.2, and 1.6. The x-axis represents the number of active users, while the y-axis indicates the probability. The trend lines differ in shape and crossings based on the distribution type.]FIGURE 9 | Gaussian distribution and normal distribution with var = 4.[image: Graphs show probability distributions for active users under Gaussian and Uniform distributions with 13 users and variance of 2. Both charts feature four line plots for different alpha values, illustrating probability versus number of active users.]FIGURE 10 | Gaussian distribution and normal distribution with var = 2.[image: Two line graphs compare Gaussian and Uniform distributions for 13 users with variance of 5, plotting probability of active users (p_j) against the number of active users (j). Each graph shows four curves representing different combinations of alpha values. The top graph is labeled "Gaussian Distribution" and the bottom "Uniform Distribution." Each curve varies in shape and trend, depicting how different alpha parameters influence the probability distribution.]FIGURE 11 | Gaussian distribution and normal distribution with var = 5.When free channels for cognitive users are increased from 60 to 65, each cognitive service provider obtains 13 channels. As the number of channels increases, the probability decreases. However, the number of channels increases at the peak of the curve.
5.3 Case 3
In this case, the number of free channels is 70, and the average number of free channels per user is 14. All other parameters are the same as in previous cases.
In Figures 12–15, it is obvious that, by increasing the number of channels for users, the probability will decrease as the curve will become flat, but the peak of the curve will shift to a larger number of users. Figures 16–19, show that as the number of channels increases, the curve becomes flatter. The overall probability decreases, but the peak shifts upward because the maximum probability occurs at a higher number of users. Figures 20–23, show that as the variance increases, the Gaussian curve becomes flatter. The probability decreases, but the peak shifts to a higher value because the mean (or the most likely number of users) increases.
[image: Two line graphs compare Gaussian and Uniform distributions for active users, both with fourteen users and variance of four. Each graph displays four lines representing different alpha values, showing the probability of active users against the number of active users.]FIGURE 12 | Gaussian distribution and normal distribution with var = 4.[image: Two line graphs depict probability distributions of active users. The top graph shows a Gaussian distribution, and the bottom displays a Uniform distribution, both for 14 users with variance 3. Both graphs show four lines representing different alpha values, displaying varying trends from high probability at two active users to lower probabilities as users increase. The legend indicates lines for alphaL and alphaF pairs: (1.6, 0.5), (1.4, 0.5), (0.8, 1.2), and (0.5, 1.6).]FIGURE 13 | Gaussian distribution and normal distribution with var = 3.[image: Two line graphs display the probability of active users (p_j) against the number of active users (j) for both Gaussian and Uniform Distributions, with users set at fourteen and variance at two. Each graph includes four lines representing different alpha values: alphaL and alphaF combinations of 1.6, 1.4, 0.8, and 0.5. The Gaussian graph shows varied slopes, with intersecting lines, while the Uniform graph exhibits similar trends but different curve intensities. Both graphs provide insights into user activity probabilities across different parameter settings.]FIGURE 14 | Gaussian distribution and normal distribution with var = 2.[image: Two line graphs compare the probability distribution of active users under Gaussian and Uniform conditions for 14 users and variance of 5. Both graphs use different lines representing variations of alphaI and alphaF values. The x-axis shows the number of active users, while the y-axis shows their probability. Each line's pattern differs across the plots based on the respective distributions.]FIGURE 15 | Gaussian distribution and normal distribution with var = 5.[image: Two line graphs compare Gaussian and Uniform distributions for fifteen users with a variance of two. Both graphs depict the probability of active users against the number of active users. Each graph includes four colored lines representing different alpha values: blue, orange, green, and red. The red line, with alphai 0.5 and alphaF 1.6, shows an increasing trend, while the blue line, with alphai 1.6 and alphaF 0.5, shows a decreasing trend.]FIGURE 16 | Gaussian distribution and normal distribution with var = 2.[image: Top plot illustrates the Gaussian distribution of active user probability for 15 users with variance 3. Bottom plot shows the uniform distribution under the same conditions. Both plots display curves for different alpha values.]FIGURE 17 | Gaussian distribution and normal distribution with var = 3.[image: Two line graphs compare Gaussian and Uniform distributions with 15 users and variance of 4. Both show probability of active users against number of active users. Four curves are plotted, each representing different alpha values: blue (αL=1.6, αF=0.5), orange (αL=1.4, αF=0.5), green (αL=0.8, αF=1.2), and red (αL=0.5, αF=1.6). The Gaussian distribution shows more variability in probabilities as compared to the Uniform distribution.]FIGURE 18 | Gaussian distribution and normal distribution with var = 4.[image: Two line graphs compare probability distributions with 15 users and a variance of 5. The top graph shows a Gaussian Distribution, while the bottom graph shows a Uniform Distribution. Each graph features four colored lines representing different alpha values. The x-axis represents the number of active users, and the y-axis represents the probability of active users.]FIGURE 19 | Gaussian distribution and normal distribution with var = 5.[image: Two line graphs showing Gaussian distribution plots for different variances. The top graph has a variance of 2, and the bottom graph has a variance of 3. Both graphs plot the probability (pj) of active users against the number of active users (j). Six lines in each graph represent different alpha values, with a legend identifying these variations.]FIGURE 20 | Gaussian distribution with different values of variance.[image: Two line graphs illustrate the Gaussian distribution for different variances. The top graph shows variance equals four and the bottom graph shows variance equals five. Both graphs plot the probability of active users (p_j) against the number of active users (j). Various colored lines represent different alpha combinations: alpha_I and alpha_F values. Probability curves peak and change positions across the number of active users, showing different probabilities based on alpha values. The legends display specific alpha values corresponding to the lines.]FIGURE 21 | Gaussian distribution with different values of variance.[image: Two line graphs show uniform distribution plots. The top graph is for variance equals four, and the bottom graph is for variance equals five. Both graphs display multiple lines representing different alpha values, showing the probability of active users (p_j) against the number of active users (j). The legend in both graphs specifies six combinations of alphaL and alphaF parameters. The lines vary, with crossing and overlapping at different points.]FIGURE 22 | Normal distribution with different values of variance.[image: Top and bottom line graphs show probability distributions for the number of active users in a uniform distribution with variances of 2 and 3, respectively. Each graph features six curves representing different alpha values as detailed in the legend. The x-axis represents the number of active users, while the y-axis shows the probability.]FIGURE 23 | Normal distribution with different values of variance.5.4 Case 4
In this case, the number of free channels is 75, and the average number of free channels per user = 15. All other parameters are the same as in previous cases.
5.5 Case 5
In this case, a comparison of different values of variance is carried out; details are shown in Figure 20.
A comparison of different values of variance shows that variance increases in a Gaussian distribution, while probability decreases as the curve becomes flat, but the mean value or peak of the curve increases.
5.6 Comparison with existing models
The schemes that are very close to our research are presented for comparison.
	In the research article “Q. Xu, S. Li, J. Gaber, and Y. Han, “Modeling Analysis of Channel Assembling in CRNs Based on Priority Scheduling Strategy with Reserved Queue,” Electronics, vol. 13, no. 15, p. 3051 Aug. 2024,” a priority scheduling algorithm has been proposed using reserved channel queues. In this paper, there is some work that computes the number of active users in the system. The work presented in this research article is based on elastic services and not on the overall number of SU. However, a comparison could be generated. The parameters for comparison are taken almost the same, i.e., Nt (total number of channels), number of users, and number of free channels. Results are generated, and a comparison is drawn.

In the existing model, as shown in Figure 24, on the y-axis, there is the spectrum utilization by SUs, which is the same as the probability of having the same number of SUs as shown in the Figure 25. Because spectrum sharing implies that the available channels are occupied, the number of occupied channels represents the number of active users in the system. However, on the x-axis in the existing model, instead of the actual number of secondary users, it is based on the nature of services required by these users. It is obvious from the figures that the curves in the proposed scheme are very close to a Gaussian distribution compared to the existing model.
	The second comparison is drawn with “A.Tanveer, Z. U. Khan, A. N. Malik, and I. M. Qureshi, “Flexible Queuing Model for Number of Active Users in Cognitive Radio Network Environment,” Wireless Communications and Mobile Computing, vol. 2018, Article ID 8349486, 2018. doi: [10.1155/2018/8349486]”. In this study, the PMF is computed from the number of active users but with a fixed upper bound of the queue, such that the arrival rate and the random departure rate are fixed.

In the existing model as shown in Figure 26 due to a fixed upper bound, that is arrival rate of the user is random, but the departure is fixed, the probability will decrease by increasing the number of users. On the other hand, in the proposed work shown in Figure 27, arrival and departure are random, so the probability will rise until the hump state occurs, where the arrival and departure rates are the same, and then the probability reduced after that hump state.
[image: Line graph titled "Spectrum utilization vs. λ_se" showing spectrum utilization of SU against the arrival rate of λ_se. Three lines represent different conditions: blue line for Q_rq = 1, Q_eq = 2; red line for Q_rq = 2, Q_eq = 4; green line for Q_rq = 0, Q_eq = 0. Utilization increases with λ_se, with the red line showing the highest utilization across the range.]FIGURE 24 | Spectrum utilization of SUs [35].[image: Graph showing Gaussian distribution for probability of active users versus number of active users. Three curves represent different alphaI and alphaF values. AlphaI equals one point six, alphaF equals zero point five; alphaI equals one point two, alphaF equals zero point seven; and alphaI equals zero point six, alphaF equals one point four. The x-axis is labeled j (number of active users), and the y-axis is p(j) (probability of active users). The title mentions users equal to seven and variance equal to four.]FIGURE 25 | PMF with a Gaussian distribution with seven users.[image: Line graph showing the probability of active users (\( p_j \)) against the number of active users (\( j \)). Three curves are plotted for different \( G \) values: blue for \( G = 0.75 \), red for \( G = 0.85 \), and yellow for \( G = 0.95 \). The probabilities decrease as the number of active users increases.]FIGURE 26 | Probabilities of different numbers of active users for ς = 0.75, 0.85, and 0.95 [1].[image: Line graph showing probability of active users (pj) against the number of active users (j). It includes three curves: blue (alphaI = 1.6, alphaF = 0.5), orange (alphaI = 1.2, alphaF = 0.7), and green (alphaI = 0.6, alphaF = 1.4). The blue and green lines intersect, while the orange line remains relatively stable. Title reads: "Gaussian Distribution: For users = 9.00, Plot for variance = 4."]FIGURE 27 | PMF with a Gaussian distribution with nine users.6 CONCLUSION
The suggested paradigm has been put into practice and examined in a variety of situations. The results are quite close to the expectations, as discussed in the theoretical framework. At present, the forward transition rates have been varied in flexible generalized queuing, whereas the backward transition rate has been kept constant, yet the problem is generalized because of their difference, which is not stationary. In existing work, the variation in forward transition rates has been taken linear; however, the derivations are generalized and may be applicable for any type of nonlinear rates. Similarly, in simulations, the upper limit for available channels to the cognitive network has been derived with uniform and Gaussian distributions; again, the derivations are generalized and are assumed to be equally applicable for other random variables. This work may be used as an effective basis to plan handover schemes in a cognitive environment.
7 LIMITATIONS AND FUTURE WORK
	This work was carried out in a stationary environment, and it could be applied in a dynamic environment.
	All cognitive service providers have the same capability, i.e., a homogeneous environment. The study can be extended to a heterogeneous environment.
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