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Radiochromic films (RCFs) offer effective two-dimensional dosimetry with a
simple, low-cost operating principle, making them suitable for very high-energy
electron (VHEE) and ultra-high dose rate (UHDR) applications, where dosimetry
standards are lacking. However, achieving high-accuracy measurements with
RCFs presents significant challenges, especially in the absence of standardised
protocols. To ensure reliable and comparable outcomes, adapted protocols
based on a thorough understanding of RCF behaviour are essential. Despite
over 6,000 publications addressing RCF protocols, comprehensive guides
for high-throughput research machines with small, non-uniform beams are
scarce. This paper aims to be a comprehensive guide for non-expert users of
RCFs, particularly in VHEE and UHDR research. We identify common errors in
RCF preparation, scanning, and processing, proposing strategies to enhance
accuracy and efficiency. Using our optimised RCF protocol at the CLEAR facility,
we demonstrate a 5% agreement compared to alanine dosimeters irradiated with
Gaussian VHEE beams, establishing this protocol as a solid foundation for reliable
dosimetry in advanced radiotherapy research.
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1 Introduction

FLASH radiotherapy (FLASH-RT) has emerged as a promising cancer treatment
modality, whereby the radiation that delivers radiation at ultra-high dose rates (UHDRs)
of > 40Gys™!, eliciting a biological phenomenon known as the FLASH effect.
This effect enhances the sparing of healthy tissue while maintaining equivalent
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tumour control compared to conventional dose rates (CDR) of <
0.03 Gy s™! [1]. Preclinical evidence has demonstrated the FLASH
effect across various radiation types, including X-rays, protons,
and low-energy electrons of < 20 MeV [2-6]. However, very high-
energy electron (VHEE) beams of energies > 100 MeV offer a
particularly promising approach due to their superior penetration
depth compared to clinical energy electrons [7, 8] and their
technological ease of production at the required intensities and
energies compared to alternatives such as protons and MV photons
[9]. This makes FLASH-RT a promising modality for treating deep-
seated tumours [10-13].

One of the critical challenges impeding the clinical translation
of FLASH-RT, especially for pulsed modalities like VHEE, is
developing accurate and reliable active dosimetry. Several studies
have demonstrated that ionisation chambers—the standard for
active dosimetry in conventional radiotherapy—saturate under the
UHDR conditions required for FLASH-RT [14-16]. This dosimetry
issue has spurred an area of research alongside the radiobiological
studies of FLASH-RT.

The CERN Linear Electron Accelerator for Research (CLEAR) is
one of the very few particle accelerators capable of providing VHEE
beams at UHDR. CLEAR is a stand-alone user facility located at
CERN’s Meyrin site that has been engaged in research related to
VHEE FLASH-RT since 2019. The accelerator offers a flexible range
of beam parameters in the VHEE regime, including a wide range
of mean and instantaneous dose rates, making it a suitable testbed
for both FLASH-RT and active UHDR dosimetry research. For
example, radiobiologists have utilised the facility to study the onset
of the FLASH effect in plasmids, zebra fish embryos and Drosophila
larvae [17-19], while physicists have investigated novel methods
for active UHDR dosimetry using scintillating fibres, screens and
fluorescing solutions [20-23]. All these experiments rely on passive
dosimetry for benchmarking and dose assessment.

At CLEAR the standard choice for passive dosimetry has been
radiochromic films (RCFs) because they provide information about
the transverse beam distribution—an essential capability when
working with small and/or inhomogeneous beams. Considerable
effort has been dedicated to optimising procedures for preparing,
scanning and processing RCFs to ensure the highest possible
accuracy in dosimetry for facility users. However, achieving this
accuracy often requires trading off some efficiency—and finding
the optimal balance between accuracy and efficiency is highly
dependent on the number of samples and the time frame of
the experiment. This can pose a major challenge for research
facilities, such as CLEAR, that both rely on and operate with a high
throughput of RCFs, particularly when combined with a dynamic
experimental program.

This paper aims to serve as a comprehensive guide for adapting
RCF protocols in research settings, discussing all considerations
and potential pitfalls based on our experience. The goal is for
scientists at similar facilities to leverage our efforts in protocol
optimisation for to adapt a protocol compatible with their setups.
Section 2 provides a detailed overview of the various effects
that influence RCF accuracy, along with mitigation strategies
an particular considerations for CLEAR and similar facilities.
The four main parts of the RCF protocol—namely preparation,
scanning, calibration and processing—are described in separate
subsections, each summarised by the step-by-step procedure
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used at CLEAR. Section 3 focuses on the validation of the RCF
protocol adapted at CLEAR, comparing our RCF analysis to
measurements from radiophotoluminescence dosimeters (RPLDs),
dosimetry phantoms (DPs) and alanine dosimeters (ADs). It also
investigates potential discrepancies in these dosimeters’ responses
to different energies and dose rates.

2 Radiochromic film dosimetry

RCFs are a type of passive dosimeter commonly used in
radiation oncology to assess spatial dose distributions and verify
treatment plans [24]. They consist of a self-developing active
layer that polymerises and darkens upon radiation exposure.
Most RCF models have this active layer—a few tens of microns
thick—sandwiched between two polyester substrates, each around
100 microns thick. These substrates exhibit near tissue and water
equivalence, which limits discrepancies in dose-to-water calibration
[25]. An RCF dosimetry system (RFDS) consists of a calibration
curve that relates the level of RCF darkening to a known dose for a
given production lot, a digitiser (such as a commercial flatbed photo
scanner) for scanning the RCFs, and an RCF processing protocol.
However, several sources of uncertainty in an RFDS can lead to
significant errors in dose evaluation if procedural consistency is not
maintained between calibration and application RCFs. The works
by Devic and Bouchard et al. thoroughly demonstrate the various
factors that influence accuracy in RCF dosimetry [24, 26]. Most of
these uncertainties arise from the handling and processing of the
RCFs, and these can, to varying degrees, be minimised at the cost
of a more rigorous and time-consuming dosimetry protocol.

A protocol that is both feasible and sufficiently accurate must
be independently established by different research facilities, as they
typically have varied use cases and time constraints. Adapting
an RCF protocol requires an understanding of the uncertainties
associated with each part of the process. At CLEAR, we have adapted
a protocol that specifically supports high throughput—irradiating
up to 100 separate RCF pieces in a single day—and small Gaussian
beams. In the following sections, we will outline the protocol
currently in use and elaborate on the lessons learned, considerations,
and trade-offs encountered along the way.

2.1 RCF models

At the CLEAR facility, RCF dosimetry for VHEE and UHDR
studies involves the use of a variety of Gafchromic™ RCF models
which are manufactured by Ashland™. EBT3—and more recently
EBT4—RCFs are used for doses up to 10 Gy, EBT-XD for the
range 10-40 Gy, MD-V3 for 40-100 Gy, and HD-V2 to cover
the 100-1,000 Gy range. At CLEAR, all of these RCF models are
used for measurements in water, except for HD-V2, which are
exclusively used for measurements above 100 Gy in air, typically
for small, minimally scattered beams. Ashland states that all these
RCF models exhibit a near energy-independent response with <5%
difference in net optical density when exposed at 100 keV, 1 MeV
and 18 MeV, and it has been shown experimentally that there is a
good agreement between simulations and RCF measurements up
to 200 MeV [8, 27, 28]. Moreover, Ashland states that the RCFs
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TABLE 1 Properties of the different models of Gafchromic™ RCFs used at CLEAR.

CF model Scanned sample Cross section

EBT3 [29]

EBT4 [30]

EBT-XD [31]

MD-V3 [32]

HD-V2 [33]

are independent of dose-rate with <5% difference in net optical
density for 10 Gy accumulated at 3.4 Gy min™" and 0.034 Gy min™*
[29-33]. Studies have found that the dose-rate independence can be
extended up to instantaneous dose-rates in the order of 10° Gy s~
[10, 34, 35].

The atomic composition of the active layer responsible for
darkening is similar across the different RCF models. The key
differences between the models are related to the crystalline
structure of this layer, which results in different radiosensitivity
[36]. An overview of the RCF models used at CLEAR is
provided in Table 1.

Frontiers in Physics

Optimal (dynamic) range/Gy CLEAR usage

0.2-10 (0.1-20) 1-10 Gy in water

0.2-10 1-10 Gy in water

0.4-40 (0.1-60) 10-40 Gy in water

1-100 40-100 Gy in water

10-1,000 100-1,000 Gy in air

2.2 RCF handling and preparation

Due to the physical nature of the RCFs and the method of
data retrieval, caution is necessary in their storage, preparation and
handling to minimise potential uncertainties. In particular, it is
essential to limit the splitting of the polyester substrates protecting
the active layer, as well as light exposure, the presence of impurities
such as dirt, dust and grease, and the formation of scratches, to
ensure reliable dosimetry with RCFs. This section will detail good
practices for RCF handling and outline strategies for mitigating such
effects within the RCF protocol.
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2.2.1 RCF handling

The EBT3, EBT4, EBT-XD, and MD-V3 models gain robustness
by sandwiching the active layer between two polyester sheets. The
design allows them to be irradiated in a water phantom for short
periods and handled with bare hands. However, handling with bare
hands can transfer fingerprints and impurities, which distort the
dose distribution. While it is possible to wipe the RCF pieces clean
with an alcohol swab or to handle them by the edges, at CLEAR
we prefer to use gloves to ensure consistency when managing large
numbers of RCFs.

Despite the sandwich construction, we have observed that water
diffuses a few millimetres into the active layer during irradiations in
liquid water phantoms. The study by Aldelaijan et. al demonstrates
that water not only diffuses from the edges but also penetrates
through the RCF faces to some degree. They conclude that short
submersions of around 30 min yield negligible impact, whereas
longer immersion periods should be corrected for [37] As for the
HD-V2 model, which have the humidity sensitive active layer fully
exposed, water must be completely avoided and it must in general
be handled with more care.

The Gafchromic™ RCF models are relatively insensitive to
indoor artificial light and can be left exposed for short periods
without noticeable effects. However, they are very sensitive to UV
light—even to artificial light containing UV components—which
can cause darkening with prolonged exposure [38, 39]. Therefore, it
is crucial that the RCFs are stored in an opaque envelope or container
when not in use to avoid unnecessary uncertainties. At CLEAR we
have purchased small, black antistatic bags—intended for storing
electronic components—for the storage of cut RCF pieces.

Another factor to consider is the temperature stability of the
RCFs. According to Ashland, EBT3 RCFs are stable up to 60 °C,
but they recommend storing them below 25 °C [29]. A study by
Trivedi et al. showed that storing RCFs in varying temperatures can
lead to self-development, effectively shifting their sensitivity [40].
Therefore, it is good practice to store RCFs not only below 25 °C,
but ideally in a temperature-controlled environment.

2.2.2 Cutting and labelling

Gafchromic™ RCFs are manufactured in sheets measuring
203 mm x 254 mm. At the CLEAR facility, a laser machine (Epilog
Fusion Maker 12) has been acquired to systematically cut these
sheets into 35 mm x 40.5 mm pieces—a suitable size to capture most
of the electron beam after scattering through approximately 15 cm
of water, including an extra margin for water diffusion [37]. These
dimensions are also tailored to fit the 3D-printed sample holders
used for irradiations at CLEAR.

The laser cutting system is additionally used to engrave and
uniquely label the cut RCF pieces. This ensures easy identification
and maintenance of RCF orientation during irradiation, scanning,
and processing. Examples of a template used for cutting and
engraving the RCF sheets, as well as a prepared RCF sample, can
be seen in Supplementary Figure S1.

The templates are vector graphics (SVG) files in which the
cutting and engraving paths are differentiated by colour. The
Epilog software includes a colour mapping feature that enables the
assignment of separate laser attributes to the different colours in
the SVG file, allowing for cutting and engraving to be performed
in the same process. To prevent damage to the RCFs and achieve
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satisfactory engraving resolution, it is important to adjust the laser
machine’s speed, power, and frequency carefully. Although there is
currently no literature detailing the specific considerations for laser
cutting RCFs, Niroomand-Rad et al. state that, if done ‘carefully, all
buta 1 mm margin around the edge can be used for dosimetry [36].

The optimal laser settings depend on the specific laser machine
being used. With the Epilog Fusion Maker 12, we have observed that
cutting at low speeds severely damages the RCE, even at low power.
Increasing the speed generally allows for an increase in power, and
the least visual damage is achieved at high speed and high power. It
is important to flatten the naturally curved RCF sheets in the laser
machine using adhesive tape (applied along the edges outside the
engraving area) to maintain the laser’s focus during engraving.

We also explored the possibility of sealing the edges of
the RCFs during the laser cutting process to prevent humidity
from entering between the two substrates and diffusing into the
active layer. When comparing the non-damaging laser settings,
no significant difference in water resistance was observed, despite
visual differences in the degree of melting at the edges. All cutting
settings resulted in a persistent diffusion of 3-4 mm into the edges
after 10 min of submersion in water. However, this effect was most
pronounced on the three edges in contact with the sample holder.
As this result also contrasts with findings presented by Aldelaijan
et al,, it indicates that the contact between RCFs and sample holders
at CLEAR negatively affects the water diffusion and penetration
behaviour [37].

As a final remark, it is important to note that Gafchromic™
RCF models contain trace amounts of chlorine, as reported by
Niiroomand et al. [36]. As a safety precaution, it is crucial to cut the
RCF sheets in a well-ventilated area using a laser machine connected
to a fume extraction system.

2.2.3 The RCF preparation protocol at CLEAR
Based on the considerations in Sections2.2.1 and 2.2.2,
been

the following procedure for

established at CLEAR:

RCF  preparation has

1. RCFs are stored in opaque envelopes at room temperature to
prevent excess darkening due to UV and ageing.

2. Gloves are used when handling the RCFs to avoid fingerprints
and scratches.

3. RCF sheets are cut and engraved using a laser machine at
high power and high speed, to avoid damage and ensure
reproducibility and traceability.

2.3 RCF scanning

RCFs are most commonly processed using commercially
available 48-bit flatbed photo scanners in transmission mode. These
scanners measure the red, green, and blue (RGB) colour components
of light transmitted by the RCF at a colour depth of 16 bits
per channel. This process yields the fraction of incident light
transmitted through the sample, I,/I,, which is mapped to a range
of 2!® pixel values (PV) per colour channel, from 0 (opaque) to
65535 (transparent). Several scanning-related factors can affect the
accuracy of RCF dosimetry, and this section outlines the existing
effects and the mitigation techniques considered at CLEAR.
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FIGURE 1

Left: The relative change in PV for the red channel of an EBT3 RCF as a function of time after exposure At. Right: The dose deviation of the RCFs

scanned at different times after exposure, relative to an RCF scanned at At,

2.3.1 Timing the scans

RCFs begin to self-develop immediately upon radiation
exposure, and the polymerisation process never fully ends; it
continues at increasingly slower rates. Therefore, it is important
to maintain consistency in the timing of RCF scanning after
exposure. The post-exposure self-development of a set of EBT3
RCFs is shown in Figure 1.

The left-hand plot shows that stabilisation appears to occur more
rapidly for RCFs exposed to doses at the higher end of the RCF’s
dynamic range. Moreover, the steepness of these curves dictates
the acceptable time window for scanning; the shorter the chosen
At for the calibration RCFs, the smaller the acceptable absolute
deviation of At for the application RCFs without introducing
significant dose errors. The right-hand plot underscores this point
by showing the induced error as a function of scanning time Af, |
relative to A, = Aty =24h. AAt,,, thatis sufficiently different
from At,,j;, may result in dose evaluation errors of up to 10%.

Literature therefore often suggests waiting for at least 24 h post-
irradiation before scanning, as the polymerisation process is more
stable at this point. Beyond 24 h and up to 14 days post exposure, the
change is about 2.5% [36]. In summary, the crucial point is ensuring
that the post-exposure scanning timing for the application RCFs
(At ) relative to that of the calibration RCFs (At,,, ) is minimised
according to Equation 1:

‘1_

There is a technical possibility of mitigating this timing

A tappL
A Lcalib,

< 1.

(1)

uncertainty by applying the ‘one-scan protocol, which also
compensates for inter-scan variabilities [41]. However, this approach
relies on a recalibration by irradiating a reference RCF to a
known dose that is similar to the maximum expected dose on the
application RCE This is not feasible at CLEAR because we depend
on external calibration facilities.

In practice, particularly at CLEAR, where we typically scan
numerous RCFs one-by-one, maintaining a consistent scanning
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= At_ip = 24 h, indicated by the vertical line.

window is challenging. Based on the aforementioned considerations,
it is considered best practice to strictly adhere to At=24h,
as this offers a reasonable scanning time-window without
risking significant error. This protocol offers a good compromise
between post-exposure stabilisation and acceptable delay for most
experiments at CLEAR. In research settings where the urgency of
retrieving dose information is low, it may be advisable to establish a
longer At, both to further reduce the risk of timing errors and, in the
case of water irradiation, to mitigate the impact of water-induced
darkening [37].

2.3.2 Sample and scanner preparation

Epson photo scanners are widely used and recommended
for RCF dosimetry. It is typically advised to warm up the
scanner’s electronics before starting the scanning process to ensure
reproducible results. If the scanner has not been used in the last
hour, turning it on at least 30 min prior to scanning is sufficient.
Ashland and most studies suggest performing at least 5 ‘preview’
scans in the Epson Scan software, to warm up the light source and
stabilise the response, thereby limiting inter-scan variabilities [36,
39, 42]. Tt is important to noted that this general recommendation
is more critical for cold cathode fluorescent lamp (CCFL) scanners
than for LED scanners, as shown in the study by Larraga-
Gutiérrez etal. [43]. While the typically recommended scanner
model (Epson Expression 11000XL) is CCFL-based, the model used
at CLEAR (Epson Perfection V800 Photo) is LED based and should
thus be less susceptible to warm-up effects. Nevertheless, scanner
response stability is of particular importance in the CLEAR protocol
because the RCFs are scanned one by one. Due to the scarcity of
literature documenting the irrelevance of scanner warm-up for the
V800 model, we have included five preview scans in the CLEAR
protocol as a low-effort precaution.

Before starting the scanning process, it is essential to ensure that
both the scanner plate and the RCFs are free from impurities. Both
the scanner plate and RCF can be wiped clean with alcohol, and
gloves or a vacuum suction pen should be used to position the RCFs
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FIGURE 2
Left: An example of an RCF with water residues. Right: The corresponding vertical dose profile.

on the scanner. At CLEAR, where the RCFs are often irradiated in
a water phantom, water stains frequently appear on the RCFs, and
these must be removed before scanning. As illustrated in Figure 2,
such artefacts can significantly affect the pixel value and eventually
the dose calculation.

2.3.3 Positioning RCFs on the scanner

The positioning of RCFs on the scanner may significantly impact
the results due to the orientation of the RCF polymers and lateral
response artifacts (LRA)—which refer to the systematic dependency
of measured PVs on the lateral position of the RCF relative to the
centre of the scanner. LRA is primarily attributed to the polarisation
of light transmitted through the RCF by the polymers in the active
layer. The scanner light passes via a set of mirrors and a lens before
reaching the image sensor, but the angle of incidence increases
with the distance from the centre of the scanner [29]. As a result,
RCFs scanned closer to the edges of the scanner appear darker,
and the deviation also increases with decreasing PV (i.e., for darker
RCFs) [36, 44]. At CLEAR, we have previously found that dose
evaluation errors of up to 10% can arise from a lateral offset of the
application RCF relative to the calibration RCF during scanning with
the V800 model [42].

For RCFs that are large relative to the scanner, the LRA
can be mitigated using techniques such as multi-channel
processing—which is discussed in section 2.5—and LRA correction
matrices, particularly for higher-precision measurements and/or
for larger RCFs or multiple RCFs scanned simultaneously [45].
However, using a scanner that is large relative to the RCF is the
easiest way to limit the LRA, and Ashland specifically recommends
the 11000XL model due to its large scanning area of 310 x 437 mm?.

In addition to the lamp, the smaller scanning area (216 x

297 mm?) of the V800 model used at CLEAR is a significant
difference compared to the 11000XL model [43]. However, this
is considered acceptable due to the small dimensions of the RCF
pieces used at CLEAR (40x 35 mm?) relative to the scanner
surface—which are scanned one by one, centred on the scanner to
limit the LRA. Consistent positioning of the RCFs on the scanner is
ensured by a custom-made scanner mask with different inserts for
different RCF sizes, as shown in Figure 3.

Frontiers in Physics

It is essential that the mask itself is positioned consistently on the
scanner surface and that the ‘calibration region’ closest to the starting
point of the scan is left blank to ensure proper scanner response
calibration.

In addition to ensuring consistent RCF positioning, the scanner
mask aids in maintaining a consistent orientation of the RCFs
throughout the scanning process. It is a well-known fact that
RCF scans are orientation dependent due to the alignment of the
polymers in the active layer [39, 46-48]. We have previously reported
that increasing relative orientation differences between calibration
and application RCFs can yield dose evaluation errors reaching 27%
at 90° for an EBT3 RCF exposed to 5 Gy [49]. The choice scanning
orientation—e.g. landscape or portrait orientation relative to the
uncut sheet—is unimportant; however, it is crucial that the chosen
orientation remains consistent between calibration and application
RCFs. At CLEAR, we consistently scan in landscape orientation due
to the design of the cutting templates.

As a remark, the natural curvature of Gafchromic™ RCF sheets
may also affect the scanner response. For a full sheet on a flat surface,
the maximum distance between the surface and the RCF is typically
in the range of 1-2 mm, depending on the model and production
lot. Therefore, particularly for large samples, it is recommended
to flatten the RCF on the scanner using a clear glass plate that is
3-4 mm thick to mitigate the potential error in pixel value reading
of 1.2% per millimetre offset from the light source [36, 39]. If using
a flattening plate, it is important to use it consistently for both
calibration and application RCFs. However, at CLEAR, we typically
cut RCF sheets into small enough pieces (less than 20% of the height
of the full sheet) to largely mitigate this effect, making the consistent
use of a glass plate an unnecessary complication.

Lastly, it is crucial to remember that a calibration curve is
only valid for a given RFDS, which includes the scanner. This
may pose challenges for inter-facility collaborations because using
RCFs from an external RFDS might be desired for consistency
and comparability during experiments at CLEAR. However, even
if the scanner of the external RFDS is the same model as the
scanner at CLEAR, the results may differ significantly. An example
of the potential error that can arise from using a different scanner

frontiersin.org
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Scanner calibration region

FIGURE 3
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Left: The scanner mask used for reproducible positioning of the RCFs. Right: The Epson Perfection V800 Photo scanner with positioning of the mask in

the scanner relative to the scanning direction

is illustrated in Supplementary Figure S2. Moreover, since CLEAR
lacks calibration capability, users cannot easily establish a new
RFDS for their RCFs using the scanner at CLEAR. Additionally,
unless the established At of the RFDS is sufficiently long and/or
the corresponding scanner is in close proximity to the irradiation
facility, timing the scans within a reasonable margin can be
challenging. Equally, re-establishing the RFDS by re-scanning the
external calibration set at CLEAR will impose a shift of the At which
may not be compatible with experimental time constraints. The
simplest way to mitigate this is for users to either fully rely on the
RFDS at CLEAR, or to construct multiple calibration curves (for
various At), which allows for greater flexibility in post-experimental
scanning times.

2.3.4 Scanning software settings

It is important to use appropriate settings in the scanning
software when digitising RCFs. According to common practice and
literature recommendations, transmission mode is used for RCF
scanning, with all image corrections features turned off, and the
image type set to ‘48-bit color’ [50]. Ashland provides detailed
instructions for the Epson Scan software, which detail the settings
used for scanning at CLEAR [39]. Scanned images are stored as TIFF
files to maintain adequate bit depth and ensure lossless compression.

Regarding scanner resolution, Gafchromic™ RCF models have
a spatial resolution of 25um or smaller, with the achievable
resolution limited by the scanning system [29]. For applications
involving large and uniform radiation fields, a resolution of 72 dpi
(0.36 mm pixel size) is sufficient; higher resolutions can increase
measurement noise [51]. However, for smaller and/or non-uniform
fields, it may be necessary to increase the resolution to better capture
the dose distribution [36]. This adjustment comes at the cost of
increased scanning time, image size and processing time. Above
all, it is crucial to maintain identical scanner settings between
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calibration and application RCFs. Given that the typical VHEE beam
at CLEAR has a Gaussian distribution with 10 beam sizes down
to approximately 1 mm in air, the RCFs are consistently scanned
at a resolution of 300 dpi (0.085 mm pixel size), to ensure accurate
capture of the distribution for all beams.

2.3.5 Scanning repetitions

Unless the one-scan protocol mentioned in section 2.3.1 is
employed—which has the added benefit of avoiding inter-scan
variabilities [41]—it is recommended to mitigate these variabilities
by performing repeat scans of each RCF and using the average for
evaluation [51]. However, this approach can be time-consuming for
large batches of RCFs, as is typically the case at CLEAR.

Lewis and Devic proposed mitigating this by including a piece
of unexposed RCF in every scan to serve as a reference for
scanner response [52]. This strategy is straightforward to implement,
and can be used simultaneously for background evaluation and
eventual subtraction, as discussed in section 2.4. Provided that
the reference is properly aligned with the application RCF in
the scanning direction, there should be no LRA difference to
compensate for. Additionally, studies have shown that repeated scans
of an unexposed RCF do not cause any permanent darkening,
indicating that using such a reference repeatedly should not induce
artificial offsets [41, 52].

2.3.6 Summary: The CLEAR scanning procedure

Taking into account all the considerations concerning RCF
scanning, we have developed a procedure that optimises accuracy
while maintaining the necessary efficiency for use at CLEAR:

1. Ensure all calibration and application RCFs are scanned at the
same time At > 24 h post-irradiation.
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. Switch on the scanner 30 min before starting the scanning to
warm up the scanner electronics.

. Clean the scanner surface and RCFs if they are dirty.

. Perform five preview scans to warm up the scanner lamp and
stabilise the scanner response.

. Position the RCFs at the centre of the scanner and with
consistent orientation using the scanner mask.

. Ensure the scanner settings are according to protocol, without
colour corrections.

2.4 RCEF calibration

Each production lot of RCFs must be calibrated to establish a
relationship between level of darkening and absorbed dose. Since
there are no established VHEE reference beams, external clinical
low-energy electron beams are used for RCF calibration in the
CLEAR protocol. Previous VHEE dosimetry studies have reported
agreement between RCF dose measurements and Monte Carlo
simulations, where the RCFs were calibrated to clinical 15-20 MeV
electron beams [8, 27, 28]. This indicates that a low-energy RCF
calibration is valid for VHEE applications.

RCFs used at CLEAR are typically calibrated using the Oriatron
eRT6 linac at Lausanne University Hospital (CHUV) [53], or a
Varian TrueBeam medical linac at the Geneva University Hospitals
(HUG). Both calibration setups provide a 6 MeV electron beam
and calibrate the RCFs to a secondary standard ionisation chamber
placed behind a 1 cm slab of solid water. It is important to note that
for applications where the experimental submersion time is well-
defined, calibration in liquid water should be considered if feasible,
as it may better represent the RCF response, including diffusion and
penetration effects [37]. The ionisation chambers are calibrated to
measure dose to water and are traceable to the primary standard
at the Swiss Federal Institute of Metrology (METAS). There are
differences in the type of ionisation chamber, the field shape and
size, and the temporal beam structure between the two setups. For
example, the eRT6 has a circular field while the TrueBeam features a
square field. A comparison of the remaining parameters for the two
facilities is presented in Table 2, and an illustration of the calibration
setups is presented in Figure 4.

RCF calibration involves exposing samples to a sufficient
number of known doses within the dynamic range of the RCF
model to establish a relationship between dose and darkening level.
The required number of dose-points depends on the type of fitting
function and the desired range of the calibration curve. According

to Ashland, six to eight dose-points D, arranged in geometric

calib.,n
progression are sufficient when using a rational calibration function,
such as the one in Equation 4, because this function captures the
physical nature of the RCF development [29, 31]. The dose points are
determined according to Dy, ,, = Degiip.1 7" » Where the common
ratio r is selected based on the dose range of interest and and
the desired number of calibration points. This approach ensures a
higher density of dose points in the low end of the range, where the
RCEF response is more non-linear. Importantly, multiple film pieces
should be calibrated to the same dose in order to enable meaningful
uncertainty estimations.

The RCF calibrations of the RFDS at CLEAR typically include
a few additional dose points (8-12 in total) to cover the entire
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TABLE 2 The beam parameters used for RCF calibration at eRT6 at
CHUV and the Varian TrueBeam medical linac at HUG.

Parameter eRT6 (CHUV) Varian TrueBeam
(HUG)
Energy/MeV 6 6
SSD/cm 60 100
Beam size/mm 46 (1o) 150 (FWHM)
Dose rate/Gy s~ 0.14 0.16
Pulse width/ms 1 4-6
Pulse frequency/Hz 10 ~367
Ionisation chamber Adv. Markus Roos
Uss p, /% 3.0 2.7
Solid water PTW RW3 PTW RW3

dynamic range of the RCE For each dose point, two samples
are calibrated simultaneously by stacking them within the solid
water phantom. This approach adds statistical robustness without
increasing calibration time through separate irradiations and
without imposing notable gradients between the two RCFs. If
feasible, a higher number of samples per dose point can be utilised to
improve statistics and uncertainty estimates. Additionally, including
extra dose points for accuracy evaluation of the calibration curve is
good practice.

2.4.1 Establishing the calibration curves

To establish a calibration curve, a response variable that
describes the dose dependency of the RCF lot must be selected. From
the TIFF files of the scanned calibration RCFs, a stack of three 2D
arrays corresponding to the responses of the red, green and blue
channels is extracted. A curve relating dose to the chosen response
variable is established separately for each colour.

There are three response variables that recur in literature: PV,
optical density (OD), and net optical density (nOD). PV is often
preferred for its simplicity, since the values are obtained directly
from the 2D images from each colour channel x. The more widely
used choice is OD, which is related to PV according to Equation 2:

)

where 65535 represents the RGB colour space of the scanner, as

PV,
65535

OD, = -In ( @)

described in section 2.3. The conversion to OD is preferred because
this quantity exhibits a more linear relationship behaviour with
dose compared to PV and requires fewer non-linear terms to fit
the inherently non-linear dose-response of RCFs [24]. This can
be further extended to nOD by subtracting the mean OD of an
unexposed RCF (OD, ;) from the OD of an exposed RCF OD,
according to Equation 3:

nOD, = OD, - (0D, ). 3)
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FIGURE 4

RCF calibration setups in solid water using low-energy electrons and ionisation chambers. (a) eRT6 linac at CHUV. (b) Varian TrueBeam at HUG.

Since there is no pixel-to-pixel correspondence between the
unexposed and exposed RCFs, the mean OD across a region of
interest (ROI) of the unexposed RCF is subtracted from the OD
maps of the exposed RCFs to generate the corresponding nOD maps.
This method accounts for the ageing of the RCF lot and is therefore
recommended [50]. Ideally, the background should be obtained
from the same RCF piece before irradiation. However, due to the
number of samples used at CLEAR and the fact that the films are
scanned individually, one RCF piece is typically kept from each sheet
to serve as background for all irradiated RCFs from that sheet. In
the context of irradiation in water, it may be beneficial to establish
a background using an unexposed RCF that has been submerged in
water in the same configuration as the irradiated RCFs to account
for water diffusion effects [37].

A calibration set consists of RCF samples that have been exposed
to a uniform field of known doses provided by the ionisation
chamber at the calibration facility. To establish the calibration curve,
an ROI must be determined that omits the edges and engravings
of the RCE is fully covered by the uniform field, and is large
enough for a histogram of all PVs to result in a normal distribution
with a measurable standard deviation [36]. At CLEAR, an ROI
of 150 x 150 pixels—corresponding to 12.75x 12.75mm? at 300
dpi—centred on the RCF is selected. An example of an EBT3
calibration set is shown in Supplementary Figure S3. For each RCF
in the calibration set, the mean nOD within the ROI is calculated,
and the response of each dose point is the mean response between
the RCF pieces exposed to the same dose.

There are numerous variants of fitting functions in literature;
however it is essential to choose a function that most accurately
represents the RCF’s physical dose-response and fits the calibration
points. The darkening of RCFs increases with exposure but
approaches a near-constant value towards the end of the dynamic
range (saturation). To this end, there are generally three families
of functions that express this behaviour: rational, polynomial and
exponential functions. Devic etal. showed that the choice may
depend on the specific RFDS [54]. More generally, the performance
of each function will depend on the number of calibration dose
points Dy and the dose-range.
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Ashland recommends rational functions of the form in Equation
4, as proposed by Micke et al. [55]:
a,+b.D )
c.+D )’

where a,, b, and c, are fitting parameters for colour channel x. Such

nOD, (D) = —ln< (4)

functions align more closely with the inherent nature of the RCEF, as
opposed to polynomial functions, which do not necessarily reflect
the physical properties of the RCFs outside the range of the fitted
data points [33].

At CLEAR, we apply the fitting function in Equation 4, and
Figure 5 shows the calibration curves for the different RCF models
used. Visually, it is evident that Equation 4 fits the calibration
points of the EBT3, EBT-XD, and MD-V3 models well, with the
fit lying within 0.2% of the ionisation chamber measurement D¢,
which is less than the uncertainty Uy, . The exception is HD-
V2, for which we speculate that the large uncertainty is due to
environmental exposure or handling—factors to which it is more
sensitive, as mentioned in Section 2.1. However, since HD-V2 are
used less frequently, we do not currently have enough data to verify
this.

The uncertainties in calculated doses from RCFs result from a
convolution of various factors, which—together with inherent RCF
imperfections, inconsistent handling, and scanner response—also
include uncertainties from the calibration process, such as those
associated with the calibration dose D;. and the fitting procedure.
Estimating the uncertainty for a given calibration curve has been
discussed by Devic et al., where the error in dose response, g,0p »
is expressed via error propagation from Opy, Via 0pp [54, 56].
These steps are also outlined in Section S5. To estimate the overall
calibration uncertainty, we use orthogonal distance regression
(ODR) for curve fitting, which calculates the perpendicular distance
from the data points to the fitted line. This approach takes into
account uncertainties in both the calibration dose (ODIC) and
nOD (o,

wop) to construct the calibration curve [57]. The related

uncertainty may be estimated by error propagation, as outlined
in section Section S5.
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FIGURE 5

Calibration curves for different RCF models. The colours correspond to the respective colour channels, with circles representing the measurements,

and the dashed lines indicating the fitted values.

2.4.2 Calibration validity

As stated in Section 2.4, calibrating each lot of RCFs—even
if they are of the same model—is crucial to account for inter-
lot variability. Supplementary Figure S4 shows an example of the
calibration offset between different lots of EBT3 RCFs. Applying a
calibration curve from a different lot may lead to dose estimation
errors in the order of 20%.

Moreover, as discussed in Section 2.3.1, it is important to
maintain consistency in the post-exposure scanning timing At for
calibration and application RCFs to minimise errors arising from the
continuous post-irradiation development of the RCFs.

There is a misconception that RCF ageing can be compensated
for by re-scanning the calibration set simultaneously with
scanning the application RCFs and updating the calibration
curve. This practice can introduce significant errors in the
calculated dose due to the considerable time discrepancy in At
between calibration and application RCFs. Supplementary Figure S5
displays an example of an application RCF exposed to a known
dose—scanned at Af,,; =24h—and evaluated using calibration
curves scanned at a Af_;, of 24 h and 233 days post-irradiation.
The ‘updated’ calibration imposed more than a doubling of the
dose error of the application RCF compared to the scenario where
Atcalib. = Atappl. =24h.

The rate of post-irradiation development is significantly higher
than the natural self-development caused by other environmental
factors, which are collectively referred to as ageing. For high
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accuracy, it is advised to update the calibration curve regularly
by re-calibrating the lot. However, due to the lack of calibration
capabilities at CLEAR, it is challenging to schedule systematic
re-calibrations. Typically, a given production lot will be used
at CLEAR for up to a year after calibration. To mitigate the
effects of RCF ageing, it is recommended to ensure stable storage
conditions, as outlined in Section 2.2.1, and to use nOD as response
variable, as it effectively accounts for the drift of the unexposed
RCEFs [50].

2.4.3 Summary: The CLEAR calibration procedure

Based on the considerations discussed in Section 2.4,
the following procedure for RCF calibration has been
established at CLEAR:

1. Net optical density nOD is used as the response variable to
account for ageing.

. RCFs are calibrated against a secondary standard ionisation
chamber using a low-energy electron linac that provides a
sufficiently large and uniform field at a conventional dose-rate.

3. 8to 12 dose points arranged in geometric progression are used
to calibrate the full dynamic range of a given RCF model. This
includes two to three dose points for calibration verification.

. The calibration RCFs are scanned at a time Af=24h post
irradiation.
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5. The calibration points nOD,(D,) for each colour channel x are
fitted to the rational function in Equation 4, which reflects the
physical nature of RCFs.

2.5 RCF processing and analysis

To retrieve dose distributions from application RCFs, calibration
curves are applied to the digitised images. RCF processing can
be performed using dedicated, commercial programs, such as
FilmQAPro (Ashland) and radiochromic.com, which are accessible
to some facilities, particularly clinics. Alternatively, open-source
image processing software such as Image]—which has its own macro
language for customisation and task automation—is commonly used
among researchers. At CLEAR, a toolkit based on the scientific
Python stack has been developed in-house for RCF processing and
is under continuous improvement [58].

A key difference in RCF processing arises from whether
the dose is calculated using information from one or multiple
of the three (RGB) calibration curves. This section details and
compares these two approaches—single-channel and multi-channel
processing—which have both been utilised at CLEAR.

2.5.1 Single-channel RCF dosimetry

For accurate dosimetry using a single colour channel, it is
essential to select the channel that exhibits the highest sensitivity,
defined according to Equation 5:

. 0nOD,
F))

(5)

Literature reviews indicate that the red channel is the most
commonly used channel for single channel dosimetry, based on the
fact that Gafchromic™ RCFs have maximum absorption in the red
band (at approximately 633 nm). However, as shown in Figure 5 in
Section 2.4, the red channel is not necessarily the most sensitive
channel for all dose ranges and RCF models. The sensitivities of
the calibration curves are displayed in Figure 6 and illustrate, for
example, that beyond 3-4 Gy, the green channel is more sensitive
than the red for EBT3. It is also evident why the blue channel is
hardly used for single-channel dosimetry; nevertheless, it should be
noted that it has been shown to be useful for extending the dynamic
range of the RCFs [59].

Using a single colour channel x, the dose is calculated directly
from the inverse of the calibration function in Equation 4 according
to Equation 6:

nOD,

a,—c.e

D= (6)

The corresponding uncertainty, o, is calculated by error
propagation, outlined in Supplementary Equation S5.

The single-channel processing method has been employed at
CLEAR since 2019. However, when determining the dose on the
RCF using a single colour channel, the entire response is converted
to dose. Due to the numerous potential uncertainties arising from
RCF handling and scanning, this approach may lead to potentially
significant errors in dose estimation, particularly as certain artefacts
yield larger responses in specific channels. This motivated the
transition to multi-channel dosimetry, which weighs the responses
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from the three channels channels to minimise the influence of
non-dose-dependent artefacts.

2.5.2 Multi-channel RCF dosimetry

Dedicated commercial tools such as FilmQAPro and
radiochromic.com offer multi-channel processing capabilities,
utilising information from all three colour channels for dose
evaluation. Multi-channel processing separates the RCF response
into a dose-dependent component and a dose-independent
perturbation [36]. By estimating the perturbation that minimises
the difference between doses calculated from each individual colour
channel, the noise from the dose-distribution is reduced.

The multi-channel method can mitigate issues such as variations
in thickness across the active layer and scanner artefacts—including
LRA, noise, and, to some extent, impurities—by optimising the dose
value to the most probable value using information from all three
calibration curves. The multi-channel method was first proposed
by Micke etal. [55], followed by Mayer etal, who proposed
an implementable solution to the optimisation problem [60].
This solution expresses the dose as a Taylor expansion with a
perturbation, and minimises the cost function, which represents
the difference between the true (common) dose D and the
channel-dependent responses, encompassing both the dose and the
perturbation.

As of 2025, multi-channel processing has been integrated into
the RCF processing software at CLEAR [58]. The dose on the RCF
is evaluated according to Equation 7, which was introduced by
Mayer et al.:

LD

(D)~ RS- 50T

D= (7)

1-RS
Here, (D) is the average dose estimated using all colour channels,
according to Equation 8:

(D) =3 ZD ®)

and D! is the derivative of the dose function w.r.t. the response
variable nOD,, expressed according to Equation 9:
' oD (nOD,,) _
*  9nOD,

a,—b.c

while RS is the relative slope of the colour channels, given by

()
3 ZXD,JZC ’

The corresponding uncertainty is calculated by further propagating

nOD,

Equation 10:

RS (10)

the single channel dose uncertainty oj, as outlined in Equation
S5. The accuracy of this method within the context of the
CLEAR protocol
of relative errors using red, green and multi-channel can

is currently under evaluation. Examples

be seen in Supplementary Figure S6.

2.5.3 Summary: The CLEAR RCF processing
procedure

Based on the considerations described in Section 2.5, the
following procedure is followed for RCF processing at CLEAR:
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Sensitvity of the different calibration functions in Figure 5.
1. Application RCFs are scanned at Aty = Af gy, =24h.

2. Between 2019-2024 the single-channel method was the sole
approach used to convert RCF response to dose, selecting the
colour channel with the highest sensitivity for the relevant the
dose-regime.

2025,

implemented

the multi-channel method has been

to achieve noise reduction and higher

. Since

performance is currently being evaluated,
the

accuracy. Its
and it
method.

is used alongside single-processing

3 Protocol validation with passive
dosimeters

To evaluate both the accuracy of our RCF dosimetry for
typical CLEAR experiments and the robustness of the described
RCF dosimetry protocol, we conducted a series of experiments
comparing our RCF dosimetry with three other passive dosimeters:
alanine dosimeters (ADs), radiophotoluminescence dosimeters
(RPLDs), and dosimetry phantoms (DPs). These comparative
measurements were performed using a geometry similar to that of
a typical irradiation at CLEAR, where the ADs, RPLDs, and DPs
were positioned relative to the RCFs in the same manner as typical
samples.
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3.1 lrradiation setup at CLEAR

CLEAR features a Cartesian robot capable of positioning custom
3D-printed sample holders into and out of the beam without
manual intervention [61]. This robot offers significant advantages
in many irradiation experiments by ensuring both reproducible
sample positioning and the ability to irradiate multiple samples in
a relatively short time. This capability is particularly crucial, as a 30-
min cool-down period is required to access CLEAR after the beam
has been switched off, complicating manual interventions between
irradiations'.

An illustration of the irradiation setup, including the robot,
is shown in Figure 7. The robot employs a sample grabber to pick
up sample holders from a storage area outside of the beam and place
them in front of the beam. The sample storage area has a capacity
of up to 32 sample holders and features optional temperature
control. Additionally, a water phantom mounted on a vertical stage
is positioned within the robots boundaries along the beam path,
enabling sample irradiations in water.

Typical irradiation experiments at CLEAR are conducted
inside the water phantom using a Gaussian beam. The chosen
irradiation depth varies and depends on the sample geometry
and dose requirements of each experiment. Effectively, this

1 This is a radioprotection requirement at CLEAR, linked to its capability for

material activation.
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/ Kapton
window

FIGURE 7
A drawing of the robot holding a sample holder inside the water

phantom, with the path of the beam indicated in blue. The illustration
is adapted from [22].

represents an optimisation between increasing the beam size and
improving uniformity across the sample, while also reaching the
required dose—particularly at UHDR, which is a single-pulse
modality. It is important to note that varying the irradiation depth
alters the particle spectra, also known as beam quality, which
introduces additional challenges regarding the comparability of
experiments.

Figure 8 illustrates the typical evolution of peak dose and
beam size throughout the water phantom for a Gaussian beam
at CLEAR [62]. The initial phase space of the beam—defined
by its Twiss parameters—affects the steepness of the curves,
indicating that the irradiation depth for a given beam
size depends on the initial beam conditions. The overall
evolution aligns with expectations for a Gaussian VHEE beam,
contrasting with the flatter build-up for uniform beams as
demonstrated by Bohlen etal. [8]. Similar simulations have been
experimentally confirmed to be representative of the beam at
CLEAR [63].

For the comparative measurements between the RCFs and
the RPLDs and DPs, different mean dose rates were employed
to study the relative agreement at both CDR and UHDR. The
CDR irradiation conditions at the CLEAR facility utilise one
bunch per pulse, with a bunch charge on the order of 100 pC
and a bunch length of approximately 1-5ps, delivered at a
pulse repetition rate of 0.833 Hz. In contrast, UHDR irradiation
conditions deliver a single pulse consisting of a train of bunches
spaced at a frequency of 1.5 GHz. The charge per pulse (and
thus dose per pulse) is determined by the number of bunches
within the train and hence the pulse width, which can be
up to ~50 ns.
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FIGURE 8

A typical percentage-depth-dose (PDD) curve and beam size
evolution for the CLEAR beam in water. These curves were obtained
from Monte Carlo simulations using TOPAS, as outlined in Section S6.

3.2 Comparison with alanine dosimeters

As part of our efforts to validate the RCF protocol, we
collaborated with Physikalisch-Technische Bundesanstalt (PTB) in
Germany to compare the agreement between RCF dosimetry at
CLEAR and alanine dosimeter (AD) measurements from PTB.
Additionally, the goal was to determine if the agreement varied
across different energies. The RCFs and ADs were irradiated
simultaneously at CLEAR and analysed at CLEAR and PTB,
respectively.

Twenty samples—each consisting of a stack of four ADs, shrink-
wrapped in polythene foil—were provided by PTB. Each sample was
positioned on the downstream side of an EBT-XD RCF and mounted
in a robot holder. The setup and dimensions of the samples and ADs
are illustrated in Figure 9.

To investigate the energy dependence, four different beam
energies of 50, 100, 150, and 200 MeV were targeted. Five samples
were irradiated for each energy, with three targeted at 15 Gy and
the remaining two were targeted at 10 and 20 Gy to cover the dose
range relevant to the majority of experiments at CLEAR. The beam
was delivered at CDR. For each energy, the beam size was optimised

to approximately = 5.5mm, minimising dose gradients across

o,
the stacks while keeging it consistent for all energies. This required
adjustments to the irradiation depth at the different energies.

Both the single green channel—as the overall most sensitive
channel for EBT-XD in the range of 10-20 Gy—and multi-channel
processing methods were employed to evaluate the dose response
of the RCFs. The mean RCF doses and standard deviations were
obtained from the ROI corresponding to the positions of the two
central ADs (AD two and AD 3), optimising for symmetry and
uniformity. The absorbed doses to the ADs were subsequently
determined at PTB by measuring the concentration of free radicals
produced by ionising radiation using electron spin resonance (ESR)
spectroscopy [64-66].

The

compared in Figure 10.

dose responses of the RCFs and ADs are

The left-hand plot in Figure 10 shows that the dose values
obtained from both the single green channel and multi-channel
processing of the RCFs agree with the AD values within a
single standard deviation for each sample. The right-hand plot
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FIGURE 9

ADs with dimensions.

Left: The robot holder with a stack of four alanine pellets (indicated in red) packed in plastic and attached on the back of an RCF.
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FIGURE 10

Left: Bar chart showing dose measurements from each sample holder of the ADs and EBT-XD RCFs, analysed using both the single green channel and
the multi-channel method. The AD doses represent the averages of the two central pellets in each stack (AD two and AD 3) and are compared for 50,
100, 150 and 200 MeV. Right: Deviations between RCF and AD measurements for each beam energy.

demonstrates that both the single green channel and multi-
channel RCF processing methods yield average absolute percentage
deviations of less than 5% for all beam energies when compared to
the AD measurements. Overall, the multi-channel method appears
to perform better relative to the AD values. The observed dose
overestimation of RCFs compared to ADs at lower energies, and
underestimation at higher energies, is not fully understood, and
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additional statistics under improved irradiation conditions would be
necessary to evaluate its significance.

The mean standard deviation of the RCF measurements (5.8%)
is larger than of the AD measurements (1.7%) for several reasons.
The dominant factor is that the small Gaussian beam (0,,=55 mm)
is inhomogeneous across the area occupied by the ADs (5 mm x
3 mm), whereas the AD calibration refers to a homogeneous
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reference field of 10 x 10 cm?. Small differences in lateral positioning
of the ADs relative to the beam axis in small fields can lead to large
deviations in the dose that are challenging to assess. Moreover, the
effect of the inhomogeneous distribution of the free radicals on the
ESR signal is not easily quantifiable.

Another source of uncertainty arises from deviations from
reference conditions. The ADs were positioned in a small Gaussian
field at considerable depths in water (62 mm-180 mm), while
the AD calibration is based on ®*Co irradiations under reference
conditions—a homogeneous field of 10x 10 cm?at a depth of
50 mm in water. This calibration accounts for a radiation quality
factor (1.012) that corrects for the AD response to electron radiation
under reference conditions—a homogeneous field of 10 x 10 cm? at
reference depths of 10 mm-60 mm. For small electron fields, such
as those at CLEAR, a reference depth is not even defined.

Lastly, the validity of the AD calibration is only verified for
electron energies ranging from 6 to 20 MeV [67]. Although no
significant energy dependence has been observed in the range
15 MeV-50 MeV when compared with RCF and ionisation chamber
measurements [68], the energy range of 50 MeV-200 MeV used for
irradiation at CLEAR could also introduce a source of uncertainty.

3.3 Comparison with
radiophotoluminescence dosimeters

The RCF dosimetry at CLEAR has also been compared
to measurements from radiophotoluminescence dosimeters
(RPLDs) in collaboration with the CERN radiation working group
(RADWG). An additional aim of this study was to investigate the
relative agreement between the responses of the dosimeters to
irradiation under both CDR and UHDR conditions. To this end,
the RCFs and RPLDs were irradiated simultaneously at CLEAR and
analysed at CLEAR and by the RADWG, respectively.

RPLDs are passive dosimeters made from silver-doped
phosphate glass. Under radiation exposure, electron-hole pairs
generated within the glass are trapped, leading to the formation
of two types of optical centres: luminescence centres (RPL centres),
and colour centres. When exposed to UV light, the RPL centres
emit luminescence light that can be measured to estimate the
absorbed dose in the glass dosimeter [69]. While this dosimetry
technology is currently less commonly used in medical applications,
it is widely used in environmental monitoring. At CERN, their
sensitive range extends beyond traditional applications, reaching the
MGy-range [70]. RPLDs offer advantages of being robust, exhibiting
minimal fading effects, and allowing for repeated readouts without
signal loss.

In a previous study, we compared the agreement between RPLDs
and HD-V2 RCFs in air within the dose range of 30-300 Gy, finding
an agreement within 10% [49]. However, the question remained
whether a better agreement could be achieved in water for clinical
doses and whether there was a clear dose-rate dependency.

A total of 16 RPLDs were provided by the RADWG and were
irradiated alongside both EBT-XD and MD-V3 RCFs under CDR
and UHDR conditions. Doses of 10, 15 and 20 Gy were targeted,
which are typical for medical application experiments at CLEAR.
Whereas the ADs were fixed directly downstream of an RCE the
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ww gy = 7

FIGURE 11
Left: The robot holder with an RPLD (indicated in red) positioned
between two RCFs. Right: The RPLD with its dimensions.

cylindrical RPLDs were positioned between two RCFs due to their
larger longitudinal (z) size, as shown in Figure 11.

Both the single green channel and the multi-channel processing
methods were utilised to evaluate the dose response of the RCFs.
The mean doses and standard deviations were obtained from an ROI
corresponding to the cross-sections of the RPLDs. These results and
are presented in Figure 12 along with the RPLD measurements.

The left-hand plot shows that the dose values obtained from both
the single green channel and multi-channel processing of the RCFs
are generally lower and fall outside the standard deviations of the
RPLD measurements. Overall, the mean standard deviation for the
RCF measurements is lower than for the RPLDs, with values of 2.9%
and 3.3% for the multi-channel and green-channel, respectively,
compared to 4.9% for the RPLDs. The left-hand plot also shows
that the relative difference between RPLD and RCF measurements is
more variable than the differences observed for the ADs versus RCFs.

The right-hand plot shows that the single green channel
and multi-channel processing methods yield average absolute
percentage deviations of more than 5% at UHDR and more than
10% at CDR, with spreads of up to 30% relative to the RPLD
measurements.

The significant and variable discrepancies observed between the
RCFs and RPLDs can be attributed to multiple factors. While the
wide spread in relative measurements complicates the ability to draw
definitive conclusions, several known issues need to be addressed
in future experiments. First, the RPLDs were firmly inserted into
a hole in a resin-printed sample holder, raising the possibility that
some resin may have rubbed off onto the RPLDs. Although an
ultrasonic bath cleaning procedure of the RPLDs was performed
before readout—resulting in a somewhat improved agreement with
the RCF measurements—it is still possible that residues remain,
potentially affecting the measurements.

Secondly, although RPLDs are thought to exhibit minimal dose
rate effects, recent studies have indicated that exposure to dose rates
differing from the calibration conditions can impact the formation
of both RPL and colour centres within the dosimeter [71].
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FIGURE 12

RPLD measurements for each dose-rate regime.

Left: Bar chart of the individual dose measurements of the RPLDs and various RCF types analysed using both the single green channel and the
multi-channel method. The chart display the average between upstream and downstream RCFs, as well as the upstream and downstream RCF
measurements. The irradiations were performed at UHDR (holders 1-7) and CDR dose-rates (holders 8—-16). Right: The deviations between RCF and

Lastly, and most importantly, the calculation of the relative dose
between the RCFs and RPLDs is susceptible to misalignment errors.
A slight offset between the region of the Gaussian beam intercepted
by the RPLD and the ROI analysed on the RCF can contribute to
the relative dose uncertainty. Given that the cross-sectional area of
the RPLDs is smaller than that of the ADs, alignment inaccuracies
can have a more pronounced impact on the dose recorded by
the RPLDs.

3.4 Comparison with dosimetry phantoms

Finally, we compared our RCF dosimetry with measurements
from ‘dosimetry phantoms’ (DPs) in collaboration with Institiut
de Radiophysique (IRA) at CHUV in Switzerland. Similar to the
RPLDs, we simultaneously investigated the relative responses under
UHDR and CDR conditions. Upon irradiation at CLEAR, the RCFs
were analysed using the described protocol, while the DPs were
analysed by IRA.

The DPs are 3D-printed from ONYX® —a composite material
of micro carbon fibre filled nylon with a density of 1.2 gcm™
[72]—and each contains three LiF-100 thermoluminescent
dosimeters (TLD) interleaved with approcimately 10 small
(2 =3 mm)EBT3 RCFs. The remaining volume of the DP is filled
with rubber to prevent large air gaps. This configuration is inspired
by the multi-centre UHDR dosimetry cross validation conducted at
CHUYV and Stanford University, which utilised a cuboid DP filled
with TLDs, ADs and RCFs to compare the measurements of 8 MeV
UHDR electron beams [73].
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A total of 10 DPs were provided by IRA. For irradiation, each
DP was positioned in a custom sample holder, between two RCFs,
as illustrated in Figure 13.

The setup is similar to that used in radiobiology experiments
at CLEAR, where there is particular interest in validating the
dosimetry. In these experiments, an Eppendorf tube is typically
positioned between two RCFs to evaluate the dose delivered to the
samples in the tube. However, because the DPs are relatively large
compared to these tubes, the separation between the two RCFs was
increased from 12 mm to 20 mm to accommodate their length. We
targeted 10 Gy for all holders, which is a typical dose for biological
irradiations at CLEAR. The agreement among different RCF models
were simultaneously investigated by interchanging between EBT3,
EBT-XD and MD-V3 in the different sample holders.

For each DP, the dose and uncertainty were calculated as the
mean and standard deviation across the constituent dosimeters.
Both the single green channel and the multi-channel processing
methods were employed to evaluate the dose response of the
upstream and downstream RCFs. The RCF doses and standard
deviations were obtained from an ROI corresponding to the cross-
sections of the sensitive volumes of the DPs. These results are
presented in Figure 14.

The left-hand plot shows that, for most of the holders, the dose
obtained from the DP is within the uncertainty range of the mean
RCF response. The magnitude of the individual standard deviations
can be attributed to the small beam size relative to the cross-
section of the DPs, resulting in a significant transverse variation
in dose. Furthermore, notable differences in doses measured
by the upstream and downstream RCFs can be attributed to
significant beam scattering between the two RCFs. This scattering
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Left: The robot holder with the DP positioned between two RCFs. Right: The structure of the DP, highlighting its sensitive volume (in red) and
dimensions.
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FIGURE 14
Left: Bar chart of dose measurements from each sample holder, displaying the dose from the DPs and the RCFs analysed using both the single green
channel and the multi-channel methods. The RCF doses represent the averages between upstream and downstream films, as well as the individual
upstream and downstream measurements. Holders 1-3, seven and nine were irradiated at UHDR, while holders 4-6, 8 and 10 were irradiated at CDR.
Right: The deviations between RCF and DP measurements for each dose-rate regime.

may also contribute to the discrepancies observed between the
doses determined by the RCFs and the DPs. Additionally, it is
evident that the relative difference between the upstream and
downstream RCFs is variable, which could indicate inconsistent
beam divergence between irradiations, complicating the evaluation
of measurement accuracy.

The right-hand plot shows the relative deviation between RCFs
and DPs irradiated at UHDR and CDR. There seems is a larger
spread in measurements at UHDR versus CDR. This discrepancy
may be attributed to pulse-to-pulse position jitter, which is often
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more pronounced (= 1 mm) for UHDR irradiations than for CDR
(where several pulses are accumulated). This alignment error
between the sample and the centre of the beam increases the dose
gradients across the DPs, significantly raising the uncertainty. In
addition to the factors discussed above, several known uncertainties
may help explain the discrepancies in the results. One issue is
that, due to a problem with the accelerator, half of the DPs
were irradiated 13 days after the other half. At IRA, the protocol
involves irradiating reference TLDs in a®*Co beam to a known
reference dose on the same day as the irradiation of the TLDs being
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tested. This practice allows for correction of the daily sensitivity
of the dosimetric system, thereby avoiding the need for additional
fading corrections [34]. Since the TLD reference irradiation was
performed simultaneously with half of the DP irradiations, this may
imply that the measurement uncertainties for the other half are
higher.

4 Conclusion

In this paper we presented a comprehensive overview and
discussion of the various factors that impact the accuracy of RCF
dosimetry. This evaluation was used to motivate the RCF dosimetry
protocol that has been adapted for CLEAR—a research facility that
relies heavily on RCFs for VHEE and UHDR studies.

With the aim of serving as a guide for similar facilities needing to
adapt RCF protocols for high throughput and small or non-uniform
beams, we highlighted the key principles, pitfalls and lessons learned
at CLEAR. This enables informed decisions to achieve adequate
accuracy while optimising time and resources for compatibility
with a research setting. Strict adherence to a protocol is imperative
for reliable RCF dosimetry; particularly in maintaining complete
consistency in the handling of calibration and application RCFs.
The scanning time At often presents challenges in a research setting,
especially during inter-facility collaborations. We demonstrated that
inconsistent post-irradiation scanning timing between calibration
and application RCFs can lead to dose errors exceeding 5%.

We have identified areas for improvement in the current
RCF protocol that are feasible to implement at CLEAR. Most
importantly, consistently scanning the background (unirradiated)
RCF simultaneously with each application RCF is a straightforward
approach to mitigating inter-scan variability, as well as offsetting
the ageing of the RCF lot. For RCF irradiations in water, using a
background that has been submerged in the same manner and for
the same duration as the application RCFs will also help offset water
penetration effects.

We the RCF protocol CLEAR by
comparing RCF measurements with alanine dosimeters (ADs),

have verified at
radiophotoluminescence dosimeters (RPLDs), and dosimetry
phantoms (DPs). We achieved relative agreement between RCFs
and ADs within 5% using a Gaussian beam, whilst the agreement
was lower between RCFs and RPLDs and DPs. We explained
that the latter inconsistencies were likely due to experimental
uncertainties, such as alignment inaccuracies, which pose challenges
for irradiations with small and non-uniform beams. By leveraging
the experience gained from these outcomes, along with recent
advancements in irradiation procedures at CLEAR, we foresee future
optimised experiments yielding better agreement.

First and foremost, the development of VHEE dual scattering
systems capable of generating larger and more uniform beams
would significantly enhance the assessment of the RCF dosimetry
accuracy relative to other dosimeters [74]. For Gaussian beams,
minimising the distance between the RCF and sample, along with
improving alignment and ROI selection procedures for the RCFs,
would help reducing uncertainties. Lastly, particularly for UHDR
irradiations, improved control of pulse-to-pulse beam position is
likely to improve the results.
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