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Background

New technologies, such as digital support tools or artificial intelligence (AI) in cancer diagnostics and treatment, offer new possibilities for cancer care. Evidence on patients’ attitudes towards new technologies within the context of cancer care is however very limited to date. We aimed to investigate utilization, acceptance and attitudes towards digital support tools and AI within the context of cancer treatment and to identify associated patient-related factors.





Methods

This exploratory observational cross-sectional study assessed adult cancer patients undergoing radiation therapy with a set of validated questionnaires in addition to newly developed items for this study on acceptance and attitudes towards new technologies within cancer care. Utilization, acceptance and attitudes towards new technologies were assessed descriptively and the impact of associated factors was analyzed using logistic regression models and Analysis of Variance (ANOVA).






Results

In total, 154 cancer patients were included in our study with a mean age of 63.7 years, 51% were male. In general, patients felt inadequately informed about new technologies, with only 12% feeling informed about digital support tools and 16% feeling informed about AI within their cancer care. One in two patients had used digital support (e.g. websites, apps, wearables). The majority perceived digital support tools as beneficial for all ages (65%) and were open towards the use of AI within their healthcare (79%). Nevertheless, patients reported a strong preference for in-person care, and some patients indicated concerns about possible mistakes by AI (27%). Trust in new technologies revealed a mixed pattern, whereby older patients, those with lower socioeconomic resources, and limited digital health literacy (DHL), were less likely to use digital support (age: p = 0.001, socioeconomic: p = 0.002, DHL: p < 0.001) and reported lower trust in new technologies (age: p = 0.01, socioeconomic: p < 0.001, DHL: p < 0.001) for their cancer care.





Conclusion

While patients are generally open to the use of AI in healthcare, their concerns underscore the need for future research into the physician’s role in ensuring its responsible, safe, and patient-centered utilization. Strengthening DHL, improving information provision, and reducing access barriers for vulnerable groups may enable a more effective integration of new technologies into routine cancer care.
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Introduction

Digital advancements and new technologies have significantly impacted cancer care, encompassing tools for the collection and utilization of health data in prevention, diagnosis, treatment, and follow-up care. Digital support tools, such as apps, websites, or wearables aim to support patients in managing the disease and its potential side effects, and provide flexible, individualized support regardless of time and location. Such tools are already widely used to improve patient-centered clinical cancer care (1–5). However, the rapid expansion of these digital tools presents challenges for many patients and healthcare providers (6–9). These challenges include a lack of knowledge about the functionality and benefits of new technologies, concerns about data privacy and security, an overwhelming amount of information that can lead to confusion, and difficulties in effectively using the data for medical treatment. Moreover, the widespread use of digital support tools may exacerbate social and health inequalities, as not all patients are able to access these tools (10), or have sufficient digital health literacy (DHL) to use them effectively (11). But also advancements in artificial intelligence (AI) are increasingly used in oncological care for diagnostic procedures as well as treatment planning, for example analyzing laboratory results, interpreting medical images, or developing personalized therapeutic plans (12–14).

To date, there has been limited research on the utilization and acceptance of digital support tools for cancer patients (15–21). In addition, patients’ perceptions and trust regarding the use of AI in oncological treatment is largely unknown despite the availability of applications for AI in cancer care, such as in the fields of radiology, dermatology or radiation oncology. Recent studies generally indicate a high level of patient acceptance regarding digital support, such as video consultations, digital therapeutics, and digital symptom monitoring, along with a willingness to continue using these tools in the future (15–21). However, a high variability remains among existing studies, as noted in a systematic review on digital symptom monitoring in cancer patients (22). It is important to note that the level of acceptance of digital tools may vary considerably across different patient populations, depending on factors such as age, digital literacy, access or prior exposure to such technologies. In addition, while the majority of patients are open to the use of AI in cancer treatment, particularly when combined with an evaluation of the treating oncologist, many still express concerns about potential errors made by AI and the possible replacement of in-person care (19, 23–27).

In summary, the current data on the utilization, acceptance and attitudes towards digital support tools and AI among oncological patients is limited, and some studies in this rapidly evolving field are already outdated. It remains unclear to what extent patients trust new technologies within the context of cancer diagnosis and care, how frequently digital support tools are used, what reasons exist for their use or non-use, and how well patients are informed about AI in cancer treatment and to what extent they trust its use in cancer treatment. For an effective integration of new technologies into cancer care, it is essential to identify patient attitudes and potential barriers. Therefore, the aim of this exploratory study was to assess the utilization, acceptance and attitudes toward digital support tools and AI in the context of cancer and its treatment, as well as to identify influencing factors, such as age or DHL. This may help inform future implementation strategies for digital technologies and guide policy decisions regarding the routine use of digital support tools and AI in cancer care.





Materials and methods




Study design and sample

We conducted an observational cross-sectional study in the Department of Radiation Oncology in collaboration with the Department of Medical Psychology and Medical Sociology, Comprehensive Cancer Center Central Germany, University Medical Center Leipzig. The target population was subject to the following inclusion criteria: (1) a cancer diagnosis according to ICD-10 (C00-C96), (2) age ≥ 18 years, (3) sufficient German language skills to answer the questionnaire, and (4) currently undergoing radiotherapy at the Cancer Center. Patients who were physically or mentally unable to participate were excluded from the study. The present study aims to investigate a patient population that has been exposed to the use of AI in cancer treatment, that is patients undergoing radiotherapy at the study center where AI is routinely integrated into radiotherapy treatment. AI is employed to support specialists in radiotherapy planning (contouring of radiation volumes) and, for some patients, in adaptive radiotherapy. All AI-assisted steps are reviewed and, if necessary, manually corrected by specialists. When AI is used in the actual delivery of radiotherapy, patients are required to provide written informed consent. Beyond this primary rationale for the selection of our study population, these patients also represent a relevant target group for digital support tools, such as those designed to monitor physical and psychological side effects or to promote self-management. The study was approved by the local ethics committee of the Medical Faculty, University of Leipzig (418/23-ek).





Data collection

Patients in the outpatient unit of the Department of Radiation Oncology at the University Medical Center Leipzig were routinely informed about the study between June and October 2024, resulting in the accessible population of 646 patients. Patients received written information about the study by trained nurses during their routine hospital admissions. After providing written informed consent, patients were asked to complete a paper-pencil questionnaire while they were waiting. Due to the clinical routine and individualized procedures at the hospital, it could not be ensured that all patients treated during the recruitment period received study information. As a result it was not possible to calculate a valid response-rate.





Measurement

Sociodemographic information was collected through self-reporting in the questionnaire, i.e. age, gender, income, employment, partnership status. Medical data were obtained from the hospital information system, i.e. diagnosis, date of diagnosis, state of recurrence.

Several validated instruments were used. Psychological distress was assessed with the one-item Distress Thermometer (DT) on a scale from 0 (no distress) to 10 (extreme distress), with a validated cut-off ≥ 5 indicating clinically relevant distress (28), as well as the four-item PHQ-4 that captures symptoms of anxiety and depression and has been validated in this clinical setting (cut-off ≥ 6) (29). The use of additional psychosocial support was assessed with the SozU (30). DHL was measured with the validated eHealth Literacy Scale (eHEALS) (31), an eight-item instrument, rated on a scale from 1 (strongly disagree) to 5 (strongly agree). Scores from 8–20 indicate low, 21–30 medium, and 31–40 high DHL.

Due to the lack of validated instruments, the utilization, acceptance and attitudes towards digital support tools and AI were measured using items developed specifically for this study. All items (German original and English translation) are presented in the Appendix. Multiple-choice answers, including open-ended options, were used to assess digital support tool utilization, the reasons for their use or non-use, and preferences for digital support or in-person care. The patients’ trust in new technologies was assessed on a scale from 0 (not at all) to 10 (very much). Acceptance and attitudes towards AI and digital support tools were assessed through various statements on a 5-point Likert scale (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, 5=strongly agree). The item development was guided by discussions within a multi-professional research team with expertise in digital support tools and AI in healthcare, ensuring content validity. To refine item clarity and comprehension, the items were pretested in a small pilot study with a sample from the target population. The aim of this study was not to develop a validated questionnaire on attitudes towards AI and digital support, but rather to present initial exploratory findings on this topic. As the analysis will be conducted on a single-item basis, psychometric assessments are not applicable. Consequently, the evaluation of reliability is limited.





Patient involvement

The newly designed items for the study were tested for their comprehensibility and usefulness in terms of early patient participation in a preliminary piloting phase. This involved testing the preliminary questionnaire with five patients from the Department of Radiation Oncology and subsequently conducting qualitative interviews with these patients. Based on the findings of this phase, the items were modified as necessary. The responses of the pilot patients were not included in the final analysis.





Statistical analysis

Sociodemographic and medical characteristics of the sample were presented using descriptive statistics. The utilization and acceptance of digital support and AI in the context of cancer were summarized descriptively through mean values, frequencies and 95% confidence intervals (CI). Deviations from the full sample size represent the number of missing values. Acceptance and attitudes towards AI and digital support were reported as the frequency distribution of responses for each statement.

In order to test our hypotheses that sociodemographic and medical factors (age, gender, education, partner, distress, DHL, time since diagnosis, relapse and additional psychological support) significantly predict the utilization of digital support tools and the level of trust in new technologies, we applied logistic regression models, t-tests and ANOVAs. The analyses regarding the newly develop items on acceptance and attitudes towards digital support tools and AI were exploratory. Data analysis was conducted using R, version 4.3.1 (32). Level of significance was set at α=5%.







Results

We enrolled 154 patients in our study, half of them were female (49%) with a mean age of 63.7 years (Table 1). All patients were currently undergoing radiation therapy. The most common diagnoses were breast, prostate, colorectal and lung cancer. More than half of the participants were retired (61%) and lived in a relationship (73%). Overall, 53% of the participants reported psychological distress above the clinical cut-off on the DT (≥ 5), and 55% on the PHQ-4 (≥ 6). DHL was low, medium, and high in 14%, 55%, and 31% of the participants, respectively.


Table 1 | Sample characteristics (n=154).
	Variable
	N
	(%)



	Age, mean (SD), range
	63.7 (12.1), 30-85


	Gender


	 Female
	75
	(49)


	 Male
	79
	(51)


	Family situation


	 Single
	22
	(15)


	 Married
	102
	(69)


	 Divorced
	12
	(8)


	 Widowed
	12
	(8)


	Partner
	98
	(73)


	Education


	 Secondary School
	82
	(56)


	 High School
	29
	(20)


	 University
	36
	(24)


	Monthly income


	 ≤ 2000€
	86
	(63)


	 > 2000€
	50
	(37)


	Employment


	 Currently working
	46
	(31)


	 Unemployed
	4
	(3)


	 Retired (old-age, disability)
	90
	(61)


	 Other
	8
	(5)


	Diagnosis


	 Breast
	54
	(35)


	 Prostate
	34
	(22)


	 Colorectal
	13
	(8)


	 Lung
	8
	(5)


	 Gynecological
	8
	(5)


	 Other
	37
	(24)


	Months since diagnosis, Median (SD)
	27 (26.1), 0-151
	


	Relapse
	25
	(16)


	Utilization of psychological support
	24 
	(21)





Percentages are based on valid responses, and the difference in n to the total sample therefore corresponds to missing values.



Most patients reported owning a mobile device (95% [CI: 92-98%], n=146), with 46% [CI: 38-54%] (n=67) of them using it at least partially for managing their health. So far, 12% [CI: 7-17%] (n=18) had used telehealth services, but 71% [CI: 64-78%] (n=103) indicated they would be open to digitally share their medical data with healthcare professionals. Patients’ trust in new technologies (telemedicine, AI, etc.) for their own healthcare revealed a mixed pattern on a scale from 0 (not at all) to 10 (very much), with a mean value of 5.2 (SD = 3.2, CI: 4.7-5.7). Notably, 22% [CI: 15-29%] (n=31) reported values ≤2, indicating low trust in new technologies.




Digital support tools within the context of a cancer disease

Half of the participants had used digital support tools in the past (51% [CI: 43-59%], n=79), but only 12% [CI: 6-18%] (n=15) felt adequately informed about available digital support tools for cancer patients. The most common reasons for using digital support tools were to obtain information about the cancer diagnosis and its treatment, to receive support with managing physical symptoms, and to get lifestyle recommendations. The primary reason for patients not using digital support tools was a preference for in-person care. Participants indicated a strong preference for in-person support as opposed to digital support when dealing with physical (69% [CI: 61-77%], n=97) and psychological symptoms (70% [CI: 62-78%], n=91).

Attitudes toward digital support tools are displayed in Figure 1. The majority of patients indicated that digital support tools could be a valuable addition to in-person care (48% [CI:39-57%], n=60), that doctors should routinely recommend them (56% [CI: 47-65%], n=71), and that they could be beneficial for patients of all ages (65% [CI: 57-73%], n=81). However, 42% [CI: 33-51%] (n=54) felt that physical and psychological late effects could only be treated effectively in-person by healthcare professionals. Of the patients who had used digital support tools, 37% [CI: 26-48%] (n=28) reported that it had helped them in decision-making related to their treatment and managing side effects.

[image: Bar charts compare views on digital support tools and artificial intelligence. The first section shows opinions on digital tools, with most responses agreeing they are useful and should be recommended. The second section reflects opinions on AI, showing general neutrality but significant concern regarding AI use and errors. Percentages for strongly disagree, disagree, neutral, agree, and strongly agree are represented by different color bars.]
Figure 1 | Attitudes towards digital support tools and artificial intelligence (AI) in cancer patients undergoing radiation therapy.





Artificial intelligence during radiation therapy

Overall, only 16% [CI: 10-22%] (n=21) of patients felt adequately informed about the use of AI in their radiation therapy, while 79% [CI: 72-86%] (n=104) would agree to the use of AI in their treatment. Openness towards AI was high with 65% [CI: 57-73%] (n=92) indicating they have most trust in a combination of a doctor and AI for their treatment and the interpretation of lab results. Notably, no patient reported trusting AI alone.

Figure 1 displays patients’ attitudes towards AI. A mere 3% [CI: 0-6%] of patients (n=4) indicated that they generally reject technological solutions and AI. However, 13% [CI: 7-19%] (n=17) maintained that the use of AI scares them, 27% [CI: 19-35%] (n=35) stated that they were afraid of possible mistakes by AI, and 23% [CI: 16-30%] (n=31) believed that AI would make worse decisions than their treating doctors, as the latter know better what is right for their patients.





Associated factors with utilization and trust in new technologies

Older patients (≥65 years), patients with lower education (secondary school), with low or medium DHL, and those without additional psychological support were less likely to use digital support tools (Table 2). In addition, lower trust in new technologies (telemedicine, AI, etc.) for their healthcare was observed in older patients (≥65 years), patients with lower education (secondary school), patients with low or medium DHL, and those without additional psychological support. No further sociodemographic and medical factors were associated with utilization and trust in new technologies (all P>.05).


Table 2 | Sociodemographic and medical factor associated with utilization and trust in new technologies.
	Variable
	Utilization of digital support tools
	Trust in new technologies


	β (SE)
	P
	t/F (df)
	P



	Age (<65 vs. ≥65)
	1.08 (0.34)
	0.001
	2.71 (142)
	0.01


	Gender (men vs. women)
	0.47 (0.32)
	0.15
	-1.10 (139)
	0.27


	Education
	 
	 
	10.68 (2)
	<0.001


	 Secondary vs. University
	-1.32 (0.43)
	0.002
	 
	<0.001


	 High school vs. University
	0.14 (0.55)
	0.79
	 
	0.07


	Partner
	0.36 (0.39)
	0.36
	-0.54 (58)
	0.59


	Psychological distress (DT)
	0.02 (0.07)
	0.79
	0.67 (132)
	0.50


	Digital health literacy (eHEALS)
	 
	 
	9.22 (2)
	<0.001


	 Low vs. high
	-2.67 (0.69)
	<0.001
	 
	<0.001


	 Medium vs. high
	-1.28 (0.46)
	0.01
	 
	0.047


	Utilization of additional psychological support
	1.50 (0.59)
	0.01
	-2.2 (39)
	0.03


	Time since diagnosis (months)
	0.00 (0.01)
	0.90
	0.87 (142)
	0.39


	Relapse
	0.83 (0.46)
	0.07
	-0.26 (34)
	0.80





Distress Thermometer (DT), eHealth Literacy Scale (eHEALS); significant values marked in bold.








Discussion

This explorative observational study shows that the majority of participating cancer patients – particularly younger patients, those with higher educational levels and with greater DHL – are open to new technologies in cancer care, including digital support and AI. However, only a small proportion felt adequately informed about the potential use of AI, available digital tools and their application in cancer care. One in two participating patients had previously used digital support tools such as websites, apps or wearables in managing their cancer disease, and four out of five patients would agree to the use of AI for their treatment. Nonetheless, a subgroup of participating patients remains wary, with low trust in new technologies and concerns about possible mistakes associated with AI.

Especially in technological sub-specialties of modern oncology such as radiology and radiation oncology, AI-based diagnostic or treatment support tools are available and used for routine care. In the context of radiotherapy, AI-aided treatment planning and real-time treatment adaptation (“plan of the day”) have been established and demonstrated benefits for patients in early clinical trials (33–35).

Our findings on the high level of patient acceptance of digital support align with the few existing studies on attitudes toward digital support tools, such as video consultations, digital therapeutics, or digital symptom monitoring (15–21). These tools are perceived as beneficial across age groups, indicating their broad applicability. However, they are currently used predominantly by younger patients. With the rapid increase in available digital support tools (36, 37), older patients and those with limited DHL may face challenges in finding appropriate and effective tools for their individual needs and using them effectively for supportive care (38, 39). This is supported by a scoping review that identifies key facilitators for telemedicine use, such as convenience of use, perceived availability, physicians’ recommendations, and patients’ technical knowledge (18).

Although only a small proportion of participating patients felt adequately informed about the potential use of AI, four out of five patients expressed willingness to agree to its use in their cancer treatment, a number consistent with previous studies (19, 23–27). Currently, many healthcare professionals lack the training to understand or explain the applicability of AI algorithms in cancer care and may struggle with understanding these algorithms themselves. Despite the limited information provided to patients about AI, its broad acceptance may be influenced by growing media coverage. Nonetheless, some participating patients remain cautious, citing concerns such as fear of AI or potential errors, which underline their strong preference for in-person care and human monitoring of AI applications (40). This skepticism is reflected in the few existing studies (25–27), underscoring the need for enhanced public education on AI along with continued human involvement and monitoring in its application. In-person care will likely remain central and cannot be replaced by technical solutions alone.

Our findings reveal digital health disparities in the use and trust of new technologies, with disadvantaged groups comprising older patients, those with lower educational levels, and patients with limited DHL. This underscores the existence of a digital divide – the gap between individuals who have access to and benefit from technological solutions and those who do not (38, 41). Socioeconomic disadvantages and limited DHL have previously been associated with poorer physical and mental health outcomes in cancer care (10, 11, 42). Therefore, it is essential for healthcare professionals to consider these factors when providing information about digital support, tailoring it to meet the needs of vulnerable subgroups.

Across multiple items on acceptance and attitudes towards new technologies, patients frequently selected the response option “neutral”, reflecting ambivalence or uncertainty. This may either be explained by central tendency bias, or by limited exposure to or understanding of these technologies, and a need for more information. Such patterns highlight the importance of patient education and communication when implementing digital innovations in cancer care.




Clinical implications

The findings of this study reveal a substantial gap in patient knowledge about digital support tools and AI, emphasizing the urgent need for enhanced informational resources and the better integration of these topics into clinical communication. While certain patient groups may already benefit from using digital support tools, finding them accessible and helpful, access remains challenging for others – particularly older adults, those with limited digital literacy, and individuals with lower educational backgrounds. To address and reduce digital health disparities, it is essential to adapt and tailor digital support tools to meet the needs of underserved populations. Additionally, increasing patient knowledge and awareness about existing applications and the role of AI in cancer diagnostics and treatment may foster greater acceptance and potentially improve treatment responses (43) and adherence (44). Finally, healthcare providers should address patients’ concerns about AI openly, as such discussions can help mitigate unrealistic fears and encourage a more positive perception of these technologies in clinical settings.





Strengths and limitations

This study is among the first investigations on acceptance and attitudes towards digital support for cancer patients and the use of AI during cancer treatment. It constitutes the first assessment of patient feelings towards AI in the context of radiotherapy where AI is currently broadly available for target volume delineation and contouring of organs-at-risk as well as real-time online adaptation of radiation treatment plans. We used validated clinical information alongside established tools to assess DHL and psychological distress. However, several limitations warrant consideration. The questionnaire used in this study was exploratory in nature and not designed for formal psychometric validation. As such, items are often close-ended, and some items may be subject to unclear or ambiguous wording. These limitations may have influenced how participants interpreted and answered certain items and should be taken into account when interpreting the findings. The inclusion of self-developed items, however, was necessary due to the innovative nature of the research, as there is currently no validated assessment tool for the utilization and acceptance of digital support and AI. The need for such a tool is evident to enhance the comparability of results in future studies. Additionally, the small sample size, monocentric nature of the study, and brief data collection period may introduce bias and limit the generalizability of our findings. We were unable to conduct non-responder analyses and calculate a response-rate, which may have implications for the comprehensiveness of our findings. However, the sociodemographic and medical characteristics of our sample, such as age, gender and tumor types, are largely consistent with data from the German cancer registry (45), and thus indicate a broadly representative sample. Lastly, our findings pertain the context of radiation oncology, and their generalizability to other fields of oncology remains to be demonstrated. Future research should explore diverse populations to broaden the applicability of the results.






Conclusion

Cancer patients are generally open to digital support and the use of AI as part of their cancer treatment, but available digital tools are mainly younger, educated and digitally literate patients who make use of such tools. There is generally a strong preference for in-person care and human monitoring of AI applications, thus representing an irreplaceable part of comprehensive cancer care. Our results further underscores the need to clearly define physicians’ responsibilities when AI is routinely used in healthcare, including their critical role in communicating its use, benefits, and limitations to patients. To ensure effective integration of new technologies into routine cancer care, information provision needs to be improved and barriers to access for vulnerable groups need to be reduced.
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Age, mean (SD), range

N (%)
63.7 (12.1), 30-85

Gender
Female 75 (49)
Male 79 (51)
Family situation
Single 22 (15)
Married 102 (69)
Divorced 12 (8)
Widowed 12 (8)
Partner 98 (73)
Education
Secondary School 82 (56)
High School 29 (20)
University 36 (24)
Monthly income
< 2000€ 86 (63)
> 2000€ 50 (37)
Employment
Currently working 46 (31)
Unemployed 4 3)
Retired (old-age, disability) 90 (61)
Other 8 ©)
Diagnosis
Breast 54 (35)
Prostate 34 (22)
Colorectal 13 (8)
Lung 8 (©)
Gynecological 8 (5)
Other 37 (24)
m:g.t:: ég‘;e diagnosis 27 (26.1), 0-151
Relapse 25 (16)
;Jlrgi;::iton of psychological 24 21)

Percentages are based on valid responses, and the difference in n to the total sample therefore

corresponds to missing values.
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Age (<65 vs. 265) 1.08 (0.34) 0.001 271 (142) 0.01
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Psychological distress (DT) 0.02 (0.07) 0.79 0.67 (132) 0.50
Digital health literacy (eHEALS) 9.22 (2) <0.001
Low vs. high -2.67 (0.69) <0.001 <0.001
Medium vs. high -1.28 (0.46) 0.01 0.047
Utilization of additional psychological support = 1.50 (0.59) 0.01 22 (39) 0.03
Time since diagnosis (months) 0.00 (0.01) 0.90 0.87 (142) 0.39
Relapse | 0.83 (0.46) 0.07 -0.26 (34) 0.80

Distress Thermometer (DT), eHealth Literacy Scale (eHEALS); significant values marked in bold.





