

[image: Cover: Deep learning and multi-omics reveal programmed cell death-associated diagnostic signatures and prognostic biomarkers in gastric cancer]




  
    Table of Contents

    
      	Cover

      	Deep learning and multi-omics reveal programmed cell death-associated diagnostic signatures and prognostic biomarkers in gastric cancer 
      
        	1 Introduction

        	2 Materials and methods 
        
          	2.1 Data acquisition and processing

          	2.2 Bulk RNA-seq data were analyzed to identify PAN-related differentially expressed genes

          	2.3 A scoring-based clustering algorithm was implemented to analyze PAN-related gene expression patterns in bulk transcriptomic 
          
            	2.3.1 Model architecture

            	2.3.2 Pseudo-label generation module

            	2.3.3 CNN+ BiLSTM parallel cross-fusion attention classification model

          


          	2.4 Screening of optimal PAN-related gene

          	2.5 Data collection of somatic variants and copy number variants

          	2.6 Immune cell infiltration

          	2.7 Single-cell RNA-seq analysis and cell-cell interaction mapping of PAN-related gene in gastric cancer

          	2.8 Processing and analysis of the spatial transcriptome data

          	2.9 RSF-driven prognostic model construction and assessment

          	2.10 Chemotherapeutic response profiling

          	2.11 Immunohistochemical analysis and RT-qPCR validation

        


        	3 Results 
        
          	3.1 Overlap analysis of genes profiled from bulk data

          	3.2 Machine learning-based identification of molecular subgroups and predictive gene signatures in gastric cancer

          	3.3 Classification module using multi-scale cross-attention

          	3.4 Generalization of the CNN+BiLSTM classification model

          	3.5 Validation optimal genes in scRNA transcriptome and spatial transcriptome

          	3.6 Endothelial cell crosstalk and pseudotime trajectory analysis

          	3.7 Characterization of the tumor microenvironment via signature gene profiling

          	3.8 Genomic mutation profiling

          	3.9 Immunohistochemical analysis and RT-qPCR validation diagnosis marker genes

          	3.10 Establishment and verification of a PAN gene-based prognostic model

          	3.11 Drug sensitivity prediction

          	3.12 Protein expression and RT-qPCR detection of prognostic signatures

        


        	4 Conclusions and discussion

        	Data availability statement

        	Ethics statement

        	Author contributions

        	Funding

        	Acknowledgments

        	Conflict of interest

        	Generative AI statement

        	Supplementary material

        	References

      


    

  
Landmarks

  
    	Cover

    	Table of Contents

    	Start of Content

  


Print Page List

  
    	 Page 01. 

    	 Page 02. 

    	 Page 03. 

    	 Page 04. 

    	 Page 05. 

    	 Page 06. 

    	 Page 07. 

    	 Page 08. 

    	 Page 09. 

    	 Page 10. 

    	 Page 11. 

    	 Page 12. 

    	 Page 13. 

    	 Page 14. 

    	 Page 15. 

    	 Page 16. 

    	 Page 17. 

    	 Page 18. 

    	 Page 19. 

    	 Page 20. 

    	 Page 21. 

  



ORIGINAL RESEARCH

published: 10 November 2025

doi: 10.3389/fimmu.2025.1690200

[image: Frontiers: Stamp Date]



Deep learning and multi-omics reveal programmed cell death-associated diagnostic signatures and prognostic biomarkers in gastric cancer



Qiaoying Jin 1,2, Zhaobin Chang 1, Kangping Chen 3, Na Jiang 2, Guoxiu Chen 2 and Yonggang Lu 1*


1School of Information Science and Engineering, Lanzhou University, Lanzhou, China, 2The Second Hospital & Clinical Medical School, Lanzhou University, Lanzhou, China, 3School of Computer Science and Artificial Intelligence, Lanzhou University of Technology, Lanzhou, China






Edited by: 
Xianhuo Wang, Tianjin Medical University Cancer Institute and Hospital, China


Reviewed by: 
Wei Lan, Guangxi University, China
Michael Kiebish, Berg Health, United States


*Correspondence: 

Yonggang Lu
 ylu@lzu.edu.cn




Received: 28 August 2025


Accepted: 27 October 2025


Published: 10 November 2025


Citation:
Jin Q, Chang Z, Chen K, Jiang N, Chen G and Lu Y (2025) Deep learning and multi-omics reveal programmed cell death-associated diagnostic signatures and prognostic biomarkers in gastric cancer
. Front. Immunol. 16:1690200. doi: 10.3389/fimmu.2025.1690200




Gastric cancer (GC) is characterized by pronounced molecular and clinical heterogeneity, creating major challenges for therapeutic decision-making. Limitations in current molecular classification hinder the development of personalized therapies, underscoring the need for improved diagnostic and prognostic frameworks. we conducted an integrated multi-omics analysis of bulk, single-cell, and spatial transcriptomic data to systematically characterize three key programmed cell death pathways—pyroptosis, apoptosis, and necroptosis (collectively abbreviated as PAN). A scoring-based clustering framework integrating multiple machine learning algorithms was developed to define high-resolution molecular subtypes and construct a deep learning signature. A hybrid CNN+BiLSTM model with cross-fusion attention was applied for transcriptomic feature extraction and subtype classification, achieving superior performance compared with existing approaches. Validation in the TCGA cohort confirmed the robustness and biological relevance of our model. Among the identified subtypes, Subtype 2 showed the most favorable prognosis. We further established a nine-gene prognostic signature with strong predictive value. High-risk patients exhibited poor survival, enhanced immune infiltration, and potential sensitivity to AKT inhibitors, with several drugs, including gefitinib and paclitaxel, identified as promising candidates. Experimental validation was conducted using the Human Protein Atlas (HPA) and RT-qPCR in clinical samples. CFLAR and TNFSF13B were upregulated and PDK4 downregulated in GC, while UACA showed no significant change. Additional prognostic genes (DFFB, PSMB6, GLP1R, HDAC9, BACH2) displayed expression patterns largely consistent across HPA, TCGA, and RT-qPCR, with minor discrepancies likely due to sample size. This study integrates multi-omics and deep learning with experimental validation, providing insights into programmed cell death regulation and offering robust biomarkers and therapeutic targets for GC.
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1 Introduction


Gastric cancer remains a major contributor to cancer-related deaths globally, with especially high incidence rates in East Asia (1, 2). Despite ongoing improvements in clinical management, advanced gastric cancer continues to be associated with a poor prognosis, highlighting the urgent need to understand its underlying molecular mechanisms (3). Gastric cancer exhibits remarkable biological complexity characterized by sustained inflammatory signaling, immune evasion, and metabolic reprogramming (4–6). These factors contribute to tumor heterogeneity and therapeutic resistance, necessitating a more precise stratification of patients and personalized treatment strategies.


Recent research has spotlighted the role of programmed cell death (PCD) pathways including PAN in shaping the tumor immune microenvironment and modulating tumor progression (7, 8). Each PCD pathway contributes uniquely to immune surveillance and inflammation. For example, pyroptosis triggers a potent inflammatory response that may enhance tumor immunogenicity (9), whereas necroptosis and apoptosis exert context-dependent effects on tumor immunity (10). Moreover, increasing evidence suggests that these PCD modes are not mutually exclusive but instead interconnect through shared molecular components, forming an intricate cell death regulatory network (11–13).


Despite growing interest in PAN, several critical knowledge gaps remain, particularly in the context of gastric cancer. A major limitation lies in the absence of comprehensive analyses that integrate multiple layers of transcriptomic data, including bulk RNA-seq, single-cell RNA-seq (scRNA-seq), and spatial transcriptomics—to systematically dissect the molecular landscape of PAN in gastric tumors (14–16). Most existing studies are confined to single-omic platforms and thus fail to capture the complex regulatory networks and cell-type-specific features underlying. Furthermore, PAN-related prognostic signatures and their associations with the tumor microenvironment (TME) have not been fully elucidated (17), and clinically applicable risk models are still lacking. These limitations hinder the translation of mechanistic insights into practical tools for clinical decision-making. Addressing these gaps requires a systems biology framework that leverages high-throughput datasets and advanced computational strategies to uncover robust biomarkers and predictive models for gastric cancer.


To address these challenges, we employed a comprehensive multi-omics strategy integrating machine learning and transcriptomic analysis to characterize PAN-related biomarkers in gastric cancer. Specifically, to identify core PAN-related genes, we applied both classical clustering algorithms (e.g., K-means, Gaussian Mixture Model) and deep learning approaches (Convolutional Neural Network (CNN)+Bidirectional Long Short-Term Memory (BiLSTM) with cross-fusion attention) to bulk RNA-seq data. These findings were further validated through single-cell and spatial transcriptomics, providing cellular and spatial resolution of PAN activity. We constructed an innovative prognostic model, PANscore, by integrating Cox regression with a RSF algorithm, which effectively stratifies patient prognosis and elucidates the immune infiltration, and drug sensitivity of PAN, offering a foundation for personalized therapeutic strategies in gastric cancer and advancing the goals of precision oncology.






2 Materials and methods





2.1 Data acquisition and processing


The Cancer Genome Atlas (TCGA, https://portal.gdc.cancer.gov/) provides both clinical annotations and bulk RNA-seq datasets for gastric cancer patients analyzed in this study, as well as corresponding data for other cancer types such as breast cancer (BRCA) and cervical cancer (CESC). To ensure data reliability, samples with incomplete clinical information were excluded, resulting in a final dataset comprising 375 gastric cancer samples and 73 independent healthy control samples. For external validation, test datasets were downloaded from the Gene Expression Omnibus (GEO, https://www.ncbi.nlm.nih.gov/geo/) database with the accession IDs GSE62254 and GSE66229. ScRNA-seq data and spatial transcriptomics data were obtained from GSE183904 and GSE251950, respectively.






2.2 Bulk RNA-seq data were analyzed to identify PAN-related differentially expressed genes


The PAN gene set was constructed by systematically integrating gene lists associated with PAN, obtained from multiple curated pathway databases, including Reactome, AmiGO 2, and KEGG. To ensure specificity, redundant genes shared across multiple cell death pathways were identified and removed, resulting in a non-overlapping, high-confidence PAN-related gene set that reflects the distinct yet interconnected nature of these programmed cell death modalities.






2.3 A scoring-based clustering algorithm was implemented to analyze PAN-related gene expression patterns in bulk transcriptomic


We developed an integrative framework that combines ensemble clustering and deep learning to predict molecular subtypes of genes. Initially, bulk RNA-seq datasets were split into training and test sets, and pseudo-labels were generated using a voting-based scoring network that integrates five clustering algorithms (K-Means, GMM (Gaussian Mixture Model), Agglomerative Clustering, CLARANS (Clustering Large Applications based on RANdomized Search), and K-Medoids). To enhance reliability, the pseudo-labels were biologically validated through analyses of immune infiltration patterns, checkpoint molecule expression, and drug response characteristics. These labels were then used to train a classification model featuring a parallel cross-fusion attention architecture, which leverages CNNs for spatial information and BiLSTM for capturing temporal features. The model achieved robust subtype classification performance, as shown in 
Figure 1
.


[image: Diagram illustrating a framework for gastric cancer subtype stratification using data resources like cBioPortal, TCGA, and patient data. It involves omics, lab tests, and machine learning for pseudo-label generation and prognosis prediction. Outputs include survival and risk stratification, influencing immunotherapy and chemotherapy treatments. The process includes clustering techniques like K-Means and CLARANS for pseudo-label generation, and a classification module with multi-scale cross-attention for data analysis.]
Figure 1 | 
Framework overview. (A) The model integrates scoring-based clustering and multi-domain feature fusion to convert complex data into actionable insights. The framework operates as a deep learning model to stratify patient subtypes. Prognosis predictions also established by machine learning. (B) Pseudo-label generation Module using Scoring Mechanism in self-supervised mode. Input data are represented by [Key, Value] pairs, where the key is the feature name and the value corresponds to the numerical score of the feature. Feature names and values are embedded and fed to a Scoring Clustering architecture without positional encoding. The output of this scoring clustering is Pseudo label. (C) Classification Module using Multi-scale Cross-attention, for a given gene sequence X, the sequence X is initially fed into a Convolutional Neural Network (CNN) and a Bidirectional Long Shot-Term Memory (BiLSTM) to extract coding features from the spatial and temporal dimensions. Respectively. Subsequently, a cross-attention mechanism is employed to align and facilitate information interaction between the spatial and temporal features, thereby fusing the features across different dimensions, this fusion aims to construct a classifier based on the integrated feature representation. Finally, the fused features are input into a fully connected (FC) laver to adjust their dimensionality and the classification is performed using a SoftMax function.







2.3.1 Model architecture


The overall workflow for predicting different gene subtypes using a scoring network constructed by five clustering algorithms is shown in 
Figure 1B
. Initially, training and test sets are constructed using bulk RNA-seq datasets, with specific genes, such as X1 and X2, among Y gene types selected to validate the reliability of the clustering pseudo-label generation phase and prediction phase of the designed scoring network. Subsequently, an integrated scoring network is designed by combining K-Means, GMM, Agglomerative Clustering, CLARANS, and K-Medoids clustering algorithms. Pseudo-labels are assigned to each gene using a majority voting mechanism. The reliability of the clustering phase’s pseudo-labels was further validated using biological assays such as immune infiltrating, immune checkpoint genes expression level, chemotherapy sensitivity. Finally, a parallel cross-fusion network was constructed, incorporating BiLSTM for sequence modeling and CNN for feature extraction. The model was trained using the dataset with pseudo-labels to achieve classification of different gene subtypes (
Figure 1A
).






2.3.2 Pseudo-label generation module


The TCGA and GEO datasets do not provide true label information. Existing molecular typing methods typically use clustering algorithms, such as K-Means or Consensus Clustering (CC), to cluster and reorganize TCGA or GEO data, generating pseudo-labels for gene sequences, which are then used to train supervised classification models. However, the reliability of pseudo-labels generated by a single clustering algorithm remains an open question. It is well known that the reliability of pseudo-labels during the clustering phase directly impacts the prediction accuracy of classification models.


To address this, we developed a novel scoring network using K-Means, GMM, Agglomerative Clustering (CLARA, Clustering LARge Applications), CLARANS, and K-Medoids (PAM, Partitioning Around Medoids) clustering algorithms. In this network, each gene is assigned a corresponding pseudo-label via a majority voting mechanism. Specifically, our scoring network integrates the strengths of different clustering algorithms, measuring the distribution differences across various datasets from multiple perspectives. This approach is better suited to adapt to the complex distributions across different data domains, influenced by factors such as environment, individual variability, and drug sensitivity.


Notably, to enhance the stability of clustering results and reduce ambiguity between data domains, our scoring network standardizes the distance metric strategies of DBSCAN, K-Medoids, and Agglomerative Clustering by uniformly employing the Euclidean distance metric. This standardization ensures consistent distribution differences across algorithms, both between different sample clusters and within data points in the same cluster (
Figure 1B
).






2.3.3 CNN+ BiLSTM parallel cross-fusion attention classification model


In existing gene sequence prediction methods, machine learning algorithms such as decision trees, Bayesian classifiers and Support Vector Machines (SVM) are commonly employed to construct classification models. However, limited attention has been paid to the construction of classifiers, particularly ensemble classifiers based on deep learning models. High-quality classifiers are crucial for improving prediction accuracy. To this end, this study proposes a novel ensemble classification model leveraging CNN and BiLSTM to extract both temporal and spatial encoding information from gene sequence data. The extracted multi-scale features are then employed in building the classification model, as shown in 
Figure 1C
.
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, the gene sequence is used as input to both the CNN and the BiLSTM. These models extract encoding features from the gene sequence in both the spatial and temporal dimensions, as illustrated by the calculation in Equation 1:
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Here, 
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 represent the encoding features in the spatial and temporal dimensions, respectively. In this context, a neural network with three convolutional layers is used to extract the encoding features in the spatial dimension. 
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To facilitate the alignment and information exchange between features from different dimensions, a cross-attention mechanism is employed to establish interactions between the temporal and spatial encoding features. The goal is to fuse these encoding features and use the fused features to construct the classifier. The feature fusion computation between dimensions is given by Equation 2:
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Here, 
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c
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 denotes the fused features, which encapsulate both the temporal and spatial dimensional encoding semantics. d represents the feature dimension, and T denotes the transpose operation.


Finally, the fused encoding features from both the temporal and spatial dimensions are used as input to a fully connected layer (FC-layer), where the dimensionality of the fused features is adjusted. Softmax is used as the classification function. To optimize the performance of the temporal-spatial parallel fusion classification model, a cross-entropy loss function is used to compute the loss between the predicted labels 
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. The reliability of the clustering pseudo-labels is further validated through subsequent biological analyses.







2.4 Screening of optimal PAN-related gene


To identify gastric cancer specific signature genes, LASSO and random forest algorithms were independently applied, leveraging their complementary advantages in feature selection efficiency and model stability (18, 19). LASSO regression was conducted via the “glmnet” package, introducing an L1 regularization term to constrain model complexity and facilitate the selection of informative features by penalizing less relevant or redundant genes. Concurrently, Random Forest, through the construction and aggregation of multiple decision trees, was employed to evaluate feature importance and identify the most discriminative gene candidates. The overlapping genes derived from these two machine learning approaches were subsequently defined as hub PAN-related genes in gastric cancer.






2.5 Data collection of somatic variants and copy number variants


Given its correlation with neoantigen load, Tumor mutational burden (TMB) has become a widely used metric for assessing potential benefit from immunotherapy. To assess its clinical relevance, we conducted stratified survival analyses to examine the association between TMB and patient prognosis. Somatic mutation profiling was performed using the “maftools” R package (20). The analysis identified the top 30 genes with the highest mutation frequencies, offering insights into mutation patterns associated with gastric cancer subgroups. The copy number variation landscape was comprehensively analyzed using the “DNAcopy” and “VariantAnnotation” R packages.






2.6 Immune cell infiltration


We utilized a comprehensive suite of bioinformatics tools—including quanTIseq, ESTIMATE, MCPcounter, single-sample Gene Set Enrichment Analysis (ssGSEA) and xCell—to assess immune status differences among the molecular subtypes (21–24). These approaches enabled a detailed characterization of immune cell infiltration within the TME. Furthermore, we investigated the associations between molecular subtypes and immune checkpoint gene expression to elucidate potential implications for immunotherapeutic responsiveness (25, 26).






2.7 Single-cell RNA-seq analysis and cell-cell interaction mapping of PAN-related gene in gastric cancer


To elucidate the cellular heterogeneity and regulatory networks in gastric cancer, we conducted a comprehensive scRNA-seq analysis using the dataset from GSE183904. Our analysis employed the “Seurat” and “SingleR” R packages, following a series of standardized quality control procedures. Low-quality cells were filtered out using the “PercentageFeatureSet” function based on mitochondrial gene percentage and unique molecular identifier (UMI) counts. The remaining cells were processed using the “SCTransform” function for normalization, variance stabilization, and removal of technical artifacts. The “RunPCA” function was employed to perform principal component analysis (PCA) on highly variable genes for dimensionality reduction. Cell clusters were identified based on transcriptional profiles using the “FindNeighbors” and “FindClusters” functions, and annotation of cell types was performed using the “SingleR” functions, supplemented by well-characterized marker genes from previous studies (27). To reconstruct cellular developmental trajectories, we performed pseudotemporal ordering using the Monocle package. We delineated distinct cell populations through clustering and constructed a single-cell expression matrix to elucidate the developmental states of cells. By analyzing dynamic gene expression patterns, we inferred the differentiation trajectories of cells. We employed the CytoTRACE algorithm to quantitatively evaluate the developmental potential of individual cells (28, 29). Concurrently, we utilized CellChat to investigate cell-cell communication networks (30). By leveraging its integrated CellChatDB ligand-receptor interaction database, we systematically identified cell type-specific signaling patterns and characterized the dynamics of intercellular communication. This approach detected significantly overexpressed ligands and receptors within distinct cell populations, enabling the inference of enhanced intercellular signaling pathways.


To further investigate gastric cancer at single-cell resolution, we employed the SCENIC pipeline (31) for gene regulatory network inference and validated key gene expression patterns across different cell populations using dataset GSE183904. Our analytical workflow included: (1) stringent quality control by excluding cells with >25% mitochondrial gene content or extreme gene counts (<500 or >6000 genes); (2) data normalization using Seurat’s “NormalizeData” function with default parameters; (3) expression matrix standardization via “ScaleData”; and (4) dimensionality reduction through PCA was applied to the top 3,000 highly variable genes for dimensionality reduction, followed by t-SNE visualization (using 30 principal components) implemented with the “RunTSNE” function.






2.8 Processing and analysis of the spatial transcriptome data


To characterize the spatial gene expression architecture in gastric cancer, we analyzed spatial transcriptomics data (GSE251950) from GEO, comprising filtered feature-barcode matrices and corresponding spatial coordinates. The data processing pipeline included normalization and scaling using SCTransform (Seurat v4.0) (32), followed by dimensionality reduction via PCA (RunPCA) and t-SNE visualization (top 30 PCs) to reveal global expression patterns. We then performed clustering (resolution=0.5) to identify spatially coherent transcriptomic domains. For cellular resolution analysis, we implemented the Spacexr package (33) to deconvolute Visium spots, first creating reference profiles (create.RCTD) and then executing deconvolution (run.RCTD) in full mode to estimate the cellular composition of each spot, thereby enabling comprehensive mapping of cell type distributions within the tissue architecture.






2.9 RSF-driven prognostic model construction and assessment


First, univariate Cox regression analysis was performed to identify survival-associated genes based on gene expression levels. Subsequently, a RSF (34) model was constructed using the selected genes, and the importance of each gene was ranked according to its contribution to the model’s predictive performance. The model’s predictive performance was evaluated over time using the Concordance Index (C-index). As the ensemble of decision trees expanded, the model’s prediction error progressively diminished and ultimately reached a stable plateau, underscoring the model’s robustness and reliability. Key variables with significant impacts on survival prediction were further selected based on their importance scores. Patients were stratified into high-risk and low-risk groups based on the risk scores derived from the RSF model. This stratification was achieved using maximally selected rank statistics, which identified the optimal cutoff value to maximize the survival differences between the two groups. Kaplan-Meier analysis revealed significant survival disparity between these risk strata. The prognostic robustness of this classification was subsequently confirmed in an independent validation cohort, demonstrating consistent survival trends across datasets.






2.10 Chemotherapeutic response profiling


To evaluate differential drug sensitivity between risk groups, we analyzed 10 clinically-relevant gastric cancer therapeutics from the GDSC database (v2.0). Using the pRRophetic R package (35), we computed and compared half-maximal inhibitory concentrations (IC50) across risk strata, enabling systematic assessment of chemotherapy response patterns.






2.11 Immunohistochemical analysis and RT-qPCR validation


We validated the expression profiles of the four diagnostic and nine prognostic genes in gastric cancer (GC) using the Human Protein Atlas (HPA; https://www.proteinatlas.org/). Furthermore, RT-qPCR was employed to examine gene expression in clinical samples, which included five GC tissues and five matched adjacent non-tumor tissues. Total RNA was extracted with TRIzol reagent, and its purity and concentration were measured using a NanoPhotometer N50. cDNA was synthesized from the extracted RNA with the SweScript First Strand cDNA Synthesis Kit (Servicebio, China). Quantitative PCR was performed using the 2× Universal Blue SYBR Green qPCR Master Mix (Servicebio, China) in accordance with the manufacturer’s protocol. The 2−ΔΔCt method was applied to calculate relative gene expression levels, using GAPDH as the endogenous control. All primer sequences were synthesized by Tsingke (Beijing, China) and are listed in 
Supplementary Table 3
.







3 Results





3.1 Overlap analysis of genes profiled from bulk data


The PAN gene set was derived by integrating PAN genes from Reactome, AmiGO 2, and KEGG, with overlapping genes removed to obtain a non-redundant, high-confidence signature. Key apoptotic regulators included BAD, BIRC3, CASP8, CFLAR, E2F1, FOXO3, FOXO4, BCL2L1, BCL2, BBC3, AVEN, BCL6, JUN, HDAC9, IRF9, TFDP1, TNFRSF10A, TRAF2. pyroptosis-related genes were identified as CASP8, CARD8, GSDMA, GZMB, IFI27, IRGM, NFKBIA, NINJ1, OTULIN, PANX. Necroptosis-associated factors such as BIRC3, CASP8, CFLAR, NFKBIA, TNFRSF10A, TRAF2, BCL2, BCL2L1 and USP25 were also included. Moreover, several genes participated simultaneously in PAN, underscoring their critical role in PAN regulation (
Supplementary Table 2
).






3.2 Machine learning-based identification of molecular subgroups and predictive gene signatures in gastric cancer


We identified molecular subgroups by employing a voting-based scoring network that integrates five clustering algorithms—K-Means, GMM, CLARANS, Agglomerative Clustering, and K-Medoids—thereby enhancing the robustness and consistency of subtype classification. We independently identified three subtypes from five clustering algorithms, and the number of subtypes was determined by comprehensively referring to the cluster prediction silhouette score and previous research experience (
Figure 2
). Through comparative analysis with established clustering methodologies including Consensus Clustering, Agglomerative Clustering (CLARA), CLARANS, Gaussian Mixture Models (GMM), K-means clustering and K-Medoids clustering (PAM), our scoring network clustering algorithm demonstrated superior performance with the highest clustering score, confirming its effectiveness as a clustering approach (
Figure 2
).


[image: A graphic displaying silhouette plots for different clustering methods: Consensus Clustering, Agglomerative Clustering, CLARANS, GMM, K-means, K-Medoids, and Scoring Network Clustering. Each plot shows silhouette widths for three clusters, with varying average widths. A table compares the average silhouette widths, highlighting Scoring Network Clustering as having the highest average at 0.77.]
Figure 2 | 
The sample similarity of each subtype was assessed by calculating the Silhouette score and comparative analysis of clustering performance.




The heatmap displays gene expression profiles across samples, where rows correspond to genes and columns to individual samples. A blue-to-red color gradient indicates expression levels, with blue denoting low and red indicating high expression. The dendrogram on the left represents hierarchical clustering of samples based on gene expression, revealing distinct clusters potentially corresponding to different molecular subgroups (
Figure 3A
). The expression patterns and predictive efficiency of these genes were further evaluated in the training set. KDM5D showed significant upregulation in Subgroup 1 compared to both Subgroup 2 and Subgroup 3, whereas SLC16A4 was downregulated. Additionally, CFLAR expression was elevated in Subgroup 2 relative to Subgroup 3, while UACA exhibited downregulation (
Figure 3B
). Based on gene expression patterns, the t-SNE plot illustrates three distinct subgroups, with samples represented as colored dots (Subgroup 1: red, Subgroup 2: blue, Subgroup 3: orange). The clear separation among subgroups suggests distinct molecular characteristics (
Figure 3C
). Kaplan-Meier survival curves for the three subgroups over a 10-year period show differences in survival probabilities. Despite clear molecular distinctions between subgroups, Kaplan-Meier analysis demonstrated no statistically significant survival differences (
Figure 3D
). To identify robust prognosis biomarkers, we implemented a dual machine learning approach combining LASSO regression (
Figure 3E
) for feature selection and random forest analysis (
Figure 3F
) for non-linear feature importance assessment. Through intersection analysis of both algorithms, we identified eight consensus diagnostic genes (KDM5D, CFLAR, UACA, SLC16A4, IFIH1, PIK3CG, TNFSF13B and PDK4) that demonstrated consistent predictive value across both methodologies.


[image: Composite image with six panels analyzing gene and subgroup data. Panel A: Heatmap with hierarchical clustering of gene expression. Panel B: Scatter plots of log2 fold changes in different subgroups. Panel C: t-SNE plot visualizing subgroup distribution. Panel D: Kaplan-Meier curves showing survival probabilities over time for three subgroups. Panel E: Plot of mean squared error against log of lambda for variable selection. Panel F: Bar chart displaying gene importance scores, colored by magnitude.]
Figure 3 | 
Identification of three distinct subtypes and key clustering genes in DEGs. (A) Heatmap analysis of PAN-related gene clusters and their clinicopathological correlations (Stage I-II: early cancer, curable; Stage III: Locally advanced cancer; Stage IV: spread widely or metastasized). (B) Volcano plots for multiple groups were drawn to show the differentially expressed genes in tumor subtypes tissue, up is high expression, down is low expression. (C) t-SNE dimensionality reduction analysis. (D) Survival analysis of molecular clusters. (E) Cross-validation curve of MSE versus log(λ) in LASSO regression. Dashed lines indicate the λ with minimum MSE and the λ within one standard error. (F) The RF importance score of these different expression genes among three subtypes.








3.3 Classification module using multi-scale cross-attention




Figure 4A
 illustrates the expression profiles of feature genes across samples of different molecular subtypes. Within the heatmap, gene expression is displayed with genes on the y-axis and samples on the x-axis. The color coding reflects a variety of clinical and molecular characteristics, including survival status (alive or deceased), patient age, histological stage, sample grouping, and the expression levels of specific genes. The Receiver Operating Characteristic (ROC) curves in 
Figure 4B
 reveal the model’s excellent classification performance in distinguishing between different molecular subtypes, with the Area Under the Curve (AUC) values close to 1, indicating a high level of diagnostic accuracy. The accuracy rates (Train-Acc and Test-Acc) of different model variants on the training and testing datasets, respectively (
Supplementary Table 1
). These model variants are part of an ablation study conducted on the Multi-scale Cross-attention classification model. Ablation study is a model evaluation method that systematically removes or replaces certain parts of the model to understand the impact of these parts on the overall performance. The results from the ablation study indicate that the model combining CNN+BiLSTM performs the best on the test dataset, suggesting that considering both forward and backward sequence information along with convolutional feature extraction are key factors in enhancing the model’s performance within the Multi-scale Cross-attention classification model framework.


[image: Panel A shows a clustered heatmap of gene expression data with annotations for state, age, FIGO stage, and group. Panel B is a receiver operating characteristic (ROC) curve for different subtypes with AUC values of 0.93, 0.89, and 0.82. Panel C presents another ROC curve with AUC values of 0.88, 0.96, and 0.91. Panel D displays a survival probability plot over time for three subgroups, showing a p-value of 0.044. Panel E is a heatmap similar to Panel A but focused on different groupings.]
Figure 4 | 
Performance evaluation of the CNN+BiLSTM classification module with multi-scale cross-attention in gastric cancer, and its scalability in the TCGA-BRCA cohort. (A) Distribution of input sample features used for model training and evaluation in gastric cancer. (B) ROC Curves of the CNN+BiLSTM model with multi-scale cross-attention. (C) The receiver operating characteristic curves (ROCs) of CNN+ BiLSTM classifier. (D) Kaplan Meier plot of the three subgroups identified by the classifier. (E) Expression patterns of the 10-gene profile are displayed, with predicted subgroup labels (generated by the CNN+BiLSTM classifier) annotated in the upper bar.








3.4 Generalization of the CNN+BiLSTM classification model


To comprehensively evaluate the model’s performance, we further tested its generalizability on two independent external datasets. Receiver Operating Characteristic (ROC) curves for different subtypes demonstrated robust classification performance, with Area Under the Curve (AUC) values of 0.88, 0.96, and 0.93, respectively. These high AUC values indicate that the model effectively distinguishes among the subtypes (
Figure 4C
). Kaplan-Meier survival curves revealed significant differences in survival outcomes among the subtypes, suggesting that the model can accurately stratify patients based on prognosis (
Figure 4D
). A heatmap of the feature gene expression profiles across subtypes illustrated distinct molecular signatures for each group. These patterns facilitate the identification of subtype-specific feature genes and provide insights into the underlying biological heterogeneity (
Figure 4E
). Collectively, these results demonstrate that the model possesses strong classification capability across different breast cancer subtypes, can effectively distinguish prognostic differences, and identify relevant molecular features. These findings offer a valuable foundation for further investigations into the molecular mechanisms of breast cancer and the development of personalized therapeutic strategies.


The classification results of the model on the CESC dataset comprehensively demonstrate its generalization performance, as reflected by training and testing accuracy, loss curves, ROC curves, survival analysis, and feature gene expression heatmaps. The model exhibits strong performance in distinguishing between different subtypes and accurately identifying subtype-specific feature genes. However, Kaplan-Meier survival analysis reveals no statistically differences among the subtypes, indicating potential limitations of the model in prognostic prediction. Despite this, the findings provide important evidence for further exploration of the molecular mechanisms of cervical squamous cell carcinoma and support the development of personalized treatment strategies (
Supplementary Figure 1
).






3.5 Validation optimal genes in scRNA transcriptome and spatial transcriptome


To investigate the cellular context of candidate feature genes in gastric cancer, we analyzed their expression patterns using scRNA-seq data. The t-SNE plot (
Figure 5A
) revealed distinct clusters corresponding to various cell types within the tumor microenvironment, including epithelial and immune cell populations. As shown in the dot plot (
Figure 5B
), PDK4, UACA and CFLAR showed predominant expression in endothelial cells, while CFLAR and TNFSF13B were highly expressed in macrophages and monocytes. Notably, UACA and PDK4 demonstrated significant expression in immune cells (particularly T cells), suggesting potential immunomodulatory functions. In contrast, SLC16A4, IFIH1, PIK3CG and KDM5D exhibited relatively low and restricted expression patterns. Violin plots and t-SNE expression maps (
Figure 5C
) further validated these cell-type specific expression profiles, underscoring their potential roles in gastric cancer heterogeneity and immune microenvironment remodeling. The analysis reveals important insights into the cell-specific functions of candidate biomarkers, potentially guiding precision therapy development.


[image: Panel A displays a t-SNE plot showing cell types, including B cells, T cells, and macrophages, colored distinctly. Panel B is a dot plot illustrating expression levels and percent expressed for genes like PDK4 and CFLAR across cell types. Panel C includes violin plots and corresponding t-SNE plots for genes such as PDK4 and UACA across various cell types, highlighting expression levels.]
Figure 5 | 
Single-cell transcriptomic profiling of candidate feature genes in gastric cancer. (A) t-SNE visualization of major gastric tumor microenvironment cell types: epithelial cells, T cells, B cells, NK cells, monocytes, macrophages, endothelial cells, and tissue stem cells. (B) Feature gene expression patterns across cell types, showing PDK4, UACA, CFLAR, SLC16A4, TNFSF13B, IFIH1, PIK3CG and KDM5D. Dot size indicates expression prevalence; color gradient represents expression intensity. (C) Violin plots and t-SNE feature maps showing the expression distribution of each gene at the single-cell level, revealing distinct cell-type-specific expression patterns and potential functional roles in gastric cancer.




To characterize the spatial transcriptomic landscape of gastric cancer, we analyzed spatial transcriptomics data from gastric cancer samples (GSE251950, GEO database). Pathologist-validated annotations confirmed spatial correlations between programmed cell death and malignant tumor regions. Louvain clustering based on spatial transcriptomic profiles identified twelve distinct cellular clusters (
Figures 6A, B
). Integration with scRNA-seq data enabled deconvolution of seven clusters, revealing their cellular composition. Clusters 3, 5, 8 and 9 showed predominant localization in epithelial-rich regions, while macrophage-enriched clusters (0, 1, and 4) and other immune cell populations demonstrated distinct spatial distributions (
Figure 6C
). Expression mapping of the eight feature genes across major cell types revealed: macrophage and NK cells were primarily localized in cluster 7, with T cells concentrated in cluster 6 (
Figure 6C
). Genes including UACA and CFLAR exhibited elevated expression in epithelial cells, macrophages and endothelial cells, suggesting involvement in tumor-immune crosstalk. While SLC16A4 showed universally low expression, CFLAR demonstrated selective enrichment in T cells and NK cells. These spatially resolved expression patterns corroborated our scRNA-seq findings, further validating the cellular specificity and heterogeneity of the identified marker genes (
Figure 6D
, 
Supplementary Figure 2
).


[image: Composite image showing various analyses of cell data. Panel A displays a spatial map with cells colored by clusters. Panels B and C show t-SNE plots of cell types, marked in distinct colors. Panel D features violin plots representing expression levels of genes like PDK4, UACA, CFLAR, and others across different cell types such as endothelial cells, epithelial cells, and more.]
Figure 6 | 
Validation marker genes in spatial transcriptomics data. (A, B) t-SNE projection of spatially resolved spot clusters in a gastric cancer patient sample. (C) tSNE visualization of the main cell type for each spot. (D) The distribution of PDK4, UACA, CFLAR, SLC16A4, TNFSF13B, IFIH1, PIK3CG and KDM5D expression across different cells types.








3.6 Endothelial cell crosstalk and pseudotime trajectory analysis


To elucidate the biological functions of endothelial cells in intercellular communication, we examined the extent and intensity of their connections with other cell types. Our findings indicated that endothelial cells are prominently engaged in a higher frequency of interactions, especially with immune cells and tissue stem cells, suggesting potential cooperative roles in these cellular networks (
Figure 7A
). Further analysis of ligand–receptor interactions revealed that endothelial cells communicate with other cell populations through specific signaling pathways (
Figure 7B
). In terms of signal reception, immune T cells more frequently interacted with endothelial cells via defined ligand–receptor pairs. Moreover, signaling pathways associated with endothelial cell communication, such as APP, CXCL, PECAM1, ICAM and JAM were more active in endothelial cells. Among the incoming signals, CCL, VISFATIN, PECAM1, ESAM and NOTCH were more prominently expressed in endothelial cells (
Figure 7C
).


[image: Diagram showing cell communication analysis. Panel A includes network graphs of cell interactions and interaction strengths. Panel B presents a dot plot with p-values and communication probabilities for various genes. Panel C has heatmaps showing outgoing and incoming signaling patterns by cell type. Panel D displays pseudotime scatter plots with different cell states and types.]
Figure 7 | 
Analysis of endothelial cell communication and developmental trajectories. (A) Number and intensity of intercellular interactions between Endothelial_cells and other cell populations. (B) Bubble plot of ligand–receptor pairs from various cell types targeting Endothelial_cells. (C) Overview of signaling pathways mediating communication between Endothelial_cells and surrounding cell types. (D) Differentiation trajectory of Endothelial_cells, showing pseudotime progression and cluster distribution along the developmental timeline.




Trajectory analysis of endothelial cells differentiation using Monocle 2 (
Figure 7D
) demonstrated that endothelial cells followed a differentiation path progressing from bottom to top along the pseudotime axis. During the initial phases of development, cells expressing key genes were relatively rare, but their prevalence significantly increased as development progressed. CytoTRACE analysis further delineated the developmental trajectory and origin of endothelial cells, indicating that the majority of endothelial cells were situated at more advanced stages of development.






3.7 Characterization of the tumor microenvironment via signature gene profiling


To further investigate the therapeutic relevance, the expression profiles of immune checkpoint genes were examined among the three molecular subtypes. As illustrated in 
Figure 8A
, significant subtype-specific differences were observed in several immune checkpoint molecules, including HLA-DOA, HLA-A, KIR3DL3, BTN2A1, TNFRSF4, and HLA-DMB (P < 0.001); HLA-C, HLA-G, and HLA-B (P < 0.01); and CD70, ADORA2A, CD226, HLA-DQA1, and KIR2DS4 (P < 0.05). These results indicate that the molecular subtypes may differ in their immunoregulatory landscapes and potential responsiveness to immune checkpoint blockade, providing a rationale for subtype-specific immunotherapeutic strategies.


[image: Box plots display gene expression and immune cell score comparisons across three subgroups. Panel A shows expression levels of specific genes; Panel B displays scores for various immune cells. Panel C outlines ESTIMATE tumor purity and immune scores. Panel D highlights immune lineage scores; Panel E details scores for immune cell types. Panel F presents scores for assorted cell types. Subgroup differences are indicated with statistical significance markers.]
Figure 8 | 
Tumor microenvironmental landscapes across the three molecular subtypes. (A) Comparative analysis of immune checkpoint gene expression across subtypes. (B) Immune cell composition inferred by quanTIseq: boxplots and heatmaps illustrating subtype-specific abundance patterns. (C) The ESTIMATE algorithm was employed to calculate tumor purity and stromal/immune infiltration scores. (D) Immune infiltration profiles derived from MCPcounter: boxplots comparing immune cell subsets between subtypes. (E) ssGSEA-based analysis of immune-related signatures across molecular subtypes. (F) xCell-derived immune cell abundance comparisons among the three subtypes. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.




To comprehensively characterize the tumor immune microenvironment, we integrated multiple deconvolution approaches—quanTIseq, ESTIMATE, MCPcounter, ssGSEA, xCell, and CIBERSORTx—to evaluate immune infiltration and functional immune signatures. The quanTIseq method identified significant differences in infiltration levels for seven major immune cell subsets: B cells, Macrophages, NK cells, Tregs, Neutrophils and Dendritic cells (
Figure 8B
). Using the ESTIMATE algorithm, we assessed immune infiltration (stromal score, immune score, and ESTIMATE score) and tumor purity. Subgroup 1 and Subgroup 2, Subgroup 2 and Subgroup 3 significant differences in stromal or immune cell components were found between the two subgroups, indicating comparable tumor purity (
Figure 8C
). Subgroup 1 had lower immune cell infiltration levels compared to Subgroup 3, suggesting a little differences immune response. MCPcounter analysis demonstrated distinct immune infiltration profiles across subgroups. 
Figure 8D
 displayed highly significant differences among three subtypes (“P”<0.0001). Using ssGSEA, 16 types of infiltrating immune cells were evaluated. All listed cell types exhibited significant differences, indicating marked variations in their respective scores among the three subgroups. These findings further suggest substantial differences in the biological characteristics or functional states of these cell types across the subgroups, which may reflect distinct underlying biological processes or disease-associated states (
Figure 8E
). Using xCell, significant differences in infiltration scores were found for multiple cell types, including Epithelial cells, immature Dendritic cells (iDCs), and Megakaryocyte-Erythroid Progenitor cells (MEPs) exhibit the highest scores, whereas Activated Dendritic cells (aDCs), Fibroblasts, and Class-switched Memory B cells show the lowest in Subgroup 2. In contrast, Subgroup 3 is characterized by elevated scores in Astrocytes, Chondrocytes, Hematopoietic Stem Cells (HSCs), and Pericytes (
Figure 8F
). Across all analyses, immune infiltration levels were significantly different between the two molecular subtypes, with Subgroup 2 generally exhibiting higher immune cell infiltration.


The analysis indicates that TME plays a crucial part in influencing heterogeneous immune response and potentially guiding personalized immunotherapy strategies in gastric cancer.






3.8 Genomic mutation profiling


The efficacy of immunotherapy is influenced by multiple factors, including the infiltration patterns of immune cells in the TME and the mutational landscape of tumors. We hypothesized that the distinct molecular subtypes may exhibit differential tumor progression patterns and varied responses to immunotherapy. Since somatic mutations can generate neoantigens that enhance tumor-specific immune recognition, they represent promising targets for personalized immunotherapeutic strategies  (36). To explore this, we analyzed the somatic mutation profiles in gastric cancer patients to identify potential neoantigen sources. 
Figures 9A-C
 illustrates the top 30 genes exhibiting the most frequent mutations across the cohorts. Among them, ACVR2A, PLEC, ARID1A, ZFHX4, FAT3, and LRP1B showed significantly higher mutation frequencies in Subgroups 1 and 3. Notably, OBSCN mutations were exclusive to Subgroup 1. The mutation rate of KMT2D exhibited a decreasing trend from Subgroup 1 to 3 to 2, while the remaining genes displayed no statistically significant differences. Additionally, differentially mutated genes (DMGs) were enriched in Subgroups 1 and 3, indicating a cumulative impact of low-frequency variants, which may contribute to subtype-specific immunogenicity.


[image: Charts and plots analyzing genetic alterations across samples. Panels A, B, and C display mutation types including missense, nonsense, and others, with respective percentages for multiple genes. Panels D, E, and F show CNV frequency with gains and losses, highlighted in red and blue. Circular plots at the bottom depict genomic alterations across chromosomes.]
Figure 9 | 
Landscape of single nucleotide variations (SNV) and CNV variation frequencies in three different groups. (A-C) The mutation frequency of top 30 genes, mutant spectrum characteristics and TMB distribution in three subgroups, respectively. (D-F) The CNV variation frequency of top 30 genes and the location on 23 chromosomes in subgroup 1, 2 and 3, respectively.




Among the three subtypes, genes such as PTK2, BCL2L11, and E2F1 exhibited high frequencies of copy number variations (CNVs). Notably, Subtype 1 showed elevated mutation frequencies on chromosomes 8 and 20, with copy number gains appearing to be more common than losses. Differences were observed in the distribution and frequency of CNV gains and losses among the subtypes. For instance, Subtype 2 was characterized by a unique alteration in NINJ1, along with increased frequencies of copy number losses in PPP3C, TNFRSF10A, and ERP44. In Subtype 3, the distinct alteration involved HTRA1, accompanied by elevated frequencies of copy number losses in PPP3C, TNFRSF10A, and DFFB. These differences may reflect the molecular characteristics of each subtype and provide insights into potential therapeutic targets (
Figures 9D-F
).






3.9 Immunohistochemical analysis and RT-qPCR validation diagnosis marker genes


We utilized immunohistochemical images sourced from the Human Protein Atlas database (HPA) to evaluate the protein expression levels of the four aforementioned marker genes. Our analysis compared protein expression in normal tissues and GC tissues to identify potential differences (
Figure 10
). The findings revealed that CFLAR and PDK4 exhibited significantly elevated protein expression in OC tissues compared to normal GC tissues (
Figure 10A
). However, PDK4 and UACA have low expression levels in GC tissues. TNFSF13B demonstrated expression with moderate staining intensity in GC tissues, whereas in normal gastric tissues, it exhibited lower levels of staining. In addition to UACA, the data study of the TCGA cohort found that it was consistent with the immunohistochemical trend (
Figure 10B
). Additionally, we assessed the expression levels of these genes in gastric cancer (GC) versus adjacent noncancerous tissues using RT-qPCR (
Figure 10C
). The results were consistent with the HPA database, showing that CFLAR and TNFSF13B were upregulated in GC tissues, whereas PDK4 was downregulated. In contrast, the expression of UACA showed no significant difference between GC and adjacent tissues, which was inconsistent with the Immunohistochemical results. This discrepancy may be attributed to the relatively small sample size in the Immunohistochemical results underscoring the need for further validation studies to confirm these observations.


[image: Panel A displays immunohistochemical staining of PDK4, CFLAR, UACA, and TNFSF13B in normal and tumor tissues. Panel B shows expression level box plots, illustrating significant differences between normal and tumor samples, with P-values indicated by asterisks. Panel C presents bar graphs of relative expression levels to GAPDH between control and experimental groups, with significance annotated by asterisks.]
Figure 10 | 
Immunohistochemical analysis of the HPA database and expression validation of marker genes. (A) Immunohistochemical staining of PDK4, CFLAR, UACA, and TNFSF13B in normal gastric tissues and gastric cancer (GC) tissues. (B) mRNA expression levels of the indicated genes in the TCGA-STAD dataset. (C) Validation of their expression by RT-qPCR. ns, not significant; *P< 0.05; ***P< 0.001.








3.10 Establishment and verification of a PAN gene-based prognostic model


To develop a prognostic model incorporating PAN-related genes, we employed Cox regression analysis coupled with Random Survival Forest to optimize the selection of prognostic differentially expressed genes in gastric cancer. Univariate Cox regression identified genes significantly associated with overall survival (P < 0.05, HR ≠ 1), as shown in 
Figure 11A
. Subsequently, RSF analysis ranked the top 15 survival-associated genes according to their importance scores, with higher values reflecting a greater contribution to predictive performance (
Figure 11B
). 
Figure 11C
 illustrates the time-dependent predictive accuracy of the RSF model, which maintained a high and stable concordance index (C-index), indicating strong prognostic capability. With increasing numbers of decision trees, we observed a consistent reduction in error rate that eventually reached a stable plateau (
Figure 11D
), demonstrating its robustness and stability. Among the top-ranked genes, PDK4, IFH1, DFFB, HDAC9, GZMB, PSMB6, HTRA1, PSMB5, and BACH2 emerged as key contributors to survival prediction (
Figure 11E
), and were selected for further model construction and validation. f (t ∣ x) = f
0(t) × exp (coef
1 gene 1 +coef
2 gene 2 + ⋯+coef
9 gene 9), where f (t ∣ x) represents the risk function at time t, conditioned on the covariates x; f0(t) is the baseline risk function; coef

n
 is the coefficient of each predictive variable factor; and gene
n is the gene affecting survival.


[image: A composite image showing various statistical graphs and plots related to hazard ratios and variable importance in a study. Panel A displays a forest plot with hazard ratios and p-values, illustrating factors affecting risk. Panels B and E present bar charts of variable importance. Panel C includes a line graph of concordance index over time. Panel D depicts error rates against the number of trees. Panels F and G show ROC curves and survival probability plots, with different colors representing risk levels. Panel H consists of a density plot and standardized log-rank statistic plot with a cutpoint score.]
Figure 11 | 
Construction and evaluation of the prognostic model based on the RSF algorithm. (A) Univariate Cox regression analysis identified survival-associated genes based on expression levels. (B) Gene importance ranking derived from the RSF model, with higher scores indicating greater contributions to predictive performance. (C) Time-dependent C-index evaluation of model performance. (D) The error rate of the RSF model decreased and eventually stabilized with an increasing number of decision trees, indicating strong model robustness and stability. (E) Top-ranked genes were identified as key variables with significant impacts on survival prediction. (F) In the training set, Kaplan-Meier analysis revealed significantly worse survival in high- versus low-risk patients. (G) Consistent survival trends were observed between risk groups in the validation cohort. (H) Risk score distribution clearly distinguished between high-risk and low-risk samples. (I) Optimal risk cutoff (50.61) derived from maximally selected rank statistics, maximizing intergroup survival difference.




Our prognostic model achieved outstanding discrimination (AUCs: 0.966-0.992 across 1–5 years) and effectively stratified patients into clinically distinct risk groups. Both primary and validation cohorts showed significantly reduced survival in high-risk patients (
Figures 11F, G
). The optimal risk cutoff (50.61) maximized survival separation between groups (
Figures 11H, I
), confirming robust predictive performance.






3.11 Drug sensitivity prediction


To evaluate the clinical utility of our PAN-based model, we analyzed IC50 values of common anticancer drugs in gastric cancer samples. Eight drugs showed differential sensitivity between the higher and lower PAN scoring groups (
Figure 12
). The high-PANscore group exhibited greater sensitivity to AKT inhibitor VIII, Dasatinib, and Lapatinib (lower IC50), while demonstrating potential resistance to Gefitinib, Imatinib, Paclitaxel, Etoposide, and Rapamycin (higher IC50). These results suggest our model may guide personalized therapy selection in gastric cancer patients.


[image: Dot plots comparing drug sensitivity (IC50) between high and low risk groups across various drugs: AKT inhibitor VIII, Gefitinib, Dasatinib, Imatinib, Lapatinib, Paclitaxel, Erlotinib, and Rapamycin. High risk is marked in red and low risk in blue. Significant differences, marked by asterisks, are observed in most drugs.]
Figure 12 | 
Drug sensitivity stratification in gastric cancer. *P< 0.05; ***P< 0.001.








3.12 Protein expression and RT-qPCR detection of prognostic signatures


Analysis of HPA and TCGA-STAD data revealed differential expression patterns of IFIH1, DFFB, PSMB6, PSMB5, and BACH2. Specifically, DFFB and PSMB6 exhibited significantly higher expression in control samples, whereas GLP1R was upregulated in HCC tissues (
Figures 13A, B
). No significant differences were observed in HDAC9 and BACH2 expression levels between groups (
Figures 13A, B
). RT-qPCR validation confirmed these findings, demonstrating significant differences in gene expression between gastric cancer (GC) and control samples, consistent with the HPA and TCGA-STAD datasets (
Figure 13C
). However, HDAC9 and PSMB6 did not reach statistical significance (P > 0.05), which may be attributed to limited sample size.


[image: Panel A shows immunohistochemistry images comparing protein expression in normal versus tumor tissues for eight proteins: IFIH1, DFFB, HDAC9, GZMB, PSMB6, HTRA1, PSMB5, and BACH2. Panel B presents box plots and scatter plots illustrating the expression levels of these proteins in normal and tumor samples, with statistical significance indicated by asterisks. Panel C contains bar graphs comparing the relative expression levels, normalized to GAPDH, between control and gastric cancer groups, showing statistical significance where relevant with asterisks.]
Figure 13 | 
Immunohistochemical analysis of the HPA database and expression validation of prognostic genes. (A) Immunohistochemical staining of IFIH1, DFFB, HDAC9, GZMB, PSMB6, HTRA1, PSMB5, and BACH2 in normal gastric tissues and gastric cancer (GC) tissues. (B) Expression levels of these genes in the TCGA-STAD dataset. (C) Validation of their expression by RT-qPCR. ns, not significant; *P< 0.05; ***P< 0.001.









4 Conclusions and discussion


In this study, we systematically investigated the interplay among three programmed cell death pathways to define a PAN-related molecular landscape in gastric cancer. While the three molecular subtypes defined by these genes did not show statistically significant differences in overall survival (
Figure 3D
), this finding is itself insightful. It highlights that the primary value of this molecular subtyping lies not in direct prognosis prediction, but in its power to resolve the profound heterogeneity of gastric cancer. These subtypes exhibited starkly distinct tumor microenvironment (TME) profiles, genomic alteration patterns, and predicted drug sensitivities (as shown in 
Figures 8
, 
9
). This stratification provided the essential biological context to identify the key genes and mechanisms that drive aggressive disease within this heterogeneous landscape. In other words, the subtyping uncovered the “source of heterogeneity”, which we then leveraged to build a refined and highly predictive tool.


The experimental validation of our computational findings, particularly the consistent upregulation of CFLAR and downregulation of PDK4 in gastric cancer tissues, provides a solid foundation for proposing their mechanistic roles (15). CFLAR (c-FLIP) is a critical anti-apoptotic regulator that competes with caspase-8 for binding to FADD, thereby inhibiting the extrinsic apoptosis pathway. Its significant overexpression in our GC cohorts suggests a potent mechanism by which tumor cells may evade this form of cell death. Intriguingly, CFLAR has also been implicated in modulating necroptosis. We hypothesize that in GC, CFLAR overexpression creates a cell death “rheostat,” preferentially shutting down apoptosis and potentially diverting cell fate towards other PAN modalities, thereby contributing to tumor survival and therapeutic resistance.


Conversely, the downregulation of PDK4 points to a profound metabolic reprogramming. PDK4 phosphorylates and inactivates the pyruvate dehydrogenase complex (PDH), thereby preventing the entry of pyruvate into the mitochondrial TCA cycle. Its suppression in GC suggests a shift towards enhanced mitochondrial oxidative phosphorylation. Since efficient mitochondrial function is linked to the generation of reactive oxygen species (ROS) and other signals that can trigger pyroptosis, we speculate that PDK4 downregulation may be an adaptive mechanism to reduce mitochondrial stress and avoid this inflammatory form of cell death (5, 9). This would allow the tumor to grow without eliciting a robust immune response, aligning with the immune-evasive phenotypes we observed in high-risk groups.


Building on these mechanistic insights from individual genes, we integrated them into the PANscore. The model’s outstanding prognostic accuracy (5-year AUC of 0.992) demonstrates that the collective derangement of these interconnected cell death and metabolic pathways is a powerful determinant of patient outcomes. The PANscore, therefore, moves beyond simple subtype classification to quantify a tumor’s functional state of “PAN resistance.” This state is characterized not by the absence of immune cells, but by an inability to effectively execute immunogenic cell death, leading to an inflamed yet immunosuppressed TME, as our data show (11, 12, 37). This aligns with emerging evidence that machine learning can capture such latent biological variation in high-dimensional transcriptomic data (17).


This mechanistic framework directly informs the therapeutic vulnerabilities we identified. The efficacy of AKT inhibitors in high-PANscore patients may lie in AKT’s known role in regulating both metabolism and cell survival, potentially forcing a lethal rewiring in these already dysregulated tumors (1). Similarly, the potential resistance to Gefitinib could be explained by the robust anti-apoptotic shield provided by high CFLAR and other PANscore components, underscoring the need for combination therapies that co-target these resistance mechanisms. Our drug sensitivity analysis thus supports the development of stratified therapeutic approaches based on this quantitative risk assessment (1, 44).


Our study provides a robust multi-omics landscape of PAN in GC, which directly points to the testable mechanistic hypotheses outlined above (2, 7, 10). The key limitation is the lack of functional validation for these hypotheses. Specifically, future work must experimentally determine whether CFLAR indeed functions as the proposed rheostat controlling the apoptosis-necroptosis switch in GC cells, and whether restoring PDK4 expression can sensitize tumors to pyroptosis-inducing therapies. Employing genetic perturbations in vitro and in vivo will be crucial to establish causality within the PAN network and to translate our computational insights into targeted therapeutic strategies (3, 4, 6).









Data availability statement


The original contributions presented in the study are included in the article/
Supplementary Material
. Further inquiries can be directed to the corresponding author.







Ethics statement


The studies involving humans were approved by The Medical Ethics Committee of The Second Hospital of Lanzhou University. The studies were conducted in accordance with the local legislation and institutional requirements. The participants provided their written informed consent to participate in this study.







Author contributions


QJ: Conceptualization, Data curation, Formal Analysis, Funding acquisition, Investigation, Methodology, Project administration, Resources, Software, Supervision, Validation, Visualization, Writing – original draft, Writing – review & editing. ZC: Conceptualization, Writing – original draft, Writing – review & editing. KC: Software, Validation, Visualization, Writing – original draft. NJ: Validation, Visualization, Writing – original draft. GC: Validation, Visualization, Writing – original draft. YL: Conceptualization, Project administration, Writing – review & editing.







Funding


The author(s) declare that financial support was received for the research and/or publication of this article. This work was funded by the Science and Technology Project of Gansu (24JRRA388), the Key Research and Development Program of Gansu Provincial Science and Technology Plan (25YFWA031). Additional support was provided by the Cuiying Scientific and Technological Innovation Program of Lanzhou University Second Hospital (CY2017-QN19), as well as the Cuiying Scientific Training Program for Undergraduates of The Second Hospital & Clinical Medical School, Lanzhou University (CYXZ2024-32).






Acknowledgments


The authors would like to thank the participants.







Conflict of interest


The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.







Generative AI statement


The author(s) declare that no Generative AI was used in the creation of this manuscript.


Any alternative text (alt text) provided alongside figures in this article has been generated by Frontiers with the support of artificial intelligence and reasonable efforts have been made to ensure accuracy, including review by the authors wherever possible. If you identify any issues, please contact us.







Supplementary material


The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fimmu.2025.1690200/full#supplementary-material







References

	

 Bray F, Ferlay J, Soerjomataram I, Siegel RL, Torre LA, Jemal A. Global cancer statistics 2018: globocan estimates of inci dence and mortality worldwide for 36 cancers in 185 countries. CA Cancer J Clin. (2018) 68:394–424. doi: 10.3322/caac.21492, PMID: 30207593



	

 Cao W, Chen HD, Yu YW, Li N, Chen WQ. Changing profiles of cancer burden worldwide and in China: a secondary analysis of the global cancer statistics 2020. Chin Med J (Engl). (2021) 134:783–91. doi: 10.1097/CM9.0000000000001474, PMID: 33734139



	

 Menon G, El-Nakeep S, Babiker HM. Gastric cancer. In: StatPearls. StatPearls Publishing, Treasure Island (FL (2024).



	

 Brackman LC, Jung MS, Green EH, Joshi N, Revetta FL, McClain MS, et al. IL-17 signaling protects against Helicobacter pylori-induced gastric cancer. Gut Microbes. (2024) 16:2430421. doi: 10.1080/19490976.2024.2430421, PMID: 39588838



	

 Shi T, Zhang Y, Wang Y, Song X, Wang H, Zhou X, et al. DKK1 promotes tumor immune evasion and impedes anti-PD-1 treatment by inducing immunosuppressive macrophages in gastric cancer. Cancer Immunol Res. (2022) 10:1506–24. doi: 10.1158/2326-6066.CIR-22-0218, PMID: 36206576



	

 Sun C, Wang A, Zhou Y, Chen P, Wang X, Huang J, et al. Spatially resolved multi-omics highlights cell-specific metabolic remodeling and interactions in gastric cancer. Nat Commun. (2023) 14:2692. doi: 10.1038/s41467-023-38360-5, PMID: 37164975



	

 Liu J, Hong M, Li Y, Chen D, Wu Y, Hu Y. Programmed cell death tunes tumor immunity. Front Immunol. (2022) 13:847345. doi: 10.3389/fimmu.2022.847345, PMID: 35432318



	

 Fedele P, Santoro AN, Pini F, Pellegrino M, Polito G, De Luca MC, et al. Immunonutrition, metabolism, and programmed cell death in lung cancer: translating bench to bedside. Biol (Basel). (2024) 13:409. doi: 10.3390/biology13060409, PMID: 38927289



	

 Loveless R, Bloomquist R, Teng Y. Pyroptosis at the forefront of anticancer immunity. J Exp Clin Cancer Res. (2021) 40:264. doi: 10.1186/s13046-021-02065-8, PMID: 34429144



	

 Gao J, Xiong A, Liu J, Li X, Wang J, Zhang L, et al. PANoptosis: bridging apoptosis, pyroptosis, and necroptosis in cancer progression and treatment. Cancer Gene Ther. (2024) 31:970–83. doi: 10.1038/s41417-024-00765-9, PMID: 38553639



	

 Hänggi K, Ruffell B. Cell death, therapeutics, and the immune response in cancer. Trends Cancer. (2023) 9:381–96. doi: 10.1016/j.trecan.2023.02.001, PMID: 36841748



	

 Franzese O, Ancona P, Bianchi N, Aguiari G. Apoptosis, a metabolic “Head-to-head” between tumor and T cells: implications for immunotherapy. Cells. (2024) 13:924. doi: 10.3390/cells13110924, PMID: 38891056



	

 Gao L, Shay C, Teng Y. Cell death shapes cancer immunity: spotlighting PANoptosis. J Exp Clin Cancer Res. (2024) 43:168. doi: 10.1186/s13046-024-03089-6, PMID: 38877579



	

 Wang JB, Gao YX, Ye YH, Zheng QL, Luo HY, Wang SH, et al. Comprehensive multi-omics analysis of proptosis for optimizing neoadjuvant immunotherapy in patients with gastric cancer. Theranostics. (2024) 14:2915–33. doi: 10.7150/thno.93124, PMID: 38773976



	

 Tsubosaka A, Komura D, Kakiuchi M, Katoh H, Onoyama T, Yamamoto A, et al. Stomach encyclopedia: Combined single-cell and spatial transcriptomics reveal cell diversity and homeostatic regulation of human stomach. Cell Rep. (2023) 42:113236. doi: 10.1016/j.celrep.2023.113236, PMID: 37819756



	

 Matsuoka T, Yashiro M. Bioinformatics analysis and validation of potential markers associated with prediction and prognosis of gastric cancer. Int J Mol Sci. (2024) 25:5880. doi: 10.3390/ijms25115880, PMID: 38892067



	

 Yao M, Miao L, Wang X, Han Y. Targeting programmed cell death pathways in gastric cancer: a focus on pyroptosis, apoptosis, necroptosis and PANoptosis. Gene. (2025) 960:149546. doi: 10.1016/j.gene.2025.149546, PMID: 40334955



	

 Hänzelmann S, Castelo R, Guinney J. GSVA: gene set variation analysis for microarray and RNA-seq data. BMC Bioinf. (2013) 14:7. doi: 10.1186/1471-2105-14-7, PMID: 23323831



	

 Hu J, Szymczak S. A review on longitudinal data analysis with random forest. Brief Bioinform. (2023) 24:bbad002. doi: 10.1093/bib/bbad002, PMID: 36653905



	

 Mayakonda A, Lin DC, Assenov Y, Plass C, Koeffler HP. Maftools: efficient and comprehensive analysis of somatic variants in cancer. Genome Res. (2018) 28:1747–56. doi: 10.1101/gr.239244.118, PMID: 30341162



	

 Finotello F, Mayer C, Plattner C, Laschober G, Rieder D, Hackl H, et al. Molecular and pharmacological modulators of the tumor immune contexture revealed by deconvolution of RNA-seq data. Genome Med. (2019) 11:34. doi: 10.1186/s13073-019-0638-6, PMID: 31126321



	

 Cai X, Yuan F, Zhu J, Yang J, Tang C, Cong Z, et al. Glioma-associated stromal cells stimulate glioma Malignancy by regulating the tumor immune microenvironment. Front Oncol. (2021) 11:672928. doi: 10.3389/fonc.2021.672928, PMID: 33996602



	

 Yuan C, Yuan M, Chen M, Ouyang J, Tan W, Dai F, et al. Prognostic implication of a novel metabolism-related gene signature in hepatocellular carcinoma. Front Oncol. (2021) 11:666199. doi: 10.3389/fonc.2021.666199, PMID: 34150630



	

 Yoshihara K, Shahmoradgoli M, Martínez E, Vegesna R, Torres-Garcia W, et al. Inferring tumour purity and stromal and immune cell admixture from expression data. Nat Commun. (2013) 4:2612. doi: 10.1038/ncomms3612, PMID: 24113773



	

 Geeleher P, Cox N, Huang RS. pRRophetic: an R package for prediction of clinical chemotherapeutic response from tumor gene expression levels. PloS One. (2014) 9:e107468. doi: 10.1371/journal.pone.0107468, PMID: 25229481



	

 Kuang Z, Li X, Liu R, Chen S, Tu J. Comprehensive characterization of cachexia-inducing factors in diffuse large B-cell lymphoma reveals a molecular subtype and a prognosis-related signature. Front Cell Dev Biol. (2021) 9:648856. doi: 10.3389/fcell.2021.648856, PMID: 34079795



	

 Sharma A, Seow JJW, Dutertre CA, Pai R, Blériot C, Mishra A, et al. Onco-fetal reprogramming of endothelial cells drives immunosuppressive macrophages in hepatocellular carcinoma. Cell. (2020) 183:377–94 e21. doi: 10.1016/j.cell.2020.08.040, PMID: 32976798



	

 Patel AP, Tirosh I, Trombetta JJ, Shalek AK, Gillespie SM, Wakimoto H, et al. Single-cell RNA-seq highlights intratumoral heterogeneity in primary glioblastoma. Science. (2014) 344:1396–401. doi: 10.1126/science.1254257, PMID: 24925914



	

 Gulati GS, Sikandar SS, Wesche DJ, Manjunath A, Bharadwaj A, Berger MJ, et al. Single-cell transcriptional diversity is a hallmark of developmental potential. Science. (2020) 367:405–11. doi: 10.1126/science.aax0249, PMID: 31974247



	

 Jin S, Guerrero-Juarez CF, Zhang L, Chang I, Ramos R, Kuan CH, et al. Inference and analysis of cell-cell communication using CellChat. Nat Commun. (2021) 12:1088. doi: 10.1038/s41467-021-21246-9, PMID: 33597522



	

 Aibar S, González-Blas CB, Moerman T, Huynh-Thu VA, Imrichova H, Hulselmans G, et al. SCENIC: single-cell regulatory network inference and clustering. Nat Methods. (2017) 14:1083–6. doi: 10.1038/nmeth.4463, PMID: 28991892



	

 Hao Y, Hao S, Andersen-Nissen E, Mauck WM III, Zheng S, Butler A, et al. Integrated analysis of multimodal single-cell data. Cell. (2021) 184:3573–3587.e29. doi: 10.1016/j.cell.2021.04.048, PMID: 34062119



	

 Cable DM, Murray E, Zou LS, Goeva A, Macosko EZ, Chen F, et al. Robust decomposition of cell type mixtures in spatial transcriptomics. Nat Biotechnol. (2022) 40:517–26. doi: 10.1038/s41587-021-00830-w, PMID: 33603203



	

 Ishwaran H, Kogalur UB, Chen X, Minn AJ. Random survival forests for high‐dimensional data. Stat Anal Data Min ASA Data Sci J. (2011) 4:115–132. doi: 10.1002/sam.10103




	

 Geeleher P, Cox NJ, Huang RS. Clinical drug response can be predicted using baseline gene expression levels and in vitro drug sensitivity in cell lines. Genome Biol. (2014) 15:R47. doi: 10.1186/gb-2014-15-3-r47, PMID: 24580837



	

 Xie N, Gao T, Zhang Y, Gong B. Neoantigens: promising targets for cancer therapy. Signal Transduct Target Ther. (2023) 8:9. doi: 10.1038/s41392-022-01270-x, PMID: 36604431



	

 Yu Y, You Y, Duan Y, Kang M, Zhou B, Yang J, et al. Multiomics approaches for identifying the PAN signature and prognostic model via a multimachine-learning computational framework for intrahepatic cholangiocarcinoma. Hepatology. (2025). doi: 10.1097/HEP.0000000000001352, PMID: 40233411











Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.




Copyright © 2025 Jin, Chang, Chen, Jiang, Chen and Lu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.



OEBPS/Images/fimmu-16-1690200-g003.jpg





OEBPS/Images/fimmu-16-1690200-g008.jpg
A & Subgroupl & Subgroup2 = Subgroupd B & Subgroupl £ Subgroup2 = Subgroupd.

il

‘;j;',;:ﬁ;ﬁ’ww S S

3 2
i 8
g @
& e H
B H £
H ' H
£ g g
2 H H
B g
S SHGURZ SRR St Smn? SWOOR)  Susgoun] Subgou? S Subroup Subond, g
D = Subgroupt &1 Subgroup2 = Subgroup E & Subgrovp! €1 Subgroup2 = Subgroups
T

= i ! ,:i 3

- . 5 il . il

o %ﬁ@g:&m o W EEUR.., .l ﬁ..;g*um..&zmm..!n’m%ﬁ..‘lu :
P G P P S A S SNBSS E R
R o






OEBPS/Images/fimmu-16-1690200-g005.jpg
Feature gene

RIS «ﬁ:fy afw&- o PSS SEIILES S
y £ é‘a@f"” i ﬁgﬁﬁ p

y&” «*”f' S

PP ?ff s Jzﬁ’f fd"o” el
&,ggf ﬁf jg’f






OEBPS/Images/fimmu-16-1690200-g001.jpg
A A Robust Integrative Framework for Gastric Cancer Sublype Stratification via Scoring-Driven Clustering and Mult-Domain Feature Integration

Data Resources ;—v ‘Omics. {
“4 Bulk RNA-seq.
cBioPortal Mutation
sonvren
TCGA ‘Spatial transcriptomic
GEO 7] Patient Health
=] Camenenes
R e Svart Sunna
19 | Orug Sensitivity
[CHniCal Tricls =~ Immune Checkpoint Patient Risk Stratification
B Pseudo-label generation Module using Scoring Mechanism cchnmulhn Module using Multi-scale Cross-attention
Kt
§
H 3 Bl
S -l s — 3 o e
T cEnll]
Yooy i
o ;






OEBPS/Images/fimmu.2025.1690200_cover.jpg
& frontiers | Frontiers in Immunology

Deep learning and multi-omics reveal
programmed cell death-associated
diagnostic signatures and prognostic
biomarkers in gastric cancer





OEBPS/Images/fimmu-16-1690200-g006.jpg
15!
[+, 1oy,
~ 05

00

o
1SNE_1

© Endothelol_cols © I cels ® NK_cetl &‘y‘,",v joy "'J’o"&’
mmamREE f& ' .y" .»o"”

2,
= ."S@f“%

PIKGCG KDMSD
¥ ¢ 5l E

18
10
05
00

&"J’ "&f&’&’
S fsf s

o«






OEBPS/Images/crossmark.jpg
©

2

i

|





OEBPS/Images/fimmu-16-1690200-g012.jpg
@ Llow

@ High

Risk group

Low

(0500 Aniisuss quiews

Low

High

128
26
124
12
20
e

(050Munwsuss quigeo

g - -

Low

High

§ 5§ 9
[ ——

-230)

Low

High

Low

High

High

Low

High





OEBPS/Images/fimmu-16-1690200-g009.jpg
R Atteredin 119 (91.54%) of 130 samples Altered in 103 (99.04%) of 104 samples  * _ Altered in 121 (33.08%) of 130 samples
s sy

Lol =

i
ur
i
f
i i
e
f i E
s % Frame_Shins =
I
7
=
- B
el

GTCATCHGeOHAY T T






OEBPS/Images/fimmu-16-1690200-g010.jpg
&c

Tumor ctrl

Normal

Tumor

Normal

3

HAdVO O

10A0] oEIRY

2 3
HAdVO 0}
Ione] onneleY

1.

HadvO
lone anneloy

s 8=s33
HQOdVO o
[oAe] anRieY

]

—

i

g o

uorssoidxa

i

uossoidey

CFLAR

- §

H

uoissaidxa

uAcA

-8 8 -

uorssaudx

2
8
b
g
3
z






OEBPS/Images/fimmu-16-1690200-g004.jpg
Tu

MI Il Iﬂ

Nl[h ‘ | o

of peoou

e Wt B s

02 P — Subtypes 1 (area = 093)
L — Subiypes 2 orea = 0.89)
P — Subtypes 3 area = 0.82)
00
00 02 04 05 08 To
FalsePositive Rate:
E

- |||‘ “\ mmwl e

e

[l nm
2 eraermms I

Time (Yoars)

il -





OEBPS/Images/logo.jpg
, frontiers | Frontiers in Immunology





OEBPS/Images/fimmu-16-1690200-g002.jpg
ConssssusChestering sihoustts

SIS CRRPING SR S AN Ao

G sitioaeds;

Tiow
e

Saciato i,
Averago sihovotlo widh: 0.74

Saciatoicis,

Average sihouato width : 0.68

Sivouer widh s,

Avorage sihouato widh : 0.62

St it

Avorage siouetto widh ¢ 073
Kemeans silnouetto

KeModolds clustoring silhouetto

‘Scoring notwork clustaring ilhoustto

Clustering methods ___ Silhoueus
e [—— om

Roglemsctve Custrng (CURA
Glinenng Usgeropteators) 6%

umsCmemtnge
ety

; b B,

Aversge silhouette width - 0,68

Aversge silhouette width © 0.74

S s Scoring network custering 077
Average sihouette width: 0.77 Rowlng sk shtucing::. WA,





OEBPS/Images/fimmu-16-1690200-g013.jpg
PSMB6

PSMBS

BACH2

Expression Expression Expression Expression Expression Expression Expression

Expression

40000

Relative level
to GAPDH

géa.u
22 20
£3
E2

Relative level
to GAPDH

Relative level
to GAPDH.

Relative level
to GAPDH

Relative level
10 GAPDH






OEBPS/Images/fimmu-16-1690200-g007.jpg
|
[ ikl _ i
i , Al
gl 1 im wi 1 ne -
_vw_%_wtx,__%&m“w%@%%fmﬁ%? i e,
r!-_l-l_l.—l ......... w:!-.!-i”-k. llllllllllllllllllllll 3 .
. i T
i _.._i______-_ __-_. I ___._ I __ NG —
wn“:____;_ TN
£ n/ "
. Wi it A
3 R m%@mﬁ%ﬁwﬁw%ﬁ, R —






OEBPS/Images/fimmu-16-1690200-g011.jpg
Pralue.

1|”
H

oo

B am © — W
Hioy im cmonivn
e G Gmeneun
o st H
iog -
e oh e
W cmamam 3
ot e
G omonam
S om memros 3
T am i — T
Toe  um em oom oo omo v e w0 2 4 6 8w
T om ameesemn g Tena o)
Tm oo cwmemrons D E
o e A
Ton S cmeam H Poi | e——
S e amsaraony g | C—
i et} H —
Tae om v orrs
he SR 53 orco | Em—
S e e g
Jog R i H cove | um—
o am gmmmas LR pves | EEE—
o o sy g s | —
o o lomommim
Teis oo crmesmrim 3 poues (@
ol i et H cd e
s
&
o m w w mw ww  oxs oow  ous 0w
Nt Tees [

o 5 e 5 Lo

o
s |
[s——
N P — o
- i T e
i i -~
075, F | H .
H ] i %
: §w = g i
H] — mempman| % poor g H
i SRS o o R i
o n e e o = g g
Sa s -






