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Facial Action Coding Systems (FACS) are some of the most systematic and standardized methods for studying the physical aspects of animal facial behavior. Although FACS manuals provide some guidance on how to implement their coding system, they often lack detailed recommendations for data collection protocols, which impacts the types of data that can be coded. Furthermore, there are various methods for data coding that are not always discussed in FACS. In this perspective piece, I aim to review some considerations related to the data collection and coding process and to offer best practice recommendations, as well as alternatives. While this list of considerations and recommendations is not comprehensive, I hope it encourages more discussions and the sharing of additional guidelines and protocols for FACS. By doing this, we can enhance the systematic approach and scientific rigor of FACS further.
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Introduction

The study of animal facial behavior is a valuable research avenue, providing a non-invasive and cost-effective method to analyze (and compare) the biological processes, social dynamics, emotional responses, and cognitive mechanisms across species (Descovich et al., 2017). Since Darwin’s seminal work “The Expression of the Emotions in Man and Animals” was published in 1872, there have been significant advancements in how the physical form of facial behavior is studied. Specifically, most studies conducted over the past 15 years have utilized protocols described in Facial Action Coding Systems [FACS (Ekman and Rosenberg, 2005)]. FACS is a systematic and standardized method for identifying both subtle and overt facial movements based on muscle contractions, referred to as Action Units (AUs). The combination of one or more AUs constitutes a facial behavior (or AU combination). Originally developed to work with humans (Ekman and Rosenberg, 2005), FACS have now also been added for numerous other primates and domesticated animals (Parr et al., 2007; Parr et al., 2010; Waller et al., 2012; Caeiro et al., 2013; Caeiro et al., 2013; Wathan et al., 2015; Waller et al., 2020; Correia-Caeiro et al., 2022; Waller et al., 2024; Correia-Caeiro et al., 2025).

FACS-based approaches offers several benefits, including: (A) rigorous training protocols (Clark et al., 2020) that integrate information from anatomical dissections and literature reviews on animal faces, along with video footage and intramuscular stimulation of the related muscle contractions (Waller et al., 2020); (B) a certification test that evaluates inter-observer reliability with FACS experts, ensuring consistency across published studies and applications (Cohn et al., 2007); and (C) consistent use of Action Unit (AU) codes across different species and their corresponding FACS, promoting comparative research (Ekman and Rosenberg, 2005; Waller et al., 2020). One major drawback, however, is that training and using FACS can be time-intensive. It has been reported that obtaining certification in FACS requires several months of training, and manually coding just 4–5 seconds of video footage using FACS-based approaches takes approximately one hour (Cross et al., 2023).

After completing training and obtaining the necessary certifications from experts who contributed to the development of the system (Cohn et al., 2007; Waller et al., 2020), researchers must determine how to collect data and apply FACS to their specific projects on animal facial behavior. This process is not straightforward, as research questions and key variables of interest can differ significantly from one study to another. Various (and interconnected) approaches to data collection and coding can be employed, each with its own advantages and disadvantages, which are detailed further below. Due to the significant time commitment required to use FACS, it is crucial to make early decisions regarding data collection and coding.

The goal of this perspective piece is to offer insights into some of these different approaches by drawing on my 11 years of experience applying non-human FACS in my research, discussions with colleagues who also use FACS, and relevant published studies that incorporate FACS-based approaches. While FACS manuals offer guidance on using their coding system, they usually do not include recommendations for data collection protocols, which impacts the type of data that can be coded. There are also various ways FACS-based coding approaches can be applied to collected media, which is not always discussed in the respective manuals. Although some researchers have published guidance on data collection and coding protocols for humans (e.g., humanFACS (Cohn et al., 2007);), this topic is rarely discussed in relation to non-human animals, whose facial morphology and behavior can differ significantly from those of humans. I have summarized these approaches and provided best practice recommendations.

This perspective piece will concentrate exclusively on utilizing FACS to examine the physical form of animal facial behaviors. When studying the social function of animal facial behaviors, it is also essential to develop a clear plan for implementing FACS-based coding protocols. This careful planning can significantly enhance research efficiency and save valuable time and energy during the coding process.





Collecting facial behaviors

FACS manuals often include multiple images and short video examples for each Action Unit (AU). These examples illustrate the transition from a point where the AU is completely absent to a point where the AU is being produced, representing either the middle or end of its production. This is sometimes achieved by providing images of a neutral face for comparison or by starting the video clip just before the AU is produced [as seen in the human FACS (Ekman and Rosenberg, 2005)]. For example, AU25 (lips part) is a facial muscle movement observed in both humans and non-human species (Ekman and Rosenberg, 2005; Waller et al., 2020). FACS manuals typically feature 1–3 still images (Ekman and Rosenberg, 2005; Parr et al., 2007; Parr et al., 2010; Waller et al., 2012; Caeiro et al., 2013; Caeiro et al., 2013; Correia-Caeiro et al., 2022; Correia-Caeiro et al., 2025) and 1–2 video clips (Ekman and Rosenberg, 2005; Caeiro et al., 2013; Caeiro et al., 2013; Wathan et al., 2015; Waller et al., 2024; Correia-Caeiro et al., 2025) for the AU25 entry. Still images featuring the same individuals who produce AU25 are often provided as a source of comparison (Parr et al., 2007; Waller et al., 2012; Caeiro et al., 2013). However, this does not encompass all instances of AU25 across manuals. It may also appear alongside other movements and is therefore included in the respective entries for those facial muscle movements as well. It is important to note that FACS coding is not limited to changes in neutral facial behaviors; it can also include documenting individual AUs or sets of AUs (in cases of co-occurrence), regardless of the presence/absence of other AUs.

Because of these considerations, questions then arise regarding the use of images or video footage, as well as when to begin and end the documentation process. Video clips can vary in length; they may be short, lasting just a few seconds to focus on a single facial behavior (as seen in most examples from the FACS manuals) or longer, allowing for the potential observation of multiple facial behaviors. Additionally, the focus of the documentation can be on a single individual or on multiple individuals, either simultaneously or throughout the duration of the documentation.




Recommendation 1: capture a neutral comparison point

When deciding between using images or video clips of any length, it is advisable to establish a neutral reference point to accurately identify facial muscle contractions. This helps to account for unique variations in facial structure. For photos, capturing a neutral reference point can be done by taking photographs of individuals exhibiting no facial muscle contractions [as seen in FACS for primates (Parr et al., 2007; Waller et al., 2012; Caeiro et al., 2013)]. For videos, this can be done by collecting footage of the same individual when they are producing no facial muscle contractions, either at the beginning or end of the recording. Facial morphology can change over time, so it is beneficial to periodically update reference points using this recording method. This is a practice my colleagues and I had to implement in our data collection with chimpanzees, as the facial morphology of the infant chimpanzees changed dramatically over the three-year data collection period (Florkiewicz et al., 2023; Florkiewicz and Lazebnik, 2025). Accurately recording neutral reference points is particularly important for researchers who are examining a limited number of action units (AUs), as these may be obscured by other facial movements (Ekman and Rosenberg, 2005).





Recommendation 2: short video clips are ideal

My colleagues and I have previously found that images yield higher inter-observer reliability scores than videos, while longer video clips tend to have the lowest scores (Florkiewicz et al., 2018; Molina et al., 2019). However, for observing muscle contractions, video recordings are the most ideal, as they preserve facial movement without being affected by premature cuts based on when the image was captured. Short video clips seem to be the most effective approach, and can be recorded opportunistically by capturing facial behaviors or by editing longer clips into shorter segments based on key moments of interest related to facial behaviors. Longer clips should only be considered if they can capture multiple facial behaviors, as reviewing and coding longer clips is a time-consuming process (Florkiewicz and Campbell, 2021). When analyzing longer video clips, a key consideration is whether AUs should be coded continuously throughout the entire video (taking into account their presence or absence, intensity, duration, etc.) or if they should be coded only when a specific facial behavior ‘event’ of interest occurs (Cohn et al., 2007). We have found that during focal sampling (where videos are concentrated on a single individual or pair for extended periods of time), event coding is ideal, as it saves time in the coding process (Florkiewicz et al., 2018; Florkiewicz et al., 2023).

Video clips of any length should always be recorded in the highest quality, using video stabilization equipment or software to reduce the likelihood of missing observations due to poor video quality or camera movement. Capturing video footage of the front of the face is the most ideal. However, it may also acceptable to record from the side (especially during social interactions), as long as all facial features are clearly visible and there are no concerns pertaining to unilateral movement. My colleagues and I frequently study the communicative interactions of primates and domesticated animals, so we often must record their faces from the side [as two individuals turn towards and interact with each other (Scheider et al., 2014; Florkiewicz et al., 2023)].





Recommendation 3: the fewer individuals, the better

My colleagues and I have also found that as the number of individuals in a frame increases, inter-observer reliability scores tend to decrease (Molina et al., 2019). Therefore, if a research project focuses on how AUs are utilized in a social setting, it may be ideal to concentrate on the interactions between 2 to 3 individuals. This approach can help minimize the potential decline in coding performance. When it’s not possible to achieve this and many individuals are in the frame, recoding video footage to maintain high focus on a single individual or smaller group may be the best approach. My colleagues and I needed to implement this strategy while studying the facial behaviors of chimpanzees (Florkiewicz and Lazebnik, 2025) and domesticated cats (Scott and Florkiewicz, 2023), which were housed with numerous individuals. Sometimes, a video clip would display multiple interactions happening at once, and we found it easier to focus on isolating and coding one interaction at a time. If a research project examines facial behaviors without social interaction, it is best to focus on a single individual.






Coding facial behaviors

After obtaining certifications, researchers can begin coding Action Units (AUs) using FACS. However, researchers may gain additional benefits by carefully considering how they code observed AUs and what other variables they can include in their protocols.




Recommendation 4: secure FACS coders early

It is considered good practice to conduct inter-observer reliability on a sample of the entire coded dataset, even if all researchers have received their FACS certification. This approach enables researchers to detect type I and type II coding errors, as intra-observer reliability typically remains high when revisiting coded facial behaviors (Florkiewicz et al., 2018). Typically, agreement is assessed using Wexler’s ratio (Ekman and Rosenberg, 2005), which accounts for other AUs that may be coded as present or absent by other researchers (Ekman and Rosenberg, 2005). Wexler’s ratio is calculated by taking the number of AUs that two certified coders have agreed upon, multiplying this value by two, and then dividing the result by the total number of AUs scored by both coders (Wathan et al., 2015). However, Wexler’s ratio is often calculated for combinations of AUs rather than for individual AUs. This approach has been known to cause issues with human Facial Action Coding System (FACS) evaluations, as it can lead to some subtle AUs being overlooked and others being incorrectly categorized (Cohn et al., 2007). If the study focuses on individual AUs, assessing agreement across different dimensions of AU coding would be beneficial. This includes using Cohen’s kappa for evaluating presence/absence, intensity, and timing data (Sayette et al., 2001; Cohn et al., 2007). To date, only a limited number of studies involving animal FACS have utilized Cohen’s kappa to evaluate the agreement of AUs directly (Bennett et al., 2017), as Wexler’s ratio appears to be far more commonly used (Ekman and Rosenberg, 2005; Parr et al., 2007; Wathan et al., 2015).

Training and obtaining certifications with FACS is a time-intensive process that often requires practice and patience. Unfortunately, this means that there are usually few (2–3 FACS coders) available for a given study. I highly recommended to secure research assistants and begin the training process before starting data coding. Research assistants can often assist with other project aspects, potentially earning authorship on papers (see (Molina et al., 2019; Scott and Florkiewicz, 2023; Mahmoud et al., 2025) for examples). Collaboration is recommended as another way to secure additional coders, which is essential for maintaining the systematic rigor of the FACS-based approach. Individuals responsible for issuing FACS certifications typically maintain a list of those who have already obtained certification, along with the reasons for their certification. As a last resort, it could be beneficial to reach out to these individuals to identify potential collaborators.





Recommendation 5: identify and focus on primary data

The ideal approach involves gathering detailed information on both individual AUs and their combinations. However, this may require additional coding time. Depending on the research questions being generated, it might be more advantageous to focus either on individual AUs or their combinations (Cohn et al., 2007). Researchers also have the option to focus on coding either AUs or AU combinations as their primary data, where focused coding efforts can be implemented for other relevant variables. During the data analysis phase, basic secondary data can be extracted on AUs or AU combinations.

It is important to note that if the focus on AUs is superficial (such as being concerned only with presence/absence data) and there is a greater emphasis on their combinations (and associated properties), researchers should prioritize coding combinations first (as primary data). In this approach, combinations are identified at the peak of the facial behavior, which represents the moment when all AUs associated with the facial behavior event are produced and combined simultaneously. Combinations can be further broken down into their individual AU components for each facial signaling behavior (as secondary data; top of Figure 1). This is an approach my colleagues and I have adopted for our studies, as we are primarily interested in documenting the communicative repertoires of various species (Florkiewicz et al., 2018; Florkiewicz et al., 2023; Scott and Florkiewicz, 2023). But if the focus on AU combinations is superficial (such as being concerned with only which AUs appear at the apex of the facial behavior) then researchers should prioritize coding individual AUs first (as primary data). In this approach, individual AUs are identified and coded at their maximum production, which represents the moment when facial muscle contractions are most pronounced. For each facial behavior, the point of overlap where most or all AUs are present could be used to generate the corresponding AU combination (as secondary data; bottom of Figure 1). Additional information about extracting secondary data can be found below.

[image: Flowchart illustrating facial behavior coding with combinations of AU25, AU26, and AU160. The top section shows each action unit present individually. The bottom section details the duration of each action unit, culminating in a combined coding of AU25, AU26, and AU160.]
Figure 1 | An illustration representing the different ways that secondary data on AUs and their combinations can be extracted from primary data. The first method (top figure) involves coding AU combinations as primary data, and then extracting secondary presence/absence data for individual AUs. The second method (bottom) involves coding individual AUs as primary data, and then extracting secondary AU combination data.





Recommendation 6: consider timing and intensity

In FACS coding protocols, individual AUs are often identified at the apex of their production, which is the moment when the associated facial contractions are the most visible (Ekman and Rosenberg, 2005). AU combinations are often identified based on the moment of overlap, where most or all AUs are markedly present. However, AUs and AU combinations can vary in terms of when and how long they occur for, and individual AUs can also vary in intensity depending on the strength of facial contractions. Some AUs may be quickly and intensely, whereas others may be produced slowly and subtly. If the timing and intensity of AUs are perceived to be important, it may be beneficial to not only mark their onset and offset but also to divide this marked timeframe based on changes in intensity (Figure 2).

[image: Graph depicting the duration of a given AU with a shaded area showing a peak at the beginning, tapering off. Below, three labeled boxes indicate severity levels: Severe (D), Marked (C), and Slight (B).]
Figure 2 | An illustration depicting a specific AU, showing varying duration and intensity throughout the facial behavior. Intensity categories from FACS manuals may be applied, depending on the extent of muscle contraction.

Most FACS manuals include intensity rating scales that can be used. When coding for the simple presence or absence of an AU, if the AU is clearly evident (meaning it shows a marked intensity, corresponding to a rating of at least C on an A to E scale) it is considered present (Vick et al., 2007). However, this approach means that, as illustrated in Figure 2, the coded duration of the AU will be shortened. Coding the intensity of individual Action Units (AUs) is also a subjective process, which can lead to lower inter-observer reliability scores (Vick et al., 2007). Many FACS manuals provide descriptive information about how the appearance of an AU varies with intensity [under the “appearance changes” section for each AU entry (Ekman and Rosenberg, 2005; Parr et al., 2007; Parr et al., 2010; Waller et al., 2012; Caeiro et al., 2013; Caeiro et al., 2013; Wathan et al., 2015; Waller et al., 2020; Correia-Caeiro et al., 2022; Waller et al., 2024; Correia-Caeiro et al., 2025)]. It is recommended to use this information to create a more structured ethogram, which should be tested for reliability before implementation.





Recommendation 7: focus on fewer AUs if possible

There are dozens of AUs described across animal FACS, and as a result, hundreds of thousands of possible AU combinations (Mahmoud et al., 2025). Although researchers can consider all AUs in a given FACS, they may want to consider narrowing the scope, especially if some of these codes may not be of particular importance. For instance, some studies on the communicative facial behaviors of animals frequently omit action descriptors, codes for head and eye movements, unilateral action codes, and visibility codes (Florkiewicz et al., 2023; Scott and Florkiewicz, 2023). These omissions occur because it is often unclear whether these specific movements are communicative or if they result from non-communicative processes (like being produced for biological maintenance). By concentrating on fewer AUs and combinations, there are fewer type II coding errors. In mobility studies, however, it may be more important to focus on action descriptors and movement codes (Vick et al., 2007).

If there is a particular interest in coding many different AUs and their combinations [as is the case when documenting the different novel AU combinations an animal can produce (Florkiewicz et al., 2023; Scott and Florkiewicz, 2023; Mahmoud et al., 2025)], it may be beneficial to break down the coding based on specific regions of the face (ears, eyes, nose, mouth) or the direction of movement (horizontal, vertical). This approach can help minimize the risk of coding fatigue or overlooking certain AUs (Cohn et al., 2007). Researchers can either use specialized coding software that categorizes regions of the face alongside their associated AUs, or they can recode video footage by focusing each coding attempt on a specific region or direction of movement.





Recommendation 8: choose your coding software wisely

Researchers should ideally select a coding program that allows them to view photos and videos while simultaneously coding AUs and their combinations [such as ELAN or BORIS (Wittenburg et al., 2006; Friard and Gamba, 2016)]. This type of integrative software can streamline the coding process and facilitate the review of images and video footage, eliminating the need to consult other data sheets and manually revisit images or videos (as is the case if using Excel and video player software). In my past experience, I found that using Excel was relatively messy (Florkiewicz et al., 2018). It often required more time to clean and verify datasets than it would have taken to set up coding templates for ELAN or BORIS. I started using these coding templates during my studies with chimpanzees and domesticated cats (Florkiewicz et al., 2023; Scott and Florkiewicz, 2023; Florkiewicz and Lazebnik, 2025; Mahmoud et al., 2025). Guidelines have also been developed for implementing human FACS coding using ELAN (see (Mulrooney et al., 2014) for an example).

For coding images, data labeling toolsets like Labelbox (https://labelbox.com/) are ideal as they allow users to identify key regions of the face and their associated movements. These data labeling toolsets have also been utilized to assist in developing automated FACS coding systems. Data labeling tools should be able to handle numerous images and export compiled data for analysis. For coding video clips, video annotation programs like BORIS and ELAN are ideal, as they allow researchers to utilize keystrokes, dropdown menus, and text boxes to mark observations on video timelines. This functionality simplifies the process of reviewing footage for recoding and conducting inter-observer reliability. Additionally, these programs often automatically add time stamps to observations, making it easier to track the timing of individual AUs and their combinations.

Programs that rely on a combination of keystrokes, drop-down menus and textboxes [like ELAN (Wittenburg et al., 2006)] may be more suitable for coding numerous AUs, their combinations, intensity scores, and/or additional behavioral measures through nested hierarchies. Programs that rely exclusively on keystrokes may be more suitable for coding individual AUs and a few associated behavioral measures. Using programs that require researchers to manually enter in data using text is not recommended to minimize the risk of typographic errors.






Discussion

When implementing FACS-based approaches to the study of animal facial behavior, several important considerations must be considered. In my discussion of different data collection and coding procedures, I have included best practice recommendations along with guidance on how to proceed if these recommendations cannot be met due to limitations related to study subjects, equipment or software issues, the research team, or time constraints. While this list of approaches and considerations may not be exhaustive, I hope it sparks further discussion and the sharing of additional guidelines and protocols for FACS, or the improvement of automated approaches. In recent years, there has been a push towards the development of automated FACS coding approaches for studying human behavior (Kaiser and Wehrle, 1992; Lewinski et al., 2014) and landmark detection systems that are developed using FACS as guidance in non-human animals (Mills et al., 2024; Martvel et al., 2024a; Martvel et al., 2025). My colleagues and I have found that landmark detection systems are particularly effective in studying animal facial behavior, as they perform similarly to manual coding with FACS (for example, see (Martvel et al., 2024b)). Engaging in discussions about the considerations and constraints involved in data collection and coding can enhance the systematic approach and scientific rigor of FACS.
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