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With the shift toward renewable-dominant power systems, concerns about small-signal stability have intensified, driven by reduced inertia and the loss of inherent damping formerly provided by synchronous machines. These challenges are amplified in aggregated networks and clustered photovoltaic (PV) installations, where the likelihood of poorly damped oscillatory modes increases especially in weak grids. Inverter-based energy storage can mitigate these issues, but its effectiveness depends critically on the control paradigm. This paper compares grid-following (GFL) and grid-forming (GFM) energy storage for mitigating small-signal instability in renewable-rich grids with clustered PV. A dynamic test system with high PV penetration is modeled, and its oscillatory behavior is assessed using eigenvalue and modal analyses. The study evaluates two configurations, GFL-integrated storage and GFM-integrated storage across varying penetration levels and grid strengths. Both approaches enhance stability, but GFM consistently achieves superior damping, with eigenvalues shifting deeper into the stable region. GFL provides moderate improvement yet remains vulnerable under weak-grid (low short-circuit strength) conditions due to phase-locked loop dynamics. Overall, GFM is more effective at suppressing oscillatory interactions, particularly in clustered PV settings. While GFL integration is simpler and broadly applicable, its stability-enhancement potential is weaker in renewable-intensive systems. These findings offer practical guidance for system operators and planners.
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1 INTRODUCTION
Modern power systems are rapidly transitioning from synchronous generation to inverter-based resources (IBRs), a structural change that lowers inertia and short-circuit strength and thereby reshapes the physics and taxonomy of stability (Singh et al., 2024). Small-signal stability is particularly exposed because the inertial and damping properties that synchronous machines once provided intrinsically are not guaranteed by generic inverter controls, especially under weak-grid conditions (Rudnik et al., 2022). This vulnerability is amplified when photovoltaic (PV) capacity is geographically clustered in resource-rich corridors: concentrated IBR penetration creates pockets of weak strength and a non-uniform spatial distribution of inertia, which localizes mode shapes and elevates poorly damped inter-area oscillations during system upsets (Hu et al., 2019; Njoka et al., 2025). In such settings, the question is not simply whether more IBRs can be accommodated, but how to restore adequate damping when inertia is unevenly distributed across the network.
The literature has documented both the erosion of inertia with rising renewable penetration and the promise of synthetic or “virtual” inertia to mitigate emergent oscillatory behavior (Singh et al., 2024; Rudnik et al., 2022; Mosca et al., 2019; J et al., 2024). Evidence from modified IEEE benchmarks shows notable reductions in synchronization capability and stability margins as IBR shares grow, underscoring why conventional control assumptions fail as grids decarbonize (Njoka et al., 2025). Yet much of this body of work implicitly treats “low inertia” as a uniform, system-wide attribute. In practice, siting realities—irradiance, land availability, corridor access—induce spatially non-uniform strength and inertia. Under clustered PV, inter-area modes tend to anchor around weak, highly inverterized sub-regions; consequently, the effectiveness of any stabilizing intervention depends not only on how much control capacity is installed, but critically on where that control authority is applied (Hu et al., 2019; Njoka et al., 2025).
Against this backdrop, the inverter control paradigm is pivotal. Most deployed converters remain phase-locked-loop (PLL)–based grid-following (GFL) units that require a strong voltage reference and can interact adversely with network impedance at low short-circuit ratios (SCR) (Mosca et al., 2019). Grid-forming (GFM) inverters instead regulate terminal voltage and frequency, emulate synchronous-machine behavior and contribute synthetic inertia and damping with improved robustness in weak conditions (Mosca et al., 2019; Khan et al., 2022). Case studies consistently indicate that a battery energy storage system (BESS) operated in GFM mode damps oscillations more effectively than the same BESS in GFL mode, with the benefit most pronounced where PLL dynamics are fragile (Hu et al., 2019; J et al., 2024; Zhang et al., 2022). Broader syntheses corroborate GFM advantages across root-locus and eigenvalue shifts, settling and overshoot, classical SISO margins, and resonance robustness, including at very high IBR fractions given appropriate tuning and coordination or mode switching (Mirmohammad and Azad, 2024; Gajare et al., 2025; Han et al., 2024; Liu et al., 2024; Zhang et al., 2022) field-oriented reports link GFM-BESS to suppression of sub-synchronous oscillations and increased hosting capacity (Arraño-Vargas et al., 2023; Yang et al., 2021). What these comparisons often leave unanswered, however, is the capacity question central to planning: how much storage, under which control mode, is minimally required to recover a target damping ratio when inertia is unevenly distributed.
Sizing and placement methodologies begin to address that planning layer. Prior work shows that the storage capacity required for stability generally grows with renewable penetration, while placement guided by oscillatory-mode residues or participation factors delivers outsized damping impact per unit capacity (Assery et al., 2023). Practical heuristics, e.g., proximity to the Center of Inertia (COI) or placing at high-leverage nodes identified by SCR can also be effective, contingent on topology and dominant mode shape. Nonetheless, an integrated, capacity-aware comparison COI-distance under clustered PV, assessed under both GFL and GFM control on a consistent testbed, remains limited. This gap is especially consequential in renewable-majority grids where budget, placing, and operational constraints require targeted, least-capacity interventions rather than blanket deployments.
Motivated by these deficiencies, this paper focuses explicitly on clustered-PV morphology and the resulting uneven inertia distribution, and it advances a comparative, capacity-normalized assessment of GFL-versus GFM-operated storage for small-signal stability restoration. A high-penetration PV test system is modeled, and eigenvalue and modal analyses are used to quantify how control mode, grid strength, and PV penetration shape the critical inter-area oscillation. The study estimates the minimum BESS capacity required to achieve a specified damping target under like-for-like GFL and GFM implementations and examines how placement metrics residue-based damping potential and COI distance mediate those capacity needs (Assery et al., 2023; Mosca et al., 2019; Zhang et al., 2022; Mirmohammad and Azad, 2024; Gajare et al., 2025; Arraño-Vargas et al., 2023; Yang et al., 2021). By holding two factors fixed while varying the third (control versus capacity), the analysis disentangles what truly drives stability improvements and yields planning-oriented indices such as damping-per-MWh that directly inform how much to install, and which control mode offers the best damping return per unit capacity in renewable-dominated grids with clustered PV.
2 SYSTEM MODELLING AND METHODOLOGY
2.1 Two-area power system configuration
All simulations were performed in Power System Simulator for Engineering (PSSe) automated by Python, using the Kundur two-area (four-generator) model available from the Illinois Center for a Smarter Electric Grid (ICSEG) at the University of Illinois at Urbana-Champaign. The key change in the analysis is that the penetration of renewable power in Area 1 has increased incrementally, and no change is reflected in the inertia of the loading area (Area 2), as shown in Figure 1. This strategy deliberately makes the generation region weak, leaving the inertia of the system unevenly distributed over the system. One of the objectives is the investigation of the influence of this unbalanced distribution of the inertia on the oscillations of the systems and small signal stability. The study aims to determine the stability boundaries of the system as inertia decreases by increasing renewable penetration within the generation regime, thereby providing insights into how such transformations may impact oscillatory modes and the system’s overall stability.
[image: Diagram of a power system divided into Area 1 (Generation) and Area 2 (Loading), showing power flow from left to right. It includes generators G1, G2, G3, and G4, with associated equipment and kilometers between nodes. Capacitors and inductors are marked as C and L at specific nodes. Photovoltaic units with controllers are present at nodes for G1 and G2.]FIGURE 1 | Kundur System model in the study using PSSe.The main goal of the analysis is to decrease the storage size that must be provided to damp the primary mode of oscillation successfully. The study aims to determine the minimum storage required to maintain system stability by introducing grid-forming and grid-following storage products in the generation region. The analysis also ensures that the variation in the distance of the center of inertia does not increase to an unacceptable extent as renewable penetration grows, thereby affecting trade stability and efficiency.
2.2 Component models in PSSe
2.2.1 Photovoltaic (PV) system modelling
To accurately simulate the dynamic aspect of utility-scale photovoltaic (PV) generation during high-penetration periods, this paper utilizes the Second-Generation Generic Model (SGGM), which was developed through collaboration between the Western Electricity Coordinating Council (WECC) and the Electric Power Research Institute (EPRI) (Western Electricity Coordinating Council Renewable Energy Modeling Task Force, 2014; Electric Power Research Institute (EPRI), 2018). WECC officially endorses this framework as a means of carrying out dynamic stability studies in all the jurisdictions it operates. The following two components illustrate the PV plant:
	1. REGC_A (Renewable Energy Generator/Converter): This component modulates the power electronic interface of the PV inverter, where conversion dynamics, such as current injection and limits, and the voltage ride-through ability are simulated.
	2. REEC_B (Renewable Energy Electrical Control Module for Large-Scale PV B): The module of large-scale PV systems is the electrical control system and is a combination of traditional said names: voluntary and reactive power discipline, active power regulation, and grid disturbances counteraction. Collectively, the REGC_A and REEC_B models represent the critical dynamics of big-scale PV inverters and their behavior regarding grid following (GFL). Such modules guarantee that the impulse of the PV plant, which is provoked by disturbances of voltages, e.g., voltage sags or frequency excursions, is appropriately modelled in the simulation platform (Western Electricity Coordinating Council Renewable Energy Modeling Task Force, 2014).

2.2.2 Battery energy storage system (BESS) modelling GFL
In this research, the Battery Energy Storage Systems (BESS) are simulated based on a comparable SGGM architecture customized for energy storage products operating in grid-following mode.
The appliance has the following components:
	1. REGC_A (Renewable Energy Generator/Converter A): The module would reproduce the interface of the inverter to the BESS in setting how active and reactive power injection occurs into the grid.
	2. REECC1(Electrical Control of Utility-Scale Battery Storage): A control module is designed to capture the specifics of utility-scale BESS systems. It has power dispatch, frequency regulation, and voltage support logic that enables flexible, responsive grid support functions.

This combination of models, REGC_A+ REECC1, represents a grid-following topology of BESS that is employed in receiving WECC-adhering dynamic research (Electric Power Research Institute (EPRI), 2018). The SGGM methodology is very modular, and the integration is thus smooth, making it feasible to relate comparative studies in tandem with PV systems.
Through the use of these standardized models as implemented in PSS(R)E, the researchers guarantee that the study is compatible with the WECC modelling guidelines and, at the same time, captures the important dynamics of inverter-based resources during power outages and oscillatory phenomena.
2.2.3 Battery energy storage system (BESS) modelling GFM
The GFM model presented in the case study is the REGFM A1 model, which is developed in the Pacific Northwest National Laboratory (PNNL) and adopted by the Western Electricity Coordinating Council (WECC), and is the first standardized grid-forming (GFM) inverter specification to be incorporated into power system simulation tools, including PSS/E (Pacific Northwest National Laboratory, 2023).
The following section describes implementing and using current properties of the grid-forming inverters, the WECC-approved model, REGFM A1, in the PSS/E simulation framework as demonstrated in (Pacific Northwest National Laboratory, 2023). The model could be used to allow renewable energy sources and energy storage devices to simulate the voltage and frequency control roles that synchronous generators have historically performed.
The design is droop-controlled and uses two important processes: active power-frequency (P-f) droop and reactive power-voltage (Q-V) droop. The P-f droop keeps the inverters in phase with one another due to adjustments of the inverter output frequency proportional to variations of active power. At the same time, the terminal voltage is controlled by the Q-V droop, changing the reactive power output and reducing circulating reactive currents. Its model uses simplified linear approximations of power-angle relationships to make the control design:
P=EVXLsin⁡δp≈EVXLδp  for small δp
In which coupling reactance (usually 5%–20%) provides stable power sharing and regulation of the voltages. With this combination of dynamics, the REGFM_A1 permits inverters to automatically stabilize the grid in response to a grid disturbance or an operating scenario with high renewable penetration (Pacific Northwest National Laboratory, 2023). It is included in the PSS/E model library and can be used in conjunction with models of other industry-standard simulations. This makes it easy and fast to deploy inverter-based resources without compromising grid reliability in power systems, even when decarbonized.
The P-f droop control will guarantee that the phase angles of several grid-forming inverters are in synchronicity when conditions of normal operations hold. When two inverters operate in parallel grid-forming mode with P-f droop control, an imbalance can arise upon disturbance, causing the output power of one inverter to increase. This results in its P-f droop control lowering the angular frequency ω of the internal voltage to the point that the phase angle, delta droop, is lessened, causing the inverter not to increase its output power further. Such a negative-feedback control loop ensures synchronization in the case of parallel operation of grid-forming inverters. The model’s parameters are applied based on references (Western Electricity Coordinating Council Renewable Energy Modeling Task Force, 2014).
2.3 Stability assessment framework
This section describes a practical, measurement-based method of calculating indices to estimate the inertia distribution in real power systems. The indices show the inertia distribution throughout the grid and prove that it is a grid-based characteristic. In addition, since the distribution is expected to be mainly affected by system parameters, the physical meaning of location may give useful information about locations that are not only useful for planning, but also for operation or control of the power system.
Frequency Index Center: This looks at how far away a given bus is from the COI bus based on frequency deviation. The index provides details on the point-to-point frequency dynamics of every bus concerning the COI of the system, which is required in power systems for stability issues. The Center of Inertia Frequency (fCOI) is defined as (Wang et al., 2019; Pulgar-Painemal et al., 2018):
Where:
fCOI=∑i=1n Hifi∑i=1n Hi
	n is the total number of synchronous generators,
	Hi is the inertia constant for the ith synchronous machine,
	fi is the frequency measured for the ith synchronous machine.

The Center of Frequency Index for each bus k can be calculated using deviation calculation for each bus k, calculate the deviation over a predefined time interval:
SD2k=∫0tm fkt-fCOIt2dt
Where fkt is the measured frequency at bus k at time t, and fCOIt is the COI frequency at time t (K and Jena, 2023). It is essential information in the analysis of system stability, as it points out which buses are more likely to experience significant variations in frequency under disturbances. This kind of information is useful for planning and control strategies toward enhancements in grid resilience but can be especially critical in systems with high renewable energy penetration.
2.4 PSO-based optimization for BESS sizing and PID tuning
It uses a Particle Swarm Optimization (PSO) method to jointly tune the external control of the Battery Energy Storage System (BESS) with Proportional-Integral-Derivative (PID) gains and also minimizes the required capacity of the BESS subject to constraints on dynamic stability. One can also note that PSO has already been successfully used in the solution of two-area load-frequency control problems in Proportional-Integral-Derivative (PID) controller application, which found slower settling times and a lower overshoot as compared to classical tuning patterns.
Likewise, the size of BESS units to facilitate frequency response has been optimized using PSO, and the required storage capacity for system stability has been determined. As such, PSO offers an attractive option to search for the conjoint design space between PID gains and the size of BESS. Under the PSO structure, the candidate solutions in the form of vectors are referred to as “particles” (Prabpal et al., 2021; Abumeteir and Vural, 2022):
x=Kp, Ki,Kd, CBESS
Where P, I, and D are the PID controller gains, CBESS denotes the BESS capacity. The optimization problem can be put in the form of:
	1. Decision variables: (continuous and usually bound to stabilize) and non-negative. These are the variables that define the controller settings and the size of storage. Objective function: Minimize the BESS capacity. The fitness is defined to be:fx=CBESS+penalty terms


The term on the penalty becomes zero when solutions are feasible and a big number in case of breaking the stability constraints.
	2. Stability constraint: Distance to the Center of Inertia (DCOI) is the Distance between a point on the cylinder and the center of inertia that should not be exceeded by more than 15% during any disturbance. Let DCOI(t) represent the trajectory of the dynamic deviation of COI, the constraint is applied in the following way:maxt DCOIt ;x-DCOIbaseline ≤0.15DCOIbaseline 


Practically, all particles x is run by simulating the Kundur two-area system (where the high PV penetration is considered) in the time domain, subject to a representative disturbance. The largest amount of DCOI variation is determined and exceeding the set 15% leads to punishment. In the PSO algorithm, this has been achieved by adding a large penalty to f(x) whenever constraint DCOI is violated, which steers the search towards solutions that meet the dynamic performance criterion. Its mathematical formulation of the PSO optimization problem would then be (Deželak et al., 2021):
minKp, Ki,Kd, CBESS f Kp, Ki,Kd, CBESS,subject to:maxt DCOIt-DCOIbaseline ≤0.15DCOIbaseline 
with lower and upper bounds on Kp,Ki,Kd, and CBESS imposed as necessary. The objective is specific: to determine the minimum CBESS required to maintain the DCOI deviation under 15% of its undisturbed value, thereby ensuring system stability with minimal investment in storage.
In such an iterative PSO process, the swarm of particles is seen to converge towards the minimum CBESS, with the dynamic performance constraint satisfied. In principle, optimization aims at the least BESS capacity and PID gains under the condition that the DCOI excursion of the system would not be more than 15% of the nominal value. The evolution of the design is therefore the minimum storage installation that will ensure sufficient damping of the low-frequency vibrations of the high-PV two-area system.
PSO has been effective in tuning robust controllers of multi-machine systems as well as finding minimal BESS capacities to maintain frequency stability, thus forming a sturdy motivation regarding its use in this combined PID/BESS optimization problem. The PSO configuration and rationale used in this paper is presented as follows:
Global-best PSO with swarm size N=30, and a maximum iteration is T=300; inertia ω linearly decreased 1.1→0.1; c1=c2=1.49; velocity clamping ±0.2 of each variable’s range; velocity components that would push a particle outside its bound are set to zero at the boundary. Convergence was typically observed before 100 iterations. A higher initial inertia (ω=1.1) promotes global exploration of the nonconvex landscape induced by eigenvalue-based fitness, while the low terminal inertia (ω=0.1) favors fine local refinement. The symmetric choice c1=c2=1.49 yields balanced self/social learning and stable convergence. Velocity clamping at 20% of the variable range limits step sizes relative to parameter scales, and the boundary velocity reset prevents particles from leaving the feasible region. The 300-iteration cap provides headroom beyond the typical ≤100-iteration empirical convergence we observed.
The automated pipeline proceeds as follows:
	1. Load the Kundur two-area model in PSS®E, set the PV level for Area 1, solve the power flow, and record the baseline COI value.
	2. Define decision variables: PID gains (Kp, Ki, Kd) for the BESS controller and the BESS capacity.
	3. Set PSO parameters (swarm size, max iterations, inertia, cognitive/social weights, bounds).
	4. Initialize a swarm of candidate solutions (PID gains and BESS capacities within bounds).
	5. For each candidate:	Apply the candidate’s PID gains and BESS size in the model.
	Run time-domain simulations for the selected disturbance.
	Measure the DCOI.
	If the DCOI is ≤15% of the baseline, mark as feasible and set fitness to the BESS capacity (smaller is better).
	If it exceeds 15%, add a large penalty to the fitness.


	6. Update each particle’s personal best and the swarm’s global best.
	7. Move particles using the PSO update rule and clamp any out-of-bound values.
	8. Repeat Steps 5–7 until the stopping condition is met (max iterations or no improvement).
	9. Output the best solution: PID gains and minimum BESS capacity that satisfy the DCOI requirement, and report verification metrics.

3 RESULTS AND ANALYSIS
3.1 DCOI stability analysis
The maximum distance-to-COI (DCOI) stability index increases progressively as the PV share rises. As presented in Table 1, at low to moderate PV levels, the excursions remain small: for example, 10%–30% PV yields only a +0.5% to +2.3% change in Max DCOI relative to a no-renewable baseline. Even at 50% PV, the increase is modest (+6.1%). As penetration climbs above 60%, however, the DCOI index grows much faster. By 65%–67% PV, the index is only about +13–15% above baseline, but at 68% it abruptly jumps to +106%, and at 70% to over +1,300%. These large rises coincide exactly with a change in the modal damping and indicate a qualitative shift in stability.
TABLE 1 | Max Distance to the center of inertia when the system penetration increased in the generation area only.	Case	Max DCOI change compared to No renewables	Oscillation condition	Oscillation frequency (Hz)	Damping ratio (%)
	DCOI NO PV (the reference for all subsequent comparisons)	0.00%	Damped	0.613	10.31
	10% PV in Gen Area	+0.49%	Damped	0.628	9.97
	20% PV in Gen Area	+1.22%	Damped	0.647	9.71
	30% PV in Gen Area	+2.30%	Damped	0.664	7.44
	40% PV in Gen Area	+3.84%	Damped	0.700	7.23
	50% PV in Gen Area	+6.07%	Damped	0.735	5.64
	60% PV in Gen Area	+10.09%	Damped	0.783	3.03
	65% PV in Gen Area	+13.52%	Damped	0.814	1.13
	67% PV in Gen Area	+15.37%	Damped	0.829	0.77
	68% PV in Gen Area	+106.59%	Undamped	0.836	−0.74
	70% PV in Gen Area	+1380.89%	Undamped	0.852	−2.46


The dominant oscillatory mode frequency steadily increases with PV penetration, while its damping ratio consistently falls. In the data, the mode drifts upward from 0.613 Hz (no PV) to 0.852 Hz (70% PV). At the same time, the reported modal damping (in %) declines from about 10.3 at baseline to below 1.0 by 67% PV. This behavior matches expectations from reduced system inertia: replacing synchronous machines with inverter-based PV raises mode frequency and tends to erode damping.
Most critically, the system remains damped (stable) up to 67% PV but becomes undamped (unstable) at about 68% PV, as indicated by a negative damping ratio. In the table, the “Condition SSS” flag is “Damped” through 67% PV and flips to “Undamped” at 68%. The loss of damping at this point is reflected in the DCOI surge noted above.
To mitigate the destabilizing impacts of high PV penetration, Battery Energy Storage Systems (BESS) are installed in local areas alongside clustered PV photovoltaic plants. Two schemes are envisioned, Grid-Following (GFL) and Grid-Forming (GFM).
The primary objective of integrating BESS in this research is to achieve system stability, as the maximum change in Distance to the Center of Inertia (DCOI) is limited to a range of 15%–17.5% compared to the no-renewable baseline. This limit allows adequate damping of the highest amplitude oscillation mode without too much storage capacity. The BESS models’ optimization strategies are designed to optimize the input to the lowest rated power and energy of the BESS size, ensuring the models meet the DCOI and damping requirements.
3.2 Mitigation with BESS
3.2.1 PSO-optimized BESS GFL
A Grid-Following (GFL) Battery Energy Storage System (BESS) has been installed to counter the instability of 70% PV in the generation zone, and the optimal parameter tuning by Particle Swarm Optimization (PSO) is performed to accomplish this task. The optimization process identified not only the minimum size of BESS, but also the values of the PID controller gains needed to achieve a desired level of system damping and constrain the excursion of Distance to the Center of Inertia (DCOI).
The obtained structure worked with a 30 MW GFL BESS with PSO-optimized PID parameters. Such a configuration has provided a significant enhancement of the stability of systems. The greatest variation in DCOI dropped drastically to +16.96%, where in the uncontrolled case, the variation was 1380.89%, putting this system in a stable window with a predefined range of maximum DCOI variation. Moreover, the GFL BESS succeeded in damping the grid to the dominant inter-area oscillation mode that lacked damping at 70% PV and significantly re-achieved small-signal grid stability without needing grid-forming capability.
To prove the dynamic behavior of the optimal control, the time-domain simulation was run within a harsh contingency: a 3-phase fault on the transmission line between bus 7 and 8. A 0.1 s was allowed, after which the fault was cleared and the system response monitored. Two important variables were analyzed, which included the angle difference between the two significant areas and the active power reaction at the tie-line interconnect.
The findings advocate the advantages of the optimized GFL BESS. In the absence of any BESS, the system exhibits oscillations in both the angle and power flow, leading to the observation of undamped modes. However, when an optimized GFL BESS is used, i.e., with a PSO-optimized version, oscillations are much dampened. The difference of angles settles down promptly and shows a smooth convergent reaction as in Figure 2. These results substantiate the fact that, correctly sized and tuned, a GFL-configured BESS can deliver effective damping of oscillations and lead to improved transient stability in high-renewable systems.
[image: Graph titled "Angle Difference Comparison" showing angle differences over time in seconds. The y-axis represents degrees. Three lines compare scenarios: blue for 70% PV without BESS, red for 70% PV with BESS GFL 30 MW, and yellow for 70% PV with BESS GFL 30 MW plus control. The lines display variations predominantly between 25 to 50 degrees, with initial spikes and subsequent oscillations.]FIGURE 2 | Angle difference response between the two areas for the system response of a line fault.The comparative analysis was conducted to determine the optimal size of the grid-following ESS, which would effectively damp the dominant oscillation mode and bring the maximum Distance to the center of inertia (COI) back into the stable area. The paper was based on testing of a range of capacities of ESS 20 MW, 25 MW, and 30 MW. According to the PSO sizing approach employed as described in Section 2.4, an optimized capacity of 30 MW grid-following ESS was found. This was necessary to achieve the desired damping and to stay within the range of the maximum Distance to the COI, which returned to the stable range as shown in Figures 3, 4. The finding based on this indicates the need to properly size the BESS to suppress oscillatory instability and maintain robust system dynamics.
[image: Line graph titled "Angle Difference Comparison" showing angle differences in degrees over time in seconds. It compares three scenarios of 70% PV in Gen. Area with BESS GFL at 20 MW, 25 MW, and 30 MW. All lines converge around 25 degrees, with initial spikes, particularly the 30 MW scenario, which peaks around 50 degrees before stabilizing.]FIGURE 3 | Angle difference response between the two areas for the system response of a line fault.[image: Graph titled "Tie Line Active Power Comparison" showing active power in megawatts (MW) over time in seconds. It compares three scenarios with 70% photovoltaic (PV) in the generation area and different battery energy storage system (BESS) grid-forming levels: 20 MW (blue), 25 MW (orange), and 30 MW (yellow). The power initially spikes before stabilizing around 200 MW.]FIGURE 4 | Tieline active power response for the system response to a line fault.3.2.2 PSO-optimized BESS GFM
In a similar case, where PV penetration reached 70%, a Grid-Forming (GFM) BESS, as described previously, was also implemented and adjusted through PSO. There is further dynamic support to variable voltages and frequencies by the GFM BESS that acts like a virtual synchronous machine.
Amazingly, the GFM BESS attained stability conditions with a 10 MW installation, which is significantly smaller than GFL. The percentage deviation of DCOI in the optimized GFM BESS was limited to +16.09% at most, within a safe margin of 3% to +25%, that is, within a stable operational margin.
The better performance of the GFM configuration was also confirmed in time-domain simulations, which were based on an identical severe fault scenario (three-phase fault cleared after 0.1 s). Angular difference and tie-line power response oscillations were suppressed quickly, and the rate of convergence was even faster, causing an insignificant amount of residual oscillations. Moving on to the point where a larger 30 MW GFL BESS was directly compared against this, achieving a total of 30 MW peak power and 30 MW holding power, it is noted in Figures 5–8 that this still demonstrated commendable performance.
[image: Line graph titled "Tie Line Active Power Comparison" showing active power in megawatts over time in seconds. Three lines represent different scenarios: blue is 70 percent PV with BESS GFL 30 MW, orange is 70 percent PV with BESS GFM 10 MW, and yellow is 70 percent PV with BESS GFM 30 MW. All lines start at a similar level, deviate around 1 to 1.5 seconds, and stabilize around 200 MW after initial fluctuations.]FIGURE 5 | Tieline active power response for the system response to a line fault.[image: Line graph titled "Angle Difference Comparison" showing degree versus time for different conditions. Three lines represent scenarios: blue for 70% PV with BESS GFL 30 MW, red for 70% PV with BESS GFM 10 MW, and orange for 70% PV with BESS GFM 30 MW. The graph illustrates fluctuations in angle difference over five seconds, with significant peaks around one second.]FIGURE 6 | Angle difference response between the two areas for the system response of a line fault (Zoomed Case).[image: Line graph titled "Angle Difference Comparison" showing angle in degrees over time in seconds. It compares three scenarios: 70% PV in Gen. Area with BESS GFL 30 MW + Control (blue), BESS GFM 10 MW + Control (red), and BESS GFM 30 MW + Control (yellow). The yellow line shows initial spikes, stabilizing around 30 degrees. The red and blue lines show similar initial fluctuations, stabilizing around 25 degrees.]FIGURE 7 | Angle difference response between the two areas for the system response of a line fault.[image: Line graph titled "Tie Line Active Power Comparison" showing active power over time in seconds. The y-axis represents power in megawatts. Three curves, in blue, red, and yellow, indicate different configurations with 70% PV and various battery energy storage systems (GFL and GFM) with control. The initial spike is in the yellow curve, indicating a large fluctuation, while blue and red exhibit steadier patterns, stabilizing around 200 megawatts.]FIGURE 8 | Tieline active power response for the system response to a line fault.The given findings support the effectiveness and increase the dynamic capabilities of GFM BESS technology. GFM-based solutions have much lower power ratings than GFL equivalents and can therefore provide greater stability and are especially beneficial in high-renewable, low-inertia grid applications.
4 DISCUSSION OF KEY FINDINGS
This paper presents several findings on the challenges of small-signal stability and transient stability posed by high photovoltaic (PV) penetration in a two-area power system, as well as the efficacy of BESS-based mitigation measures. The stability of the Distance to the Center of Inertia (DCOI) stability index and trends in modal damping were analyzed together with the effect of optimally controlled Battery Energy Storage Systems (BESS) in both Grid-Following (GFL) and Grid-Forming (GFM) operations.
One of the findings is the sharp growth of the deviation of the DCOI with the increase in the PV penetration rate to 68%–70%. The system is only marginally stable up to 67% PV, but a qualitative transition to instability takes place after that value. This transition is characterized by a sudden increase in DCOI (from ∼13 to over 1,300%) as well as a change in modal damping to go negative.
These results highlight that the level of renewable integration achievable with a high level of concentration can provide critical thresholds where the natural inertia and damping of the system are not adequate to maintain oscillatory stability. The predominant mode reaches the condition of being lightly damped and eventually unstable even to little disturbances, emphasizing the necessity of fast and adaptive control action. In this regard, the best-tuned BESS units come out as valuable stabilizing assets.
The GFL BESS, with a PSO-optimal power economy of at least 30 MW, managed to bring the DCOI closer to the target gain against the limit during the leading period oscillation, achieving a 16.96% gain, and restored damping in the leading oscillatory mode.
Nonetheless, the findings indicate that GFM BESS is a better performer in comparison to GFL competitors. With a relatively low power rating of 10 MW, the GFM setup achieved a similar magnitude of reduction in DCOI deviation (+16.09%). It provided better transient suppression in the event of a line fault. This is supplied by the active grid frequency and voltage control of GFM inverters due to their intrinsic ability to behave like conventional synchronous machines and add to system strength, even in extremely low-inertia situations.
In addition, the passing analysis of the fault condition between bus seven and bus eight will also confirm this fact. GFM BESS also stabilized the inter-area angle difference, apart from the smooth variation of tie-line power flow, which also converged faster once and had a lower overshoot in comparison with the GFL-controlled case.
Such findings further confirm a steady trend in the literature that GFM inverters will be an indispensable component in grids with high penetration of inverter-based resources to achieve grid stability. In general, the paper proves that although both BESS types can be tuned to accomplish similar DCOI-based stability goals, GFM realization is a much more powerful and dynamically safe solution. The practical implications of these findings are that a more cost-effective route towards grid stability can be found in the form of GFM-capable storage in future high-penetrant renewable power systems and planning.
5 CONCLUSION
The paper has analyzed the small-signal stability issues of power systems with renewable dominance, specifically not only on cluster-type photovoltaic (PV) integration but also on inverter-based storage. The results indicate that the clustered deployment of PV will generate an uneven distribution of inertia and cause some areas to be more prone to low-frequency variations and inter-area instability.
A comparative evaluation of grid-following (GFL) and grid-forming (GFM) storage helps to understand that both methods improve stability; however, they are quite different. Storage with GFL has relative improvements, and since it relies on phase-locked loop synchronization, it becomes rather delicate in weak-grid conditions. Conversely, GFM-based storage is always more damping, placing critical eigenvalues further in the stable spectrum, and more effectively damped oscillatory modes, both at high PV penetration.
As shown in the results, GFM control strategies are more resilient in mitigating small-signal instability in renewable-heavy grids. Nevertheless, care should be taken in control design, coordination of the system, and developing grid codes to implement it appropriately.
Overall, this study highlights the relevance of implementing grid-forming storage systems in fortifying the oscillatory stability of low-inertia systems in the future. Future work is needed in several areas, including hybrid GFL-GFM approaches, practice pilot projects, and determining the appropriate size of energy storage systems to make renewable-dominant grids trustworthy and resilient.
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