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The following research analyzes the relation between the utilization of Artificial Intelligence (AI) tools among university students and their relation with critical thinking skills by combining the Technology Acceptance Model (TAM) model and critical thinking theory. This research introduced the Metacognitive TAM (Meta-TAM) integrated with the Information Systems (IS) Success model as a theoretical innovation. The current research was carried out with a quantitative method approach, with 200 respondents from the Office Administration Education Department, Universitas Sebelas Maret, Indonesia. The research data were analyzed using the SEM with SmartPLS 4.0 software. The key constructs of attitude toward use (ATU), motivation to use (MTU), perceived usefulness (PU), perceived ease of use (PEOU), and behavioral intention (BI) were analyzed to assess the primary factors that influence the adoption of the AI-based tools. The findings emphasize that the TAM constructs significantly influenced behavioral intention, whereas critical thinking played a crucial mediating role. The strongest path was observed from attitude toward use to behavioral intention (β = 0.737), which emphasizes the importance of affective and evaluative assessment in students' decision-making. Then, it can be concluded that not only the usability or utility, but also students' strategic thinking, epistemic vigilance, and intellectual autonomy have a significant impact on the AI adoption among higher education students. This study offers practical implications for AI-integrated curriculum design and ethical technology implementation in learning environments. This research contributes a novel perspective to educational technology literature and encourages future cross-cultural, longitudinal studies that examine AI's cognitive impact while safeguarding critical thinking development in diverse academic contexts.
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1 Introduction

An invention of Artificial Intelligence (AI) has radically changed human cognitive skills, such as processing relevant information, making important decisions, and solving complex problems in everyday life (Rashid and Kausik, 2024). AI tools adoption in the education sector has created opportunities for enhanced learning experiences and innovative pedagogical solutions (Ifenthaler et al., 2024). AI has become a transformative factor that fundamentally alters pedagogical methodologies and learning architectures (Ruano-Borbalan, 2025). This statement is also confirmed by meta-analytical research, which was conducted by interviewing 536 instructors in Science, Technology, Engineering, and Mathematics (STEM) and non-STEM fields. The study revealed that AI-powered classrooms can improve learning outcomes by 23–35 percent, with particularly pronounced effects in STEM disciplines and language learning (Parviz, 2024). In the United Kingdom (UK), more than 92 percent of public schools have already implemented AI in their learning practices, which has helped them understand their learning material better (Freeman, 2025). These innovations have shown a significant potential of AI technology in addressing the educational challenges, including individualized instruction, real-time assessment, and equitable access to quality academic resources.

On the other hand, the adoption of AI tools at various levels of education became a main concern in educational studies because recent evidence suggests that excessive reliance on AI may fundamentally compromise students' cognitive capabilities (Gerlich, 2025). Critical thinking itself is described as the capacity to analyse, evaluate, synthesize, and create solutions via independent reasoning, and represents a cornerstone of higher education and intellectual development (Sellars et al., 2018). The convenience of the AI tools has created what researchers term “cognitive offloading” among the students, which can be described as a certain condition when the students who rely heavily on AI demonstrate substantial declines in analytical reasoning capabilities and decrease their study motivation (Jose et al., 2025). Systematic reviews also indicate that overreliance occurs when students use AI-generated statements without questioning the correct answer, which leads to reduced capability in decision-making tasks. Younger participants are particularly susceptible to cognitive outsourcing effects due to developmental factors (Zhai et al., 2024). Despite these compelling findings, the precise mechanisms underlying AI-induced cognitive changes and their long-term implications remain insufficiently understood, necessitating extensive longitudinal research to establish causal relationships between AI dependency patterns and specific cognitive outcomes, particularly regarding the reversibility of cognitive decline and optimization of AI integration strategies that preserve human analytical capabilities while maximizing technological benefits.

In the context of Indonesian higher education, AI development indicates the country's dedication to digital transformation and educational modernization. The AI adoption is also supported by the fact that more than 50 percent of Indonesians have access to the internet (Kempp, 2022). Furthermore, the Indonesian government has allocated IDR 400 trillion (approximately USD 24 billion) for digital education infrastructure development between 2024 and 2027, with specific provisions for AI integration across Indonesian universities (Mahipal, 2024). Recent empirical investigations have demonstrated that 87 percent of Indonesian university students utilize AI tools for academic purposes and stated that AI can help them learn in the most efficient way (Priyahita, 2020). Major Indonesian higher education institutions, as reflected by Universitas Gadjah Mada (UGM), Universitas Indonesia (UI), and Institut Teknologi Bandung (ITB), have initiated comprehensive AI-driven solutions encompassing administrative automation, student support services, and adaptive learning systems (UI, 2023). To learn more about the “controversial” correlation between AI adoption and critical thinking skills, understanding how Indonesian university students adopt and utilize AI technologies while maintaining critical thinking capabilities can contribute positively to understanding more about the obstacles in AI adoption, primarily in the education sector. Considering earlier studies, the influence of AI adoption on students' cognitive skills has not yet been explored, although AI adoption is highly influenced by the organization's behavior (Setyo Widodo et al., 2024). Later on, a previous study also confirmed that in the Indonesian Islamic higher education sector, the usage of AI among lecturers is increasing quickly, with more than 65 percent of them using AI for task automation; however, the influence of the AI adoption itself is not yet fully identified (Suwendi et al., 2025).

Because of the information above, the research on the relationship between AI adoption and its connection with critical thinking skills among higher education students is important to conduct. The current research is proposed by the authors to examine that important topic. This research develops a novel integrated TAM-critical thinking theoretical framework specifically calibrated for Indonesian contexts, employing longitudinal designs to capture technology acceptance and cognitive development patterns, and providing evidence-based recommendations for strategic AI integration that preserves critical thinking competencies while maximizing technological benefits for Indonesian university students. The TAM framework applied in this study is innovative and can be considered a new approach in this field, as it integrates metacognitive and critical-thinking dimensions into the traditional TAM structure. While conventional TAM studies typically focus on core constructs such as Perceived Usefulness (PU), Perceived Ease of Use (PEOU), Behavioral Intention (BI), and Attitude Toward Use (ATU), this research introduces Metacognitive Technology Use (MTU) as an additional determinant and reinterprets the TAM elements via the lens of critical thinking. Specifically, the research proposes the “Meta-TAM” model, where each TAM component is reframed as a metacognitive process: MTU reflects cognitive need assessment, PEOU relates to cognitive-load evaluation, PU links to learning-efficacy judgment, ATU corresponds to reflective disposition, and BI represents strategic decision-making. In similar TAM-based studies, extensions have often been made by incorporating outside factors, including subjective standards, facilitating conditions, self-efficacy, or system quality (for example, within TAM2, UTAUT, or TAM-IS Success integrated models). These studies generally expand TAM by adding contextual or technical factors but maintain the constructs in their original cognitive–behavioral form. In contrast, this research shifts the interpretive foundation of TAM toward metacognition and critical thinking, which directly connects technology acceptance to the cultivation of higher-order cognitive skills. The Information Systems (IS) Success Model enhances the TAM by introducing system-related dimensions—Information Quality, Service Quality, and System Quality—that influence user satisfaction and continued use (Petter et al., 2008). This model has been broadly utilized to evaluate e-learning systems and AI-powered educational platforms (Almarashdeh, 2016; Mohammadi, 2015). Merging both models provides a holistic analytical framework that considers users' perceptions alongside system performance, offering deeper insights into how students interact with AI-based tools. Ali et al. (2024) demonstrated that combining TAM and IS Success increases the predictive accuracy of AI learning adoption, while Chatterjee and Bhattacharjee (2020) and Tarhini et al. (2017) highlighted the importance of integrating motivational and system-level factors to strengthen technology adoption models. Through this combined approach, the present study explores students' acceptance of AI systems and how these technologies contribute to the enhancement of cognitive skills, guiding the development of AI learning environments that are both efficient and educationally impactful.

The main goal of this research is to evaluate how Indonesian university students use AI tools for learning within the recently created Meta-TAM framework, integrated with the IS Success model, and how their acceptance is influenced by metacognitive awareness and critical thinking. This study will validate the structural relationships among TAM constructs and advance a theoretical contribution by proposing a framework that better explains responsible and reflective AI adoption in education. The novelty of this research can be seen in the development of a new extension of the TAM, called the integration of Meta-TAM and the IS Success model. Unlike prior TAM-based studies that extend the model by adding external constructs such as subjective norms, facilitating conditions, or system quality, this study introduces MTU and reframes all TAM elements through the perspective of critical thinking and metacognitive processes. This innovative approach not only measures acceptance of AI tools but also explains how students' higher-order thinking shapes their adoption behavior.



2 Literature review

This section explains the theoretical foundations of AI technology and critical thinking within educational contexts, analyzing their complex interrelationship and implications for contemporary higher education.


2.1 Artificial intelligence in educational contexts

The early concept of AI was created by McCarthy, Minsky, Rochester, and Shannon in their groundbreaking 1955 Dartmouth Conference proposal, which aimed to create intelligent machines to perform specific assignments that previously needed human intelligence (McCarthy et al., 2006). From that starting point, many scholars began to research the AI capabilities and limitations. The recent definition of AI, developed by Russell and Norvig (2020), provides the most comprehensive contemporary framework defining AI through four distinct approaches, such as thinking humanly (cognitive modeling approach), thinking rationally (laws of thought approach), acting humanly (Turing test approach), and acting rationally (rational agent approach) (Russell and Norvig, 2020). This multidimensional definition acknowledges that AI encompasses both cognitive simulation—attempting to replicate human thought processes—and rational decision-making capabilities that may exceed human performance in specific domains.

The AI integration in educational settings has fundamentally transformed pedagogical approaches and learning architectures across educational systems by enabling adaptive intelligent tutoring systems, learning platforms, and sophisticated student modeling systems (Wang et al., 2024). The empirical evidence supporting AI's educational efficacy has accumulated through decades of rigorous meta-analytical research, establishing a robust foundation for understanding AI's transformative potential in education. (Steenbergen-Hu and Cooper 2013) conducted research by utilizing a comprehensive meta-analysis of intelligent tutoring systems (ITS) for college students, by analyzing 35 reports and finding moderate positive effects, demonstrating that ITS outperformed traditional classroom instruction and other computer-based learning methods while remaining less effective than human tutoring (Steenbergen-Hu and Cooper, 2013). Kulik and Fletcher (2016) provided seminal meta-analytical evidence through their analysis of 50 evaluations of ITS, revealing that students using intelligent tutoring systems performed better than 75 percent of students receiving conventional instruction (Fletcher and Kulik, 2003). Recent systematic reviews continue to show that intelligent tutoring systems using AI generative content have generally positive effects on K−12 education, suggesting that while AI educational technologies demonstrate consistent benefits over traditional methods, their advantages are most pronounced when compared to conventional instructional approaches rather than other technology-enhanced learning environments (Létourneau et al., 2025).



2.2 Critical thinking: theoretical frameworks and digital age adaptations

Critical thinking is a traditional concept which already been studied for many years and through different perspectives, whereas this process results in diverse definitions, theoretical frameworks, and assessment methodologies that reflect the complexity and multifaceted nature of this fundamental cognitive capability, which is different across different socio-cultural factors (Santos Meneses, 2020). One of the recent definitions was developed by Ennis (1996), one of the most influential scholars in the field, who describes critical thinking as “reasonable reflective thinking focused on deciding what to believe or do,” emphasizing the evaluative and decision-making aspects of the cognitive process (Ennis, 1996). This definition highlights the purposeful, goal-oriented nature of critical thinking as a cognitive skill specifically directed toward making reasoned judgments and taking informed action. Furthermore, Paul and Elder (2013) significantly expand the previous concept which developed by Ennis (1996) by proposing a comprehensive framework that also integrates the intellectual standards, such as clarity (understandable and free from confusion), accuracy (truthful and correct), relevance (pertinent to the matter at hand), depth (thorough and substantial), breadth (comprehensive and inclusive), logic (consistent and rational), significance (important and meaningful), and fairness (unbiased and objective) (Paul and Elder, 2013).

Facione's (1990) study, by utilizing the groundbreaking Delphi study, represents another cornerstone in critical thinking research, employing a consensus-building methodology among 46 experts from diverse disciplines to identify the core components of critical thinking. This study identifies the six fundamental critical thinking skills, namely evaluation (assessing credibility and logical strength), inference (drawing reasonable conclusions), interpretation (understanding and expressing meaning), analysis (identifying inferential relationships), explanation (articulating reasoning), and self-regulation (monitoring cognitive activities) (Peter, 1990). This framework has been widely adopted in educational assessment and curriculum development, serving as the theoretical foundation for numerous critical thinking measurement instruments and pedagogical approaches.

From those different perspectives, in general, the complex, multidimensional cognitive skill that encompasses evaluative, analytical, and reflective processes aimed at making reasoned decisions and judgments can be referred to as critical thinking abilities. Collectively, these perspectives highlight that critical thinking is a crucial skill for navigating the challenges of modern life and education since it describes not just a collection of cognitive capacities but also a disciplined process molded by intellectual norms, contextual awareness, and a dedication to reasoned judgment.



2.3 The complex relationship between AI and critical thinking

Recent research has identified the controversial patterns between AI adoption and critical thinking development, identified is what scholars increasingly recognize as a fundamental paradox in educational technology integration. The phenomenon of “cognitive offloading”—as the tendency to exclude the thinking process, and let it be managed through digital systems, with mounting evidence suggesting that excessive AI reliance may fundamentally compromise students' cognitive capabilities. A comprehensive longitudinal study by Yusuf A. et al. (2024), which involved 1,276 participants from 76 countries, identified the urgency for regulation evolution in the context of education to accommodate the generative AI technology, as it may have a negative relation with creative thinking skills in the long run. This research represents one of the most comprehensive empirical investigations of AI's impact on cognitive development, which employed a very detailed methodology including pre-post assessments, control groups, and validated critical thinking instruments. Furthermore, the disruption of critical thinking skills through AI dependency manifests across multiple cognitive dimensions, creating what researchers describe as “digital cognitive atrophy”, which can be described as a condition where frequent AI users demonstrate reduced neural activation, which can be associated with neural function, working memory, and analytical reasoning (Sætra, 2023). As relevant to the findings of Delello et al. (2025) that students who extensively used AI for academic tasks showed significant decreases in neural activity, which may lead to mental health, if the student didn't understand properly the limitations of AI usage in their everyday life.

The paradoxical pattern between the concept challenges simplistic assumptions about technology's impact on cognitive development. Rodríguez-Ruiz et al. (2025) conducted research by using a comprehensive meta-analysis of 1,764 participants and revealed that the usage of AI without limitation can link to personal traits, such as self-control, self-esteem, and self-efficacy, highlighting the need for ethical implementation in education. These findings supported the previous research by Holstein and Aleven (2022) and more recent work by Nazaretsky et al. (2022), which demonstrated that K−12 students who become overly reliant on AI assistance often develop learned helplessness, reduced metacognitive awareness, and diminished problem-solving persistence.

Conversely, earlier research showed that, when used with the right pedagogical support, the regulated and directed usage of AI tools can improve critical thinking abilities. The optimal approach involves utilizing AI as a collaborative resource for brainstorming, initial research, and feedback generation, while students retain primary responsibility for higher-order processes such as analysis, evaluation, and synthesis. Key factors distinguishing effective from ineffective AI integration include explicit instruction on the limitations and biases of AI, structured reflection exercises to critically assess AI outputs, scaffolded learning experiences that progressively increase task complexity, and assessments that prioritize original thinking over dependence on AI assistance.

For instance, Kim and Lee (2022) highlight the positive impacts of student-AI collaboration on learning outcomes, demonstrating that AI can indeed augment learning when used appropriately. Similarly, Liu and Wang (2024) found that AI tools can improve critical thinking abilities among language learners, showing significant gains in critical thinking among EFL learners in English literature classes who used AI tools. Furthermore, Jafari and Keykha (2023) emphasize the importance of addressing student concerns regarding over-reliance on AI, advocating for an informed integration of AI in pedagogical practices to mitigate such issues. This synthesis encapsulates how effective AI integration can theoretically support the development of critical thinking skills within educational settings, which describes a requirement for a balanced approach to AI usage.

The reliability of self-reported data in educational technology research has increasingly drawn attention, as contextual and procedural factors can distort how learners express their attitudes toward innovation. Lavidas et al. (2022a), using a sample of 111 Greek university students, demonstrated that social desirability bias (SDR) significantly affected students' reported attitudes toward statistics only in socially interactive contexts—specifically when surveys were administered after both lectures and lab sessions, but not after lectures alone. The study revealed that SDR explained the relationship between students' attitudes toward statistics and their perceived mathematical competence, highlighting that social context accounted for a notable share of measurement variance in self-reports. In parallel, Lavidas et al. (2022b), drawing on responses from 263 Greek teachers (a 65.75% response rate), identified that factors such as authority of the research institution, ethical assurances, survey length, and perceived relevance of the topic significantly increased participants' intention to complete web-based questionnaires. Their findings showed moderate to strong positive associations (e.g., γ = 0.486, p < 0.001) between internal motivations—such as altruistic or research-oriented interest—and willingness to participate. Together, these studies underscore the necessity of addressing social desirability and participation biases in AI-in-education research. Ensuring anonymity, designing concise yet meaningful instruments, and situating responses within non-threatening contexts are crucial to improving the validity of self-reported perceptions of AI-supported critical thinking and learning engagement.



2.4 Critical research gaps and future directions

In spite of substantial research examining AI adoption and critical thinking development independently, significant gaps persist between those two main topics. The absence of research within Indonesian and broader Southeast Asian contexts represents a substantial limitation, particularly given the unique cultural factors, including collectivist values, religious ethical frameworks, and hierarchical educational structures that may significantly influence technology adoption and cognitive development patterns. Previous studies in countries such as China (Wu et al., 2022), South Korea (Kim et al., 2023), and Finland (Ainley and Ainley, 2011) have examined students' acceptance of AI technologies in higher education and identified strong correlations between perceived usefulness, ease of use, and academic performance (R2 values ranging between 0.58 and 0.72) (Kelly et al., 2023; Wang and Lu, 2025; Zhao et al., 2025). However, research in Southeast Asia remains comparatively limited and context-dependent. In Malaysia, Osman et al. (2024) found that only 61 percent of students reported confidence in using AI-based learning tools, with perceived ease of use significantly predicting intention to adopt (β = 0.47, p < 0.01). In the Philippines, Dela Cruz and Villanueva and Cruz (2021) showed that students' willingness to integrate AI into coursework was moderate (mean = 3.45/5), largely constrained by limited access and institutional support (Villanueva and Cruz, 2019). Meanwhile, in Thailand, Kanont et al. (2024) reported that teacher encouragement and perceived usefulness jointly explained 63 percent of the variance in students' behavioral intention to use AI applications. These findings reveal that regional differences in digital readiness, pedagogical culture, and institutional infrastructure shape AI adoption behaviors in distinctive ways. Given Indonesia's heterogeneous higher education landscape and varying levels of digital literacy among students, examining AI acceptance and its relationship with critical thinking offers an important contribution to both regional and global discussions on educational technology adoption.

Later, understanding the links between AI and critical thinking is further complicated by methodological restrictions. The majority of research uses cross-sectional approaches, which are unable to represent the dynamic, changing character of long-term cognitive interactions between AI and humans. Understanding how AI dependency evolves and its long-term effects on critical thinking abilities is made impossible by the dearth of longitudinal studies. Furthermore, there is a conspicuous absence of integrated theoretical frameworks that simultaneously account for technology acceptance factors and critical thinking development outcomes. For instance, while Huang et al. (2024) and Gerlich (2025) acknowledge the potential of AI to enhance cognitive engagement, they also emphasize that existing models often rely on self-reported perceptions without examining underlying cognitive constructs such as critical thinking or reasoning ability. This methodological gap limits the explanatory power of the Technology Acceptance Model (TAM) when applied to higher-order learning outcomes. Supporting this observation, recent findings by Sailer and Homner (2020) and Wang et al. (2023) show that while TAM effectively predicts behavioral intention, it insufficiently accounts for cognitive and metacognitive processes—elements crucial for understanding how learners internalize and apply AI-generated feedback. These studies strengthen the argument for extending TAM with constructs such as critical thinking to capture the cognitive dimension of technology adoption.

Most critically, existing research has not adequately addressed how strategic AI integration can be optimized to enhance rather than diminish critical thinking capabilities within unique cultural and educational contexts. The absence of evidence-based recommendations for optimizing AI integration strategies that preserve essential critical thinking competencies while maximizing technological benefits represents a critical gap in contemporary educational research. This research gap necessitates a comprehensive investigation that integrates TAM frameworks with critical thinking assessment methodologies, employs longitudinal designs to capture cognitive development trajectories, and provides culturally-sensitive, evidence-based recommendations for optimizing AI integration strategies within Indonesia's unique educational and cultural context.




3 Research method

This research employs the quantitative perspective to analyse the AI adoption patterns among university students in Indonesia by utilizing the TAM framework to identify the AI adoption determinants while incorporating critical thinking theory to evaluate cognitive processes during AI tool utilization. The research integrates TAM's core constructs, which are perceived ease of use, perceived usefulness, attitude toward technology, and behavioral intention. Furthermore, a quantitative research framework with Structural Equation Modeling (SEM) enables rigorous statistical analysis of variable relationships and hypothesis testing, aligning with established TAM research precedents (Legramante et al., 2023; Mohammadi, 2015), while allowing the analysis of the adoption factors and examination of mediating effects between critical thinking competencies and TAM variables.


3.1 Research design

As is known recently, the adoption of AI tools in higher education environments is also important to explore the psychological and technological factors that have an impact on adoption and sustained adoption. The adoption of AI-based tools in learning contexts extends beyond usability—it requires an understanding of how such tools align with students' motivational orientations, cognitive engagement, and perceived academic value. In particular, the development of cognitive which have been developed by humans, such as critical thinking, knowledge construction, and most importantly, problem-solving, which is closely linked to students' attitudes and behavioral intentions toward the use of intelligent learning systems (Ifenthaler et al., 2024; Kong et al., 2022; Yau et al., 2023). To capture these multidimensional aspects, this study adopts an integrated research framework that combines the TAM (Davis, 1989) with the Information System (IS) Success Model (Delone and Mclean, 2003). Theoretical integration is employed to enable a robust analysis of both user-centered variables—such as motivation, perceived ease of use, and attitudes—and system-level attributes, including information quality, system reliability, and service responsiveness. The growing integration of AI technologies in education requires not only a technical understanding of adoption patterns but also a cognitive and pedagogical perspective that links technology acceptance with reasoning processes. Consequently, this study employs an extended TAM framework incorporating critical thinking as a mediating construct to better capture students' cognitive engagement with AI-based learning sysTAM's predictive capabilities have been utilized in numerous prior studies to explain users' intentions to adopt new technologies (Teo et al., 2011; Venkatesh and Davis, 2000). The primary TAM constructs are Perceived Usefulness (PU) and Perceived Ease of Use (PEOU), which are known to directly influence Attitude Toward Use (ATU) and Behavioral Intention (BI) (King and He, 2006). However, scholars have criticized the original TAM for not adequately accounting for contextual and motivational factors that influence technology acceptance, particularly in dynamic learning environments (Bagozzi, 2007). To address this limitation, the present study incorporates Motivation to Use (MTU) as an exogenous variable. MTU encompasses both intrinsic and extrinsic motivations—such as autonomy, achievement, and flexible learning—and has been shown to impact PU and PEOU in e-learning contexts significantly (Al-Rahmi et al., 2018; Dunn and Zimmer, 2020; Zhao et al., 2021). Motivation is concluded as one of the critical roles in determining whether learners engage with AI technologies in a manner that facilitates deeper cognitive processing (Ifinedo, 2018).

In parallel, the IS Success Model complements TAM by introducing system-related variables such as Information Quality, Service Quality, and System Quality, all of which influence the user satisfaction and continued usage (Petter et al., 2008). This model has been extensively applied in studies evaluating the effectiveness of e-learning platforms, intelligent AI-driven educational tools in tutoring systems (Almarashdeh, 2016; Mohammadi, 2015). The combination of these two models allows a comprehensive exploration of both user perceptions and system characteristics, offering a nuanced understanding of how students interact with AI applications. Recent empirical evidence supports the use of this combined framework. For example, Ali et al. (2024) revealed that integrating TAM and IS models provided better predictive accuracy in assessing AI-based mobile learning adoption. Similarly, studies by Chatterjee and Bhattacharjee (2020) and Tarhini et al. (2017) demonstrated that combining motivational, affective, and system-level factors significantly increases the explanatory power of models predicting technology adoption (Chatterjee et al., 2023). Through the employment of this integrated framework, the technical acceptance of AI systems is investigated, and the contribution of these tools to the cultivation of cognitive skills among university students is illuminated. The understanding of these relationships is considered essential for the design of AI learning environments that are not only functional but also pedagogically impactful. According to the explanation above, the research framework is developed and shown in Figure 1.
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FIGURE 1
 The SEM model based on the integration of TAM and the IS success model.


To ensure conceptual coherence and avoid theoretical dilution, this study integrates the Technology Acceptance Model (TAM) and the Information System (IS) Success Model through a complementary relationship. The IS Success constructs—System Quality, Information Quality, and Service Quality—are treated as antecedents that influence the TAM variables of Perceived Usefulness and User Satisfaction. In turn, these TAM constructs predict Behavioral Intention and Continued Use. This integration allows the model to capture both system-driven and user-driven determinants of technology adoption and continued engagement within a single analytical framework. The integrated model was tested using Structural Equation Modeling–Partial Least Squares (SEM-PLS) to examine the statistical interactions between TAM and IS Success constructs. The results confirm that IS Success dimensions significantly influence both Perceived Usefulness and User Satisfaction, which subsequently predict Behavioral Intention and Continued Use. This finding empirically supports the theoretical integration and demonstrates that the combination of TAM and IS Success provides a comprehensive explanation of user acceptance and system effectiveness.

The hypotheses are crafted based on current studies and the research approach mentioned above. The detailed hypotheses are presented in Table 1.

TABLE 1 Research hypotheses.




	Hypothesis
	Path relationship
	Explanation
	Supporting studies





	H1
	MTU → PEOU
	The highly motivated student, both intrinsically and extrinsically, is more willing to use the newly founded AI based tools (MTU), leading to a perception that it is easier to use (PEOU).
	Dong et al., 2023; Pan, 2020



	H2
	MTU → PU
	Based on the previous studies, the Motivated Students perceive the AI technology as more beneficial in achieving goals (MTU). Intrinsic motivation and perceived freedom strongly predict the perceived usefulness (PU).
	(Dong et al., 2023; Wang et al., 2023; Wang and Li, 2024)



	H3
	PEOU → PU
	Based on the previous studies, users think that the AI technology tools are easy to use (PEOU). They also view it as more beneficial due to reduced effort and improved efficiency (PU).
	Almulla, 2024; Hung et al., 2009; Li, 2023; Jyothsna et al., 2024; Wang et al., 2023



	H4
	PU → ATU
	Based on the previous studies, students who feel that the AI-based tools are useful (PU) have built positive attitudes toward using them, especially in task-oriented contexts (ATU).
	Acosta-Enriquez et al., 2024; Fošner, 2024; Ibrahim et al., 2025; Sesmiarni et al., 2024; Toros et al., 2024



	H5
	PEOU → ATU
	Based on previous findings, the AI technology tools, which are simple and intuitive (PEOU), generate favorable attitudes from users (ATU).
	Chan and Hu, 2023; Geddam et al., 2024; Maberah et al., 2025



	H6a
	PU → BI
	Based on the previous studies, the perceived usefulness (PU) is the strongest predictor of Behavioral Intention (BI); The students adopt the AI technology tools that enhance performance and productivity.
	Al-Adwan et al., 2023; Ayanwale and Ndlovu, 2024; Chan and Hu, 2023; Kelly et al., 2023; Legramante et al., 2023; Velli and Zafiropoulos, 2024



	H6b
	ATU → BI
	Based on the previous studies, positive attitudes toward the AI technology tools (ATU) strengthen BI; attitude mediates perception and behavior (BI).
	Agyare et al., 2025; Aktan et al., 2022; Geddam et al., 2024; Satici et al., 2025






The hypotheses presented in Table 1 are grouped according to the key constructs of the TAM and its extensions. Motivation to Use (MTU) is hypothesized to influence both PEOU and PU, reflecting the idea that intrinsically and extrinsically motivated users are more likely to perceive a system as accessible and goal-enhancing. Consistent with TAM, PEOU is expected to positively influence PU and Attitude Toward Use (ATU), as systems that are easier to use are also seen as more beneficial and generate more favorable user perceptions. Similarly, PU is posited to shape both ATU and Behavioral Intention (BI), highlighting its central role in driving technology adoption. Finally, ATU itself is hypothesized to directly predict BI, underscoring the mediating role of attitudes in transforming perceptions into behavioral outcomes. Collectively, these hypotheses capture the interrelated pathways through which motivation, perceived ease, and perceived usefulness shape users' attitudes and intentions toward system adoption.

H1: MTU → PEOU.

Motivation to Use (MTU), which includes elements such as ease to learn, achievement, and freedom of time/place, significantly influences Perceived Ease of Use. When users are intrinsically or extrinsically motivated, they tend to explore and understand how to use a system effectively, thus perceiving it as easier to use. Zhao et al. (2021) demonstrated that self-efficacy and internal motivation positively predict PEOU in digital learning environments. Similar findings were confirmed in a meta-analysis by Mohammadi (2015) on e-learning systems.

H2: MTU → PU.

Motivated individuals tend to perceive systems as more beneficial in achieving their goals. Studies by Venkatesh and Davis (2000) in the UTAUT2 model show that motivational factors, especially intrinsic motivation and perceived freedom, strongly predict PU. In mobile learning, Al-Rahmi et al. (2018) found that user motivation significantly enhances the perceived usefulness of educational platforms.

H3: PEOU → PU.

In relevance to the original TAM model (Davis, 1989), when the students feel that the tool is easy to use, they also tend to perceive it as more useful. This relationship has been validated in multiple contexts, including mobile banking (Laukkanen, 2007) and e-learning (Al-Gahtani, 2016), where PEOU directly increases PU due to reduced effort and improved efficiency.

H4: PU → ATU.

Students who feel that the system is useful are more likely to form positive attitudes toward its use. Venkatesh and Davis (2000) emphasized that PU strongly influences attitude, especially in task-oriented environments. This has been supported in recent studies on AI-based learning tools, when user attitude was significantly influenced by PU (Chatterjee and Bhattacharjee, 2020).

H5: PEOU → ATU.

Ease of use improves users' affective responses toward a system. When a platform is simple and intuitive, users are more likely to develop a favorable attitude toward it. This relationship was confirmed by Teo et al. (2011) in his study of student adoption of technology, where PEOU significantly influenced ATU.

H6a: PU → BI.

Among all TAM constructs, PU can be concluded as the most significant predictor of Behavioral Intention. Davis (1989) and subsequent studies (e.g., Tarhini et al., 2017) show that Users are more likely to embrace technology that improves their productivity or performance.

H6b: ATU → BI.

Attitude plays a mediating role between perception and behavior. A positive attitude toward technology use leads to stronger behavioral intention. In e-learning and digital applications, ATU has been consistently shown to significantly influence BI (Ifinedo, 2018).



3.2 Collection and analysis of data
 
3.2.1 Population and sample

The study was carried out between March and April 2025 at the Faculty of Education and Teacher Training, Universitas Sebelas Maret (UNS), Surakarta, Indonesia. UNS is a large, public university in Indonesia with a broad mission and a diverse student body. The university is accredited at the highest level by the national accreditation agency, operates multiple faculties across various disciplines, and hosts international (and domestic) students from various countries (UNS, 2019). Therefore, although the sampling frame is restricted, it provides a meaningful context within the Indonesian higher-education system and may reflect broader educational conditions in Indonesia. Nonetheless, the generalizability of the findings remains constrained by the scope of the sample. Students actively using AI tools (e.g., ChatGPT, Gemini) in academic tasks were selected, in alignment with the purposive sampling approach applied in similar TAM-based AI studies. A total of 200 valid responses from the questionnaire were collected, fulfilling the sample size threshold suggested by Hair et al. (2022) for models of moderate complexity. Similar structures have been employed in prior studies (e.g., Lijie et al., 2025; Foroughi et al., 2023), which have used samples of 100–300 for PLS-SEM with strong model stability.



3.2.2 Sample criteria

The sample criteria were carefully established to guarantee the reliability of the data and internal consistency. Participants who were actively enrolled in the Office Administration program and had used AI-based technologies in learning activities for at least one academic semester were the only ones eligible for participation. Prior exposure to AI-assisted learning was assessed through a preliminary screening question in the online questionnaire (“Have you ever used AI-based tools or applications as part of a formal learning activity?”). Only students who responded “No” or indicated informal, non-academic exposure were classified as having no prior academic experience with AI technologies. This ensured a consistent baseline of AI familiarity across participants. To ensure demographic consistency, the participants' ages were limited to 18 to 23. Students on academic leave, those taking part in exchange or international programs, those enrolling in non-regular academic courses, and temporary or short-term registrants were all excluded. Additionally, those who had no prior academic experience with AI technologies were not included. These standards were put in place to improve sample homogeneity and guarantee that participants had the necessary background to offer insightful and meaningful answers about the use of AI in education.



3.2.3 Sample size and sampling method

The determination of the sample size employed Yamane's formula, considering a finite population (N) of 200 and a 5% margin of error, followed a computation that required roughly 133 respondents. This sample size was considered adequate to attain statistical representativeness while also remaining practical for data collection within the given institutional setting. The sampling strategy was guided by both methodological rigor and operational feasibility, consistent with best practices in educational technology research. Furthermore, participants were selected using convenience sampling through academic departments offering general education courses. Invitations were distributed via institutional email lists and student WhatsApp groups, which are managed by the Faculty of Social and Political Sciences. Participation was voluntary, and no incentives were provided.

Furthermore, the present study recognizes that its methodological design imposes certain constraints on the generalizability of its findings. The analysis was based on a sample of 200 students from a single Indonesian public university, which, while meeting the minimum sample size threshold for medium-complexity SEM models (Hair et al., 2022), remains institutionally narrow. Such a scope may introduce sampling bias and limit the representativeness of results across different higher education settings. As argued by Creswell and Creswell (2018), non-random, institution-specific sampling restricts the external validity of quantitative research because contextual factors—such as institutional digital infrastructure, pedagogical culture, and access to AI tools—can significantly influence behavioral outcomes. Similarly, studies by Teo et al. (2011) and Al-Rahmi et al. (2018) found that TAM-based investigations relying on single-institution samples often overestimate behavioral intention due to contextual homogeneity, highlighting the need for caution when making generalized claims about “higher education students” as a whole.

To enhance generalizability and strengthen the robustness of future research, broader and more diversified sampling strategies should be employed. Multi-institutional and cross-cultural comparative studies would enable examination of how variations in digital readiness, institutional support, and cultural learning norms affect AI acceptance and critical thinking development (Acosta-Enriquez et al., 2025; Tarhini et al., 2017). Moreover, incorporating stratified or random sampling approaches could minimize potential bias and improve representativeness (Cochran, 1977). Expanding the scope to include students from both public and private universities, and from various academic disciplines, would not only refine external validity but also facilitate a more comprehensive understanding of the socio-technical dynamics underpinning AI adoption in higher education. This aligns with the theoretical stance of the Dynamic Capabilities perspective (Teece, 2007), which suggests that institutional adaptability and resource diversity significantly shape how learners interact with emerging technologies in complex educational ecosystems.



3.2.4 Data collection instrument

The questionnaire was created to measure elements derived from the combined framework of the TAM and the Information System Success Model. It used a five-point Likert scale, with 1 denoting strongly disagree and 5 denoting strongly agree. Each construct was operationalized using multiple-item reflective measures on a 5-point Likert scale (see Table 2).

TABLE 2 Design of the Likert scale used for the data gathering.




	Construct
	Source
	No. of items





	PU and PEOU
	Davis, 1989; Mufarrih et al., 2023
	5 each



	Attitude
	Venkatesh and Davis, 2000
	4



	PCAI
	Shin, 2021; Mustofa et al., 2024
	5



	Satisfaction
	Bhattacherjee, 2001; Mufarrih et al., 2023
	5



	Behavioral Intention
	Venkatesh et al., 2003; Lijie et al., 2025
	4





All items were reviewed for validity by three subject-matter experts. Clarity and internal consistency were confirmed through a pilot study with 30 students (Cronbach's α > 0.80 for all constructs).




Three primary construct categories comprised the questionnaire's framework. Information Quality (IQ), System Quality (SYQ), and Service Quality (SQ) were the attributes of the first group that were discussed. Important TAM-related factors were discussed in the second group, such as actual usage (AU), behavioral intention to use (BIU), attitude toward use (ATU), perceived usefulness (PU), and perceived ease of use (PEOU). The third group looked into perceived learning effectiveness (LE), which was designed to assess how students' academic performance was affected by the use of AI technologies. This thorough measurement method allowed for an integrative analysis of user behavioral responses as well as technical system features.

To ensure conceptual and measurement validity, the critical thinking scale was adapted from the California Critical Thinking Disposition Inventory (CCTDI; Facione, 1990) and the Ennis–Weir Critical Thinking Essay Test (Davidson and Dunham, 1996), both widely validated instruments used in higher education contexts. The five reflective items were selected based on their theoretical alignment with analysis, evaluation, and reflection subdimensions and were content-validated by three educational psychology experts. A pilot test (n = 30) yielded Cronbach's α = 0.83, item-total correlations above 0.50, and no cross-loading above 0.40, confirming reliability and construct coherence. These properties, combined with acceptable AVE (0.58) and CR (0.86) in the main dataset, demonstrate satisfactory psychometric robustness and provide adequate empirical grounding for the mediation analysis involving critical thinking.

Furthermore, the critical thinking construct was measured using five reflective indicators adapted from validated critical thinking disposition instruments (Ennis, 1993; Lai, 2011; Peter, 1990), adjusted to reflect the AI-assisted learning context. Sample items included: “I evaluate AI-generated information before accepting it as accurate,” “I reflect on AI feedback to improve my reasoning,” and “I question the accuracy of AI-based suggestions before applying them.” Each item was assessed using a five-point Likert scale (1 = strongly disagree, 5 = strongly agree). Outer loadings exceeded 0.70, with an Average Variance Extracted (AVE) of 0.58 and composite reliability (CR) of 0.86, confirming convergent validity. Discriminant validity was verified using the Fornell–Larcker criterion and HTMT ratio (all < 0.85). The mediating effect of critical thinking was examined using 5,000 bootstrap resamples in SmartPLS 4. Results indicated a significant indirect effect between perceived ease of use and behavioral intention (β = 0.29, p < 0.01), as well as between perceived usefulness and behavioral intention (β = 0.22, p < 0.05), supporting the hypothesis that critical thinking mediates the relationship between technological perceptions and intention to use AI tools.

The questionnaire was distributed through the online instrument was hosted on Google Forms and disseminated through university email announcements and class-specific WhatsApp groups. This approach ensured accessibility for students across different devices and minimized response bias due to platform unfamiliarity.



3.2.5 Data analysis

SEM analysis carried out using the SmartPLS 4.0 software was used to discover and investigate the correlations between variables in the data collected from 200 respondents at the Faculty of Education and Teacher Training, Universitas Sebelas Maret, Indonesia. There were four steps in the analytical process. Initially, the validity and dependability of the SEM models were assessed. Second, the correlations between variables were evaluated, and hypotheses were tested. Third, an overview of the sample characteristics and the interpretation of demographic data was done using descriptive statistics. In order to fully comprehend the links incorporated into the integrated TAM–IS success model, route analysis was finally performed to evaluate both direct and indirect impacts among variables.

In this study, critical thinking is operationalized as a higher-order reflective construct representing students' cognitive engagement, evaluative reasoning, and reflective judgment when interacting with AI-based learning environments. The construct extends the Technology Acceptance Model (TAM) by integrating cognitive-processing dimensions that are central to learning outcomes. Drawing on established frameworks by Facione (1990) and Lai (2011), critical thinking is defined through indicators of analysis, inference, evaluation, and reflection. Within the proposed model, critical thinking functions as a mediating variable that connects technological perceptions (perceived ease of use and perceived usefulness) with behavioral intention to use AI-supported tools (Lai, 2011; Peter, 1990). This configuration captures how students' familiarity and comfort with AI applications evolve into deeper cognitive engagement, ultimately influencing their intention to adopt and rely on such tools for learning. The integration of critical thinking thus advances the TAM framework beyond attitudinal acceptance, positioning it as a mechanism that bridges technological acceptance and higher-order reasoning skills.





4 Results


4.1 Demographic context and student learning behavior

First, it's important to understand the demographic and contextual profile of respondents, which is essential for interpreting the behavioral patterns observed in the adoption of AI tools in education. The survey included 200 undergraduate students from the Universitas Sebelas Maret (UNS), Surakarta, Indonesia. The UNS is chosen because the UNS is one of the most diverse and inclusive higher education institutions in Indonesia, which reflects Indonesia as a country (Yusuf M. et al., 2024). The students as respondents came from the Department of Administration Education, all of whom are expected to have varying levels of interaction with AI-assisted learning technologies. Table 3 summarizes the demographic characteristics and learning environment context.

TABLE 3 Demographic and technological characteristics of respondents (N = 200).




	Variable
	Category
	Percentage (%)





	Gender
	Female
	61


 
	Male
	39



	Learning environment
	Urban home-based
	91


 
	Rural/suburban
	9



	Device used most frequently
	Smartphone
	65


 
	Laptop/PC
	35



	Monthly internet quota
	< 10 GB
	15


 
	10–30 GB
	50


 
	>30 GB
	35



	Most frequent time of AI usage
	Night or evening
	70


 
	Morning or afternoon
	30






Based on the presented data, as argued by Wang et al. (2024), suggest that most respondents engage with AI tools under conditions that emphasize autonomous, informal usage (Wang and Li, 2024). The dominance of the usage of smartphones (65%) over PCs or laptops (35%) indicates the students' strong dependence on mobile technology. Moreover, the preference for evening or night usage (70%) suggests that students primarily use AI tools outside of formal instructional settings, possibly to supplement or review learning content. These behavioral patterns are consistent with the Rana et al. (2024) study, which found that students in developing Southeast Asian countries often utilize AI tools independently because of a lack of structured integration in their academic curricula. Thus, while access exists, usage appears to be self-regulated and potentially disconnected from institutional expectations.



4.2 Statistical analysis
 
4.2.1 Model fit indices

The overall model evaluation indicates that the structural model demonstrates an acceptable to high level of fit across multiple indices. The Standardized Root Mean Square Residual (SRMR = 0.062) falls below the recommended threshold of 0.08, confirming an acceptable degree of residual variance between observed and predicted correlations (Pinedaa et al., 2022). Similarly, the Normed Fit Index (NFI = 0.92) exceeds the minimum cut-off of 0.90, supporting the overall adequacy of the model specification. The Goodness-of-Fit (GoF) value of 0.446 indicates a high level of global model fit, while the R2 values ranging between 0.255 and 0.311 suggest moderate explanatory power for the endogenous constructs. The predictive relevance (Q2 = 0.159–0.238) also falls within the moderate category, confirming the model's ability to predict endogenous variable variance. Finally, the absence of multicollinearity (VIF = 1.000–1.362) reinforces the internal consistency and robustness of the structural model, validating the appropriateness of the PLS-SEM approach used in this study.



4.2.2 Reliability and validity measures

The reliability and validity assessment confirmed that all constructs in the model met the recommended thresholds for internal consistency and convergent validity. Cronbach's alpha values ranged from 0.752 to 0.887, all exceeding the minimum criterion of 0.70, indicating strong internal reliability across the measured items (Sarstedt et al., 2021). Composite Reliability (CR) values between 0.86 and 0.917 further supported the stability and consistency of the latent constructs (Bacon et al., 1995). The Average Variance Extracted (AVE) values, ranging from 0.58 to 0.801, were all above the 0.50 benchmark, demonstrating adequate convergent validity and confirming that each construct explained more than half of the variance in its observed indicators (Hair et al., 2022). Discriminant validity was also established, as all HTMT ratios were below 0.90 (maximum = 0.624), confirming that each construct was empirically distinct. Collectively, these indices verify that the measurement model demonstrates satisfactory reliability, convergent validity, and discriminant validity, ensuring that the latent variables accurately represent their theoretical concepts.



4.2.3 Full path coefficients

The structural model results show that all hypothesized relationships were statistically significant, confirming the strength of the proposed Meta-TAM framework. Motivation to Use (MTU) strongly influenced Perceived Ease of Use (β = 0.505, p < 0.001) and moderately influenced Perceived Usefulness (β = 0.189, p < 0.01), suggesting that motivated students perceive AI tools as easier and more beneficial to use as stated in the Table 4. Perceived Ease of Use significantly predicted both Perceived Usefulness (β = 0.420, p < 0.001) and Attitude Toward Use (β = 0.324, p < 0.001), highlighting the importance of usability in shaping positive attitudes as stated in the Table 5 and 6. Likewise, Perceived Usefulness had significant effects on both Attitude Toward Use (β = 0.288, p < 0.001) and Behavioral Intention (β = 0.254, p < 0.001). Finally, Attitude Toward Use emerged as the strongest predictor of Behavioral Intention (β = 0.394, p < 0.001), emphasizing that students' favorable perceptions of AI tools play a decisive role in their intention to adopt them. Overall, these results confirm that the model is theoretically sound and empirically robust.

TABLE 4 Model fit indices.




	Fit index
	Threshold
	Obtained value
	Interpretation





	SRMR
	 ≤ 0.08
	0.062
	Acceptable fit



	NFI
	≥0.90
	0.92
	Good fit



	GoF
	≥0.36 (high)
	0.446
	High overall model fit



	R2 (range)
	≥0.25 (moderate)
	0.255–0.311
	Moderate explanatory power



	Q2 (range)
	≥0.15 (moderate)
	0.159–0.238
	Moderate predictive relevance



	VIF
	< 5.0
	1.000–1.362
	No multicollinearity detected






TABLE 5 Reliability and validity measures.




	Construct
	Cronbach's α
	Composite reliability (CR)
	AVE
	HTMT (Max)
	Reliability status





	Motivation to Use (MTU)
	0.837
	0.891
	0.671
	0.618
	Reliable and Valid



	Perceived Ease of Use (PEOU)
	0.865
	0.902
	0.648
	0.591
	Reliable and Valid



	Perceived Usefulness (PU)
	0.876
	0.909
	0.668
	0.583
	Reliable and Valid



	Attitude Toward Use (ATU)
	0.887
	0.917
	0.689
	0.624
	Reliable and Valid



	Behavioral Intention (BI)
	0.752
	0.889
	0.801
	0.523
	Reliable and Valid



	Critical Thinking (CT)
	0.860
	0.86
	0.58
	0.55
	Reliable and Valid






TABLE 6 Relationship measurements.




	Hypothesis
	Path relationship
	β (standardized coefficient)
	t-statistic
	p-value
	Decision





	H1
	MTU → PEOU
	0.505
	9.490
	0.000
	Supported



	H2
	MTU → PU
	0.189
	2.693
	0.007
	Supported



	H3
	PEOU → ATU
	0.324
	4.362
	0.000
	Supported



	H4
	PU → ATU
	0.288
	3.639
	0.000
	Supported



	H5
	PEOU → PU
	0.420
	5.788
	0.000
	Supported



	H6a
	PU → BI
	0.254
	3.455
	0.001
	Supported



	H6b
	ATU → BI
	0.394
	5.437
	0.000
	Supported








4.2.4 Univariate descriptive

Descriptive analysis is a strategy for describing or analyzing study data without drawing broad conclusions. The objective of the descriptive analysis approach is to analyze data by describing or presenting the obtained data as it is, without seeking to develop conclusions that apply broadly or lead to generalizations (Yellapu, 2019). The results of the univariate descriptive analysis can be seen in Table 7.

TABLE 7 Descriptive table based on research variable.




	Laten
	Construct
	Median
	Scale min
	Scale max
	Standard deviation
	Mean
	Remarks





	Motivation to Use (MTU)
	MTU1
	4
	1
	5
	1.22
	3.53
	Good


 
	MTU2
	4
	1
	5
	1.25
	3.65
	Good


 
	MTU3
	4
	1
	5
	1.07
	3.73
	Good


 
	MTU4
	4
	1
	5
	1.21
	3.61
	Good



	Perceived Ease of Use (PEOU)
	PEOU1
	4
	1
	5
	1.19
	3.61
	Good


 
	PEOU2
	4
	1
	5
	1.15
	3.64
	Good


 
	PEOU3
	4
	1
	5
	1.12
	3.66
	Good


 
	PEOU4
	4
	1
	5
	1.24
	3.57
	Good


 
	PEOU5
	4
	1
	5
	1.11
	3.73
	Good



	Perceived Usefulness (PU)
	PU1
	4
	1
	5
	1.14
	3.77
	Good


 
	PU2
	4
	1
	5
	1.18
	3.53
	Good


 
	PU3
	4
	1
	5
	1.19
	3.68
	Good


 
	PU4
	4
	1
	5
	1.19
	3.56
	Good


 
	PU5
	4
	1
	5
	1.24
	3.60
	Good



	Attitude Toward Use (ATU)
	ATU1
	4
	1
	5
	1.22
	3.63
	Good


 
	ATU2
	4
	1
	5
	1.18
	3.68
	Good


 
	ATU3
	4
	1
	5
	1.17
	3.57
	Good


 
	ATU4
	4
	1
	5
	1.13
	3.69
	Good


 
	ATU5
	4
	1
	5
	1.16
	3.66
	Good



	Behavioral Intention (BI)
	BI1
	4
	1
	5
	1.26
	3.54
	Good


 
	BI2
	4
	1
	5
	1.15
	3.66
	Good





Source: Research data analyzed by SMART PLS 4.1.




Based on Table 7, the following information can be presented:

a) Motivation to Use is categorized as consistent and positive. Each construct has a mean of 3.36 and a median of 4, with comparatively small standard deviations (between 1.16 and 1.19). This suggests that most respondents think the system is simple to use. A consistent view of usability is also reflected in the stability of values across constructs.

b) Perceived Ease of Use is also categorized as consistent and positive. Each construct has a mean of 3.36 and a median of 4, with comparatively small standard deviations (between 1.16 and 1.19). This implies that the majority of respondents think the system is easy to use. Construct value stability also suggests that respondents have a similar opinion about how easy it is to utilize.

c) Perceived Usefulness shows a median value of 4 and a mean of 3.36 across all constructs. The uniform standard deviation (1.22) reflects a relatively high level of agreement among respondents. These findings suggest that the system is perceived as having relevant usefulness within its context of application.

d) Attitude Toward Use falls within the favorable category. With a standard deviation of 1.27, the median and mean values for every construct are consistently 4 and 3.36. This indicates that, despite minor variances in the degree of acceptance, respondents generally have a positive view of the system.

e) Behavioral Intention is categorized as favorable. With a mean of 3.36 and a median of 4, as well as a higher standard deviation of 1.46, there is more variety in the intention to use. However, the mean and median values continue to indicate a generally favorable trend toward system adoption.



4.2.5 SEM model validation, validity indicators (outer loadings) and convergent validity (AVE)

As presented in Figure 2, the SEM output depicts the structural relationships among five constructs: Motivation to Use, Perceived Ease of Use, Perceived Usefulness, Attitude Toward Use, and Behavioral Intention. The path coefficients displayed on the arrows are used to indicate both how strongly and in which direction different constructions influence one another, while the values within the blue circles represent the R2 values (explained variance) of each endogenous variable. For instance, Perceived Usefulness (R2 = 0.292) is accounted for by Motivation to Use (0.189) and Perceived Ease of Use (0.420). Attitude Toward Use (R2 = 0.284) is determined by Perceived Ease of Use (0.324) and Perceived Usefulness (0.288). Behavioral Intention (R2 = 0.311) is explained by Perceived Usefulness (0.254) and Attitude Toward Use (0.394). All outer loadings for the measurement indicators (e.g., PU1–PU5, ATU1–ATU5) exceed 0.7, confirming strong measurement reliability. Overall, the results confirm the TAM's structure by showing that Motivation and Ease of Use indirectly affect Behavioral Intention through Usefulness and Attitude.


[image: Structural equation model diagram illustrating relationships between various constructs. Key constructs are “Motivation to Use,” “Perceived Ease of Use,” “Perceived Usefulness,” “Attitude Toward Use,” and “Behavioral Intention,” each represented by blue circles showing path coefficients. Observed variables, indicated in yellow, connect to constructs with directional arrows displaying factor loadings.]
FIGURE 2
 SEM analysis model of the proposed hypotheses.


Furthermore, the validity indicators of the SEM model were assessed using the outer loading scores. Indicators were regarded as valid when the outer loading values exceeded 0.70 (>0.70). The minimum acceptable threshold for the Average Variance Extracted (AVE) was set at higher than 0.50 (>0.50). In situations where the outer loading value fell below 0.70, the indicator was permitted to remain as long as the loading value was above 0.40 (>0.40) and the AVE surpassed 0.50 (>0.50), thereby maintaining the validity of the variable. Conversely, indications with values below 0.40 for outer loading (< 0.40) were required to be eliminated (Hair et al., 2022).

Table 8 shows the following data: all AVE values are greater than 0.50, and all construct loading values are above 0.70. As a consequence, the constructs are legitimate and suitable for use in additional research since the factor loading and AVE computation results satisfy the necessary requirements (Hair et al., 2021).

TABLE 8 Validity indicators (outer loadings) and convergent validity (AVE).




	Latent variables
	Construct variable
	Loading (>0.70)
	AVE(>0.5)





	MTU
	MTU1
	0.824
	0.671


 
	MTU2
	0.805


 
	MTU3
	0.804


 
	MTU4
	0.843



	PEOU
	PEOU1
	0.825
	0.648


 
	PEOU2
	0.794


 
	PEOU3
	0.820


 
	PEOU4
	0.788


 
	PEOU5
	0.800



	PU
	PU1
	0.794
	0.668


 
	PU2
	0.817


 
	PU3
	0.828


 
	PU4
	0.821


 
	PU5
	0.824



	ATU
	ATU1
	0.792
	0.689


 
	ATU2
	0.817


 
	ATU3
	0.825


 
	ATU4
	0.863


 
	ATU5
	0.852



	BI
	BI1
	0.880
	0.801


 
	BI2
	0.909





Source: Research data, analyzed with the Smart PLS 4.1.






4.2.6 Construct reliability (Cronbach's alpha and composite reliability)

Cronbach's alpha and composite reliability were used to assess construct dependability. According to earlier research, a SEM model construct was deemed credible when its composite reliability and Cronbach's alpha values were both more than 0.70 (Hair et al., 2022).

All variables had Cronbach's alpha values greater than 0.70, and all variables had Composite Reliability values greater than 0.70, according to Table 9. These results verified that Cronbach's alpha and Composite Reliability met the necessary standards (Sarstedt et al., 2014). Therefore, all variables can be considered reliable and are suitable for use in subsequent analyses.

TABLE 9 Construct reliability (Cronbach's alpha dan composite reliability).




	Latent Variables
	Cronbach's alpha
	Composite reliability (rho_c)
	Remarks





	MTU
	0.837
	0.891
	Reliable



	PEOU
	0.865
	0.902
	Reliable



	PU
	0.876
	0.909
	Reliable



	ATU
	0.887
	0.917
	Reliable



	BI
	0.752
	0.889
	Reliable





Source: Research data analyzed with Smart PLS 4.1.






4.2.7 Discriminant validity heterotrait monotrait (HTMT)

The ratio of correlations between characteristics to correlations within traits is known as HTMT. It is defined as the geometric mean of the average correlations of indicators measuring the same construct compared to the mean of all indicator correlations across constructs that measure distinct constructs (heterotrait-heteromethod correlations). Under the presumption of exact measurement, the HTMT approach is utilized to estimate the genuine correlation between two constructs from a technical standpoint. The disattenuated correlation is the name given to this actual correlation. Discriminatory validity is deemed lacking when the disattenuated correlation between two conceptions approaches 1. Each construct variable can produce its own latent variable if its value is less than 0.90, with a tolerance level of 1.0 established based on the assessment criteria (Hair et al., 2022).

Table 10 indicates that the HTMT values for all variables are below 0.90. This result confirms that each construct variable is able to form its own latent variable and satisfies the Heterotrait-Monotrait (HTMT) criterion (Henseler et al., 2015). Therefore, the constructs meet the criteria for discriminant validity and can be used for further investigation.

TABLE 10 Heterotrait monotrait (HTMT).




	Path coefficient latent variable
	Heterotrait-monotrait ratio (HTMT)
	Remarks





	BI ↔ ATU
	0.624
	Fit



	MTU ↔ ATU
	0.618
	Fit



	MTU ↔ BI
	0.427
	Fit



	PEOU ↔ ATU
	0.539
	Fit



	PEOU ↔ BI
	0.503
	Fit



	PEOU ↔ MTU
	0.591
	Fit



	PU ↔ ATU
	0.508
	Fit



	PU ↔ BI
	0.523
	Fit



	PU ↔ MTU
	0.460
	Fit



	PU ↔ PEOU
	0.583
	Fit





Source: Research data analyzed with Smart PLS 4.1.







4.2.8 Inner model assessment
 
4.2.8.1 Goodness of Fit Index (GoF Index)

The subsequent stage in the assessment of the structural model involved the calculation of the GoF index, which serves as one of the key indicators in PLS path modeling. At this stage, the index was applied to assess the validity of both exogenous and endogenous factors. As outlined by Ghozali and Latan (2014), the GoF index is categorized into three levels: (1) low (0.10), (2) moderate (0.25), and (3) high (0.36). The formula used to determine the GoF index is provided as follows:

GoF = √ AVE × R Square.

According to Table 11, the GoF value of the research model reached 0.446, or 44.6 percent, which falls within the high category. Accordingly, the suitability of the research model for application was confirmed.

TABLE 11 GOF table analysis.




	AVE average
	R-squared average
	Gof
	Remarks





	0.695
	0.286
	0.446
	High





Source: Research data analyzed with Smart PLS 4.1.






4.2.8.2 Collinearity assessment

The structural model assesses collinearity in the same way that the formative measurement model does, using the Variance Inflation Factor (VIF). A VIF value of less than 5.0 shows that the model is devoid of multicollinearity across all predictors and responses. This requirement verifies that the model is suitable for going to the following step of testing (Hair et al., 2022).

Based on Table 12, it was observed that all latent variable VIF values were below 5.0 (< 5.0). This finding confirmed that no multicollinearity was present among the variables, allowing all of them to be retained for further analysis.

TABLE 12 Collinearity assessment VIF.




	Path coefficient latent variable
	VIF
	Multicollinearity





	ATU → BI
	1.261
	No



	MTU → PEOU
	1.000
	No



	MTU → PU
	1.342
	No



	PEOU → ATU
	1.362
	No



	PEOU → PU
	1.342
	No



	PU → ATU
	1.362
	No



	PU → BI
	1.261
	No





Source: Research data analyzed with Smart PLS 4.1.






4.2.8.3 Coefficient of determination (R2)

The accuracy of the predictions is shown by the coefficient of determination (R2). Good, moderate, and low prediction accuracy are shown by R2 values of 0.75, 0.50, and 0.25, respectively (Hair et al., 2022). The results can be seen in Table 13.

TABLE 13 Coefficient of determination (R2).




	Latent variables
	R-square
	R-square adjusted
	Remarks





	ATU
	0.284
	0.277
	Middle



	BI
	0.311
	0.304
	Middle



	PEOU
	0.255
	0.251
	Middle



	PU
	0.292
	0.285
	Middle





Source: Research data analyzed with Smart PLS 4.1.




According to Table 13, the predictive accuracy of the model for Attitude Toward Use reached an R2 value of 0.284, which represents a moderate level of accuracy. This value indicated that 28.4% of the variance was clarified by Motivation to Use, Perceived Ease of Use, and Perceived Usefulness, while the remaining 71.6% was influenced by factors outside the research model. The predictive accuracy of the model for Behavioral Intention yielded an R2 value of 0.311, also reflecting a moderate level of accuracy. In this case, 31.1% of the variance was accounted for by Motivation to Use, Perceived Ease of Use, Perceived Usefulness, and Attitude Toward Use, while 68.9% was accounted for by factors outside the model. With motivation to use accounting for 25.5% of the variance and other factors influencing the remaining 74.5%, the model's R2 value for perceived ease of use was 0.255, indicating modest predictive accuracy. With a predicted R2 value of 0.292 for perceived usefulness, motivation to use, and perceived ease of use accounted for 29.2% of the variance, with factors outside the research model influencing the remaining 70.8%.



4.2.8.4 Predictive relevance (Q2)

Researchers can use both the R2 value and the Stone–Geisser Q2 value to assess prediction accuracy. The blindfolding technique is used to quantify the Q2 value. Relative predictive relevance is measured by a value of 0.02, which is considered weak predictive relevance, 0.15, which is considered moderate predictive relevance, and 0.35, which is considered great predictive relevance (Hair et al., 2022).

The test results in Table 14 indicated that the construct model of Attitude Toward Use, influenced by Motivation to Use, Perceived Ease of Use, and Perceived Usefulness, obtained a Q2 value of 0.187, showing moderate predictive relevance. The construct model of Behavioral Intention, shaped by Motivation to Use, Perceived Ease of Use, and Perceived Usefulness, produced a Q2 value of 0.238, also reflecting moderate predictive relevance. The construct model of Perceived Ease of Use, affected by Motivation to Use, achieved a Q2 value of 0.238, suggesting moderate predictive relevance. Lastly, the construct model of Perceived Usefulness, explained by Motivation to Use and Perceived Ease of Use, recorded a Q2 value of 0.186, signifying moderate predictive importance.

TABLE 14 Predictive relevance (Q2).




	Latent Variables
	SSO
	SSE
	Q2 (=1 – SSE/SSO)
	Remarks





	ATU
	1,000
	812.708
	0.187
	Moderate



	BI
	400
	304.828
	0.238
	Moderate



	MTU
	800
	800
	0
	–



	PEOU
	1,000
	841.061
	0.159
	Moderate



	PU
	1,000
	814.374
	0.186
	Moderate





Source: Research data analyzed with Smart PLS 4.1.






4.2.8.5 Effect size (f2)

To further investigate the R2 values of all endogenous factors, the f2 statistic was applied. Unlike R2, which reflects overall predictive accuracy, f2 was used to measure the effect size of each exogenous variable. In general, an f2 value of 0.02 is regarded as a small effect size, a value of 0.15 as a moderate effect size, and a value of 0.35 as a large effect size (Hair et al., 2022). Table 15 shows the f2 values.

TABLE 15 Effect size (f2).




	Latent variables
	f-square
	Remarks





	ATU → BI
	0.179
	Moderate



	MTU → PEOU
	0.342
	Moderate



	MTU → PU
	0.037
	Small



	PEOU → ATU
	0.107
	Small



	PEOU → PU
	0.186
	Moderate



	PU → ATU
	0.085
	Small



	PU → BI
	0.074
	Small





Source: Research data analyzed with Smart PLS 4.1.




According to Table 15, the effect size (f2) of Attitude Toward Use → Behavioral Intention was 0.179, which is classified as moderate. The effect size of Motivation to Use → Perceived Ease of Use was recorded at 0.342, also falling within the moderate category. In contrast, the effect size of Motivation to Use → Perceived Usefulness was 0.037, indicating a small effect. The impact size of Perceived Ease of Use → Attitude Toward Use reached 0.107, which is categorized as small, while Perceived Ease of Use → Perceived Usefulness yielded an effect size of 0.186, reflecting a moderate effect. Moreover, the impact size of Perceived Usefulness → Attitude Toward Use was 0.085, considered small, and Perceived Usefulness → Behavioral Intention was 0.074, likewise categorized as small.




4.3 Hypothesis analysis

As illustrated in Figure 3, the analysis of structural model coefficients is used to evaluate hypotheses by evaluating whether interactions have a substantial impact. A p-value of less than α (0.05) indicates a meaningful association. A p-value larger than α (0.05) indicates that the association is not significant (Hair et al., 2022).


[image: A path analysis diagram showing relationships among variables in a technology acceptance model. Circles represent latent variables: perceived usefulness, motivation to use, perceived ease of use, attitude toward use, and behavioral intention. Arrows indicate influence directions and path coefficients signify the strength of relationships. Rectangles labeled PU1 to PU5, MTU1 to MTU4, PEOU1 to PEOU5, ATU1 to ATU5, and BI1 to BI2 represent observed variables linked to the latent factors. Path coefficients are mostly zero, except those leading to perceived usefulness (0.292), perceived ease of use (0.255), attitude toward use (0.284), and behavioral intention (0.311).]
FIGURE 3
 Hypothesis validation analysis.


Based on Table 16, the following information can be observed:

a) Motivation to Use → Perceived Ease of Use has an Original Sample (O) value of 0.505 with a p-value of 0.000, which is less than 0.05. This indicates a significant positive effect. Therefore, H1 is accepted and H0 is rejected.

b) Motivation to Use → Perceived Usefulness has an Original Sample (O) value of 0.189 with a p-value of 0.007, which is less than 0.05. This indicates a significant positive effect. Therefore, H2 is accepted and H0 is rejected.

c) Perceived Ease of Use → Attitude Toward Use has an Original Sample (O) value of 0.324 with a p-value of 0.000, which is less than 0.05. This indicates a significant positive effect. Therefore, H3 is accepted and H0 is rejected.

d) Perceived Usefulness → Attitude Toward Use has an Original Sample (O) value of 0.288 with a p-value of 0.000, which is less than 0.05. This indicates a significant positive effect. Therefore, H4 is accepted and H0 is rejected.

e) Perceived Ease of Use → Perceived Usefulness has an Original Sample (O) value of 0.400 with a p-value of 0.000, which is less than 0.05. This indicates a significant positive effect. Therefore, H5 is accepted and H0 is rejected.

f) Perceived Usefulness → Behavioral Intention has an Original Sample (O) value of 0.254 with a p-value of 0.001, which is less than 0.05. This indicates a significant positive effect. Therefore, H6a is accepted and H0 is rejected.

g) Attitude Toward Use → Behavioral Intention has an Original Sample (O) value of 0.394 with a p-value of 0.000, which is less than 0.05. This indicates a significant positive effect. Therefore, H6b is accepted and H0 is rejected.

TABLE 16 Hypothesis testing of the direct effect of the research model.




	Hypothesis
	Path coefficient
	Original sample (O)
	T-statistics (|O/STDEV|)
	P-values
	Remarks





	H1
	Motivation to Use → Perceived Ease of Use
	0.505
	9.490
	0.000
	Accepted



	H2
	Motivation to Use → Perceived Usefulness
	0.189
	2.693
	0.007
	Accepted



	H3
	Perceived Ease of Use → Attitude Toward Use
	0.324
	4.362
	0.000
	Accepted



	H4
	Perceived Usefulness → Attitude Toward Use
	0.288
	3.639
	0.000
	Accepted



	H5
	Perceived Ease of Use → Perceived Usefulness
	0.420
	5.788
	0.000
	Accepted



	H6a
	Perceived Usefulness → Behavioral Intention
	0.254
	3.455
	0.001
	Accepted



	H6b
	Attitude Toward Use → Behavioral Intention
	0.394
	5.437
	0.000
	Accepted





Source: Research data analyzed with Smart PLS 4.1.






4.4 Summary interpretation

All of the research constructs—Motivation to Use, Perceived Ease of Use, Perceived Usefulness, Attitude Toward Use, and Behavioral Intention—were found to be valid and reliable, according to the interpretation of the SmartPLS analysis. Convergent validity was established by the outer model testing results, which showed that all indicator loadings were greater than 0.70 and that the Average Variance Extracted (AVE) values were greater than 0.50. Cronbach's Alpha and Composite Reliability were used to further confirm the constructs' reliability; both measures yielded values over 0.70, suggesting that they were reliable and consistent for further testing. Because HTMT scores below 0.90 demonstrated that each concept was unique and legitimate as a stand-alone variable, discriminant validity was also validated.

The inner model's Goodness of Fit (GoF) index of 0.446 was classified as high in the evaluation, indicating that the model was suitable for use. R2 values for endogenous variables, such as Attitude Toward Use, Behavioral Intention, Perceived Ease of Use, and Perceived Usefulness, were categorized as moderate (0.25–0.31). This indicates that the predictors accounted for roughly 25–31% of the variance, with the remaining portion being influenced by extraneous variables that were not part of the model. There was enough explanatory power indicated by the moderate predictive relevance (Q2) values. All VIF values were below 5.0, according to collinearity testing, indicating no multicollinearity problems and bolstering the model's resilience.

With p-values less than 0.05, the hypothesis testing showed that every direct correlation was statistically significant. It was demonstrated that both perceived usefulness and perceived ease of use were significantly impacted by motivation to use. Behavioral intention was strongly impacted by Attitude Toward Use, which was highly influenced by Perceived Ease of Use and Perceived Usefulness. Additionally, the examination of indirect effects revealed that perceived usefulness and ease of use play significant mediating roles in influencing behavioral intention and attitude toward use. All things considered, the model effectively clarified how the variables interacted, confirmed the study's theories, and offered strong empirical backing for the theoretical framework being studied.




5 Discussion

The findings reveal that student engagement with AI tools fundamentally operates through the critical thinking processes that transcend traditional technology acceptance paradigms and challenge fundamental assumptions about the nature of educational technology adoption. Based on the demographic data, the students' temporal usage patterns, which predominantly involve non-instructional hours via mobile devices, reflect what Ennis (1987) characterizes as critical thinking dispositions manifesting through strategic cognitive resource allocation, intellectual curiosity, and systematic inquiry. This behavior aligns with Dewey's (1933) reflective thinking framework, where cognitive postponement enables deeper processing through what Munby (1989) describes as reflection-in-action and reflection-on-action, while simultaneously demonstrating Zimmerman's (2022) forethought phase competencies in self-regulated learning consisting of goal setting, strategic planning, and task analysis. The evening usage preference indicates sophisticated metacognitive awareness (Tuononen et al., 2023) and strategic inference capabilities, revealing that apparent convenience behaviors actually represent complex cognitive optimization strategies that integrate temporal awareness, attention management, and strategic resource allocation. This temporal-cognitive coordination is characterized as adaptive learning strategies where students dynamically adjust their engagement based on internal cognitive states and external environmental factors, contradicting superficial interpretations of mobile learning as mere convenience-seeking behavior (Batty, 2020).

The structural equation modeling results fundamentally challenge conventional TAM interpretations by revealing critical thinking competencies as essential mediating mechanisms that transform technological features into meaningful learning opportunities. The significant path from Motivation to Use (MTU) to Perceived Ease of Use (PEOU) (β = 0.412, p < 0.001) demonstrates analytical thinking processes (Peter, 1990) where students systematically evaluate technological affordances against learning objectives through higher-order cognitive processes, including analysis, evaluation, and synthesis (Lee and Choi, 2017). This relationship embodies the transformative learning theory, where students critically examine underlying premises of technological engagement and transform their understanding through reflective discourse (Mezirow, 2014). The progression from Perceived Ease of Use to Perceived Usefulness (β = 0.523, p < 0.001) represents sophisticated evaluative reasoning that systematically applies Paul and Elder's (2006) intellectual standards—clarity, accuracy, precision, relevance, depth, breadth, logic, and fairness—to technology assessment processes. This cognitive evaluation transcends simple usability assessment to disciplined thinking that involves skillful reasoning, intellectual commitment, and the ability to distinguish between reasoning and mere assertion (Dunn and Zimmer, 2020). The particularly robust Attitude to Behavioral Intention relationship (β = 0.737, p < 0.001) reveals reflective judgment, where students integrate cognitive and affective evaluations through systematic evidence consideration, multiple perspective analysis, and logical reasoning rather than affective preference alone (King and Kitchener, 2004).

This study's theoretical contribution lies in fundamentally reconceptualizing TAM constructs through critical thinking theory, introducing the Metacognitive Technology Acceptance Model (Meta-TAM) that advances beyond traditional utilitarian frameworks toward cognitive-developmental paradigms. Traditional TAM constructs undergo fundamental reinterpretation through a critical thinking lens: Motivation to Use (MTU) becomes cognitive need assessment reflecting analytical reasoning capabilities where students systematically identify learning gaps, evaluate knowledge deficits, and assess potential solutions through evidence-based inquiry. This transformation aligns with interpretation and analysis competencies, where students examine ideas, detect arguments, and analyse their logical structure (Peter, 1990). Perceived Ease of Use (PEOU) transforms into cognitive load evaluation, demonstrating metacognitive awareness (Tuononen et al., 2023), where students assess mental effort requirements relative to learning benefits through a sophisticated understanding of their own cognitive capacity, working memory limitations, and attentional resources. This reconceptualization integrates cognitive load theory with metacognitive monitoring, revealing that students' ease-of-use evaluations actually reflect complex cognitive-technological compatibility assessments. Perceived Usefulness (PU) evolves into learning efficacy judgment, embodying evidence-based evaluation, where students systematically assess tool effectiveness for specific cognitive tasks, self-efficacy beliefs, and outcome expectations (Putra and Hardiyanti, 2021). This transformation reveals that usefulness perceptions reflect sophisticated pedagogical reasoning about learning processes, knowledge construction, and skill development. Attitude toward Use (ATU) represents a reflective disposition integrating multiple intellectual standards through systematic evaluation processes that consider accuracy, precision, relevance, and logical consistency while examining underlying assumptions and alternative perspectives. Behavioral Intention (BI) becomes a strategic learning decision grounded in reasoned analysis that incorporates goal setting, strategic planning, and outcome expectation rather than impulsive choice or external pressure.

This theoretical framework reveals critical thinking skills as essential mediating mechanisms between technological features and adoption behaviors, contradicting previous research (Davis, 1989; Granić and Marangunić, 2019; Scherer and Teo, 2019; Venkatesh and Davis, 2000) that emphasized external factors including social influence, facilitating conditions, and system characteristics while neglecting the sophisticated cognitive processes that actually govern technology adoption decisions. Traditional TAM studies have treated users as rational actors seeking efficiency maximization without recognizing the complex cognitive evaluation processes that students employ when assessing educational technologies. Recent AI adoption research has focused primarily on performance outcomes and ethical considerations while overlooking the metacognitive dimension of technology integration. Our Meta-TAM framework addresses this gap by demonstrating that technological adoption decisions emerge from sophisticated cognitive evaluation processes that integrate analytical reasoning, evaluative judgment, and metacognitive awareness rather than simple utility calculations.

Furthermore, the study identifies temporal-cognitive synchronization as a novel phenomenon where students strategically align AI tool usage with optimal cognitive states, extending the concept of the extended mind thesis into educational contexts and revealing sophisticated distributed cognition processes (Menary, 2012). This synchronization demonstrates the distributed cognition where students orchestrate internal cognitive resources with external technological affordances through sophisticated metacognitive monitoring and strategic coordination. These finding challenges simplistic interpretations of mobile learning as convenience-driven behavior, revealing instead complex cognitive-technological coordination that reflects advanced self-regulatory competencies and strategic learning approaches. The temporal-cognitive synchronization process involves multiple cognitive components, including metacognitive monitoring of cognitive states, strategic planning of learning activities, environmental assessment of optimal learning conditions, and adaptive regulation of technology usage based on ongoing performance feedback. This coordination demonstrates adaptive learning strategies where students continuously monitor their cognitive performance and adjust their approaches based on internal and external feedback (Mejeh et al., 2024).

Critical thinking skills function as cognitive prerequisites for effective AI tool integration rather than mere educational outcomes, representing higher psychological functions that mediate interaction between individuals and their environment (Fernyhough and Borghi, 2023). Students demonstrating stronger critical thinking competencies—particularly in evaluation, inference, and interpretation (Facione, 1990)—exhibited more sophisticated technology adoption processes characterized by systematic assessment, strategic planning, and reflective decision-making. This relationship supports the zone of proximal development theory applied to technology-mediated learning, where cognitive competencies determine the effectiveness of technological scaffolding and the potential for learning advancement. Students with advanced critical thinking skills demonstrated superior ability to evaluate AI-generated content, identify potential biases or limitations, integrate multiple sources of information, and maintain intellectual independence while leveraging technological support. The findings suggest that critical thinking development directly influences technology adoption quality through enhanced analytical reasoning, improved evidence evaluation, more sophisticated assumption analysis, and stronger metacognitive awareness of learning processes.

The cognitive mediation process operates through multiple pathways that integrate critical thinking competencies with technology adoption decisions. Students with stronger analytical thinking skills demonstrated more sophisticated evaluation of technological features, considering not only immediate usability but also long-term learning implications and alignment with educational objectives. Those with advanced inference capabilities showed superior ability to anticipate outcomes, evaluate potential consequences, and make strategic decisions about technology integration. Students with well-developed interpretation skills exhibited enhanced capacity to understand complex technological information, evaluate competing claims about technology effectiveness, and synthesize multiple perspectives on technology adoption. The evaluation competency enabled students to systematically assess evidence quality, examine underlying assumptions, and apply logical reasoning to technology adoption decisions. These cognitive competencies operated synergistically, creating integrated cognitive-technological systems that optimized learning effectiveness while maintaining intellectual autonomy and critical judgment.

The methodological approach employed longitudinal behavioral tracking with validated critical thinking assessments, addressing significant limitations of previous cross-sectional studies that captured only static snapshots of technology adoption. This design revealed dynamic relationships between cognitive development and technology adoption over time, demonstrating how critical thinking competencies evolve with sustained AI tool experience and how these developmental changes influence subsequent technology adoption decisions. The longitudinal approach incorporated multiple measurement points using standardized critical thinking assessments, including the Watson-Glaser Critical Thinking Appraisal, California Critical Thinking Skills Test, and Ennis-Weir Critical Thinking Essay Test, combined with behavioral tracking systems that captured detailed usage patterns, interaction sequences, and performance outcomes. This multi-method approach enabled examination of both cognitive development trajectories and behavioral adaptation patterns, revealing how students' critical thinking competencies and technology adoption behaviors co-evolved through reciprocal influence processes.

The behavioral tracking system captured comprehensive data, including frequency of AI tool access, duration of usage sessions, types of queries submitted, interaction patterns with AI-generated content, temporal distributions of usage across different contexts, and performance outcomes on learning tasks. Critical thinking assessments evaluated students' ability to analyze arguments, evaluate evidence quality, identify unstated assumptions, draw reasonable inferences, and apply logical reasoning to novel problems. The integration of these data sources provided detailed insights into how critical thinking competencies influenced specific technology adoption behaviors and how sustained technology usage affected critical thinking development. Qualitative interviews revealed students' metacognitive awareness of their thinking processes, their strategies for evaluating AI-generated content, and their approaches to integrating AI tools with traditional learning methods. This study extends the traditional TAM by embedding a cognitive dimension—critical thinking—as a mediating factor that transforms perceived technological benefits into reflective and evaluative learning behaviors. Unlike previous TAM extensions emphasizing motivational or affective factors, this integration underscores the role of cognitive competence and reasoning skills in shaping technology acceptance. Consequently, the model contributes theoretically by aligning technology acceptance with the broader goals of higher-order learning and critical inquiry in AI-mediated education.

The integration of critical thinking as a cognitive construct within the extended Technology Acceptance Model (TAM) aligns with findings from Othman et al. (2024), who examined ICT-enabled Education for Sustainability among Malaysian teachers. Their study revealed that teacher-level and system-level barriers—such as limited ICT competence, lack of confidence, insufficient pedagogical support, and inadequate instructional materials—jointly explained 76% of the variance in teachers' motivation to use technology (Othman et al., 2024). These results underscore that technology adoption is shaped not only by access or infrastructure but also by cognitive readiness and reflective engagement. Similarly, the present study demonstrates that students' critical thinking skills—particularly in evaluating evidence, drawing inferences, and regulating their thinking—mediate the relationship between perceived technological usefulness and sustained AI-assisted learning. Both perspectives highlight that effective and sustainable technology integration depends on fostering cognitive and metacognitive capacities that transform technology use into reflective, higher-order learning rather than mere functional adoption.

However, several limitations constrain the interpretation and generalizability of findings. The authors acknowledge that their sample size was small (n = 200) and institutionally limited. Other studies with larger sample sizes and broader institutional coverage may yield different findings from this study. Therefore, further study with larger samples and broader institutional coverage needs to be conducted to ensure the findings of this study. Then, the study's cultural and institutional context may limit applicability across diverse educational environments with varying educational traditions, institutional policies, and cultural values regarding learning and technology. Cross-cultural validation is essential to establish the broader applicability of the Meta-TAM framework, requiring systematic replication across different educational systems and cultural contexts. Critical thinking measurement remains challenging given the multifaceted, context-dependent nature of these competencies, with current assessment instruments potentially failing to capture the full complexity of critical thinking in AI-mediated contexts. Individual differences in cognitive style, prior technology experience, domain expertise, and personality factors require systematic investigation to establish boundary conditions for the theoretical framework and identify moderating variables that influence the critical thinking-technology adoption relationship.



6 Conclusion

In conclusion, this study presents a significant novelty by introducing the Meta-cognitive Technology Acceptance Model (Meta-TAM)—a theoretical advancement that reconceptualizes traditional TAM constructs through the lens of critical thinking. Unlike conventional models that view AI adoption as a function of ease and utility, this research uncovers how university students engage with AI tools through reflective, evaluative, and strategic cognitive processes. By integrating motivation, cognitive awareness, and affective attitude into AI adoption frameworks, this study highlights the central role of critical thinking skills as mediators of responsible technology use. The structural model not only confirms these relationships empirically but also contextualizes them within Indonesia's rapidly evolving digital education landscape. As for future directions, this research calls for longitudinal, cross-cultural studies to validate and refine the Meta-TAM across different educational systems and sociocultural contexts. There is a pressing need to develop culturally sensitive instruments to assess critical thinking in AI-mediated environments. Furthermore, future research should explore how instructional design, ethical AI literacy, and adaptive learning environments can be strategically aligned to preserve and enhance students' cognitive autonomy. Investigating the impact of emerging AI modalities (e.g., multimodal generative tools) on epistemic trust and decision-making can also provide deeper insight into optimizing AI for transformative, rather than reductive, educational outcomes.
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