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Large language models are increasingly used as writing assistants, but their
application often relies on holistic prompting that overlooks the recursive and
cognitive dimensions of writing. This article investigates how guided prompting
based on the Didactext model empowers GPT-4 to function as a processual writer,
enhancing literacy processes in educational contexts. By decomposing writing into
four recursive phases—knowledge access, planning, production, and revision—we
demonstrate empirical improvements in reasoning depth, iterative refinement, and
overall output quality. Building on GPT-4's advanced capabilities in multimodal
reasoning and steerability, the study adopts a hybrid experimental design with
150 mini-essay titles generated under guided and unguided conditions. Overall,
guided prompts achieved higher textual quality, with raters observing clearer
structure, deeper reasoning, and more precise use of evidence. Bias analyses also
indicated a reduction in stereotypical content, though not its total elimination.
These findings offer novel evidence of how Al can be used to simulate human
cognitive writing processes and support literacy development, particularly in
the revision phase. Implications include the design of Al-powered tutoring tools
capable of encouraging gradual and proactive writing practices while reducing
bias in diverse linguistic contexts.

KEYWORDS

GPT, Didactext framework, processual writing, guided prompting, text quality metrics,
Al literacy

1 Introduction

The development of generative artificial intelligence (GAI) stems from advances in
automatic learning, or machine learning, a subdiscipline focused on building systems capable
of learning from data through sequential architectures in order to improve performance in
tasks such as automated word classification or numerical prediction (Diaz-Ramirez, 2021).
Earlier technologies preceding GAI were unable to generate new content from learned
patterns; they could only replicate it. The introduction of the Transformer model by Vaswani
et al. (2017) marked a turning point, replacing the previous architecture with one based on
attention mechanisms. These make it possible to establish complex relationships between
words and to model text sequences by identifying which elements should receive greater
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weight during processing (Gonzdlez Rivas, 2025). As a result,
transformers can capture intricate semantic and syntactic relationships
across words located in different parts of sentences or paragraphs,
representing a major advance in the semantic and syntactic
understanding of natural language.

This architecture gave rise to the first large-scale generative
language models (LLMs), such as GPT (Generative Pre-Trained
Transformer), trained on vast corpora including internet forums,
books, articles, and others (Kalyan, 2024). These models are identified
as tools of generative artificial intelligence because they can
automatically produce content in response to written prompts—
ranging from images to mathematical operations and even texts which
are coherent, structured and adapted across different tasks involving
natural language processing (NLP) (UNESCO, 2020).

Over the past decade, Al-based language models have expanded
rapidly, becoming embedded in multiple spheres of society,
2024). These have
transformed how writing and information access are approached.

particularly in writing instruction (Teng,

Today, their use is widespread among students, educators, and
professionals, who rely on them to compose emails, reports, essays,
and other discursive genres.

With the release of increasingly advanced versions—GPT-3,
GPT-4, GPT-40, GPT-4.5, and GPT-5—the models have reached a
level of sophistication that enables not only text generation but also
the comprehension of complex instructions, information synthesis,
argument formulation, and evaluative tasks such as providing
feedback on academic texts (Jain et al., 2025). These developments
have had a significant impact on education, particularly in academic
writing, language teaching, and automated assessment, generating
strong interest within the academic community due to their potential
as support tools to related professionals.

The effective use of language models such as ChatGPT depends not
only on the writer'’s command of the written discourse but also on the
user’s ability to interact strategically with the Al The technique of prompt
engineering has thus become an essential skill for obtaining relevant and
useful responses (Basi¢ et al., 2023). In second language (L2) writing
instruction, Teng (2025) emphasizes that achieving high-quality assisted
writing requires that the writer holds a high degree of metacognitive
awareness—namely, the ability to plan, monitor, and evaluate Al use in
line with their own communicative goals and text type.

In Latin America, research on academic writing and assisted
writing—with and without the use of computer tools—has
significantly contributed to our understanding of how writers develop
self-regulation strategies (Kloss et al., 2025), metacognitive strategies
(Valencia-Serrano and Caicedo-Tamayo, 2015), and epistemic
awareness (Navarro et al., 2020). The methodological principles that
underpin this research have proven fundamental to the study of
composition and feedback processes. However, the current scenario
is emerging as a new field of development linked to writing and the
use of artificial intelligence, which poses not only ethical but also
pedagogical challenges. Along these lines, the studies by Venegas
(2021) stand out for their pioneering approach in integrating
technological tools and linguistic foundations to enhance written
production in engineering. These contributions converge with current
models of Al-assisted writing, suggesting that generative technologies
can be relevantly incorporated into literacy approaches aimed at
strengthening writing instruction.

Several scholars warn, however, that the pedagogical application
of these models must rest on a foundation of critical, ethical, and
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argumentative competence (Petingola et al., 2025). Writers must
be able to assess the quality of Al-generated responses, identify
potential biases or errors, and reformulate texts according to academic
standards and values such as intellectual responsibility (Baldrich and
Dominguez-Oller, 2024; UNESCO, 2024; Cordovez-Fernandez, 2024).

The integration of Al into literacy education constitutes a
transformative shift, particularly in writing processes where cognitive
demands often challenge learners (Sagredo-Ortiz and Kloss, 2025).
Large language models such as GPT-5, released by OpenAl on August
7, 2025, incorporate multimodal reasoning, extended context
windows, and adjustable parameters, enabling the simulation of
process writing—iterative and phased composition—beyond the mere
generation of finished products. The selection of the Didactext model
(2003, 2015) is mainly due to its didactic transposition, as it
operationalizes the shift from the traditional prescriptive, product-
based paradigm to a process-oriented one (Marinkovich, 2002;
Zambrano-Valencia et al., 2020), through a didactic sequence that
makes explicit the textual configuration influenced by psychocognitive,
sociocultural, and rhetorical-pragmalinguistic factors (Garcia
Parejo, 2011).

In this context, our study investigates how guided prompting
based on the Didactext model empowers GPT-4 as a process-oriented
writer, enhancing literacy in educational settings. Process writing
emphasizes iteration and reflection, aligning with Vygotsky’s zone of
proximal development, where Al scaffolds learning beyond individual
capabilities. Didactext (2015), grounded in Hayes (1996) cognitive
framework and sociocognitive perspectives, organizes writing into
four recursive phases: knowledge access, planning, production, and
revision (Didactext, 2015). The distinctiveness of this study lies in
comparing two approaches: holistic prompting (product-oriented)
and Didactext-guided prompting (process-oriented), assessing how
GPT-4 simulates human writing processes.

2 Methods
2.1 Experimental design

The experiment was designed with a comparative approach to
analyze differences in the quality of essays produced by GPT-4 under
two prompting modalities: holistic and guided. The former consists of
a single global instruction according to the general purpose (“We are
comparing your performance under two prompt styles—holistic vs.
guided. For this turn, respond only under the holistic condition and
produce your strongest possible essay””), in which we specify the text’s
goal, the context, the audience, and the anti-invention guarantee, to
which we add restrictions on formal aspects: fixed format, sections,
metadata, prohibitions of lists, and strict length limits; although this
might increase its procedural reasoning mode, it ensures that we obtain
texts with the same formal conditions and, therefore, comparable texts.
As observed, the holistic prompt focuses on the product, explaining the
general characteristics that the produced text should have, that is, some
of the main aspects of the rhetorical situation and the discursive genre
(Swales, 1990; Benitez, 2000).

The second modality is guided prompting through the Didactext
model (2015), which breaks down the process into four phases—
knowledge access, planning, production, and revision—through
specific prompts (for example, Phase 1: list prior ideas; Phase 2: create
a concept map of ideas). The corpus of 750 essays, generated via API
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calls based on 150 titles drawn from other corpora of student-written
texts, was used as the basis for text production under both conditions.
The 750 texts were generated under five prompting conditions: holistic
(product-oriented) and guided (according to the Didactext model:
Guided Phase 1, 2, 3, and 4; Totally Guided—in all phases). This
design made it possible to maintain both formal and substantive
comparability among the texts. The script used for the OpenAI GPT-4
API calls is available in the Supplementary materials.

2.2 Evaluation metrics

Subsequently, the evaluation was carried out using a set of
computational metrics that allowed us to characterize the quality and
diversity of the generated texts.

1. n_tokens: the total number of tokens in each text was counted
as a basic measure of length.

2. local_coherence: it was measured by calculating the average
cosine similarity between consecutive sentences, providing an
indicator of semantic continuity at the sentence level.

3. perplexity: used as a metric of “surprise” with respect to a
language model, reflecting the fluency and adequacy of the text
relative to probabilistic patterns of the language.

4. TTR (type-token ratio): calculated as the ratio of types to
tokens, as a simple index of lexical diversity.

5. MTLD (Measure of Textual Lexical Diversity): applied as a
measure of lexical diversity less sensitive to text length, making
it more robust than the simple TTR.

6. MA-TTR (moving-average TTR): a moving version of the
TTR, calculated with 100-token windows, allowing for a more
stable estimation of lexical diversity.

7. BERTScore: implemented to calculate semantic similarity
between texts, leveraging deep representations based on
pretrained language models.

For statistical verification, paired tests were conducted (Student’s
t-test and, when appropriate, the non-parametric Wilcoxon test). In
addition, linear mixed models adjusted by REML (restricted
maximum likelihood) were applied, including as fixed effects the
treatment and standardized length, and as random effects the
identifier of prompt types and a variance component by Topic.

3 Results

The results were organized into four dimensions of analysis: (1)
text length, (2) lexical diversity, (3) local coherence—measured as
semantic similarity between consecutive sentences—and (4) global
coherence, understood as semantic similarity across the different
phases of the process. In all of them, guided prompting consistently
outperformed holistic prompting. In the knowledge access phase,
GPT-4 activated prior knowledge, identified information gaps, and
integrated relevant contextual information, which resulted in richer
knowledge bases than unguided prompts. During revision, guided
prompts reduced factual errors and hallucinations, while coherence
improved markedly across drafts. Overall, guided outputs achieved
higher textual quality, with evaluators noting clearer structure, deeper
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reasoning, and more accurate use of evidence. Bias analyses also
indicated a reduction in stereotypical content, though not its
complete elimination.

3.1 Dimension 1. Longitud del texto

Differences were observed only with respect to the full guided
condition (4 phases). Table 1 presents an expanded version of the
comparison between prompts: guided prompting (Phase 1, Phase 2,
and Phase 3), in addition to the full guided version (including Phase
4) and the holistic one.

It is observed that the only statistically significant difference is
between the guided condition (total) and the holistic one. Thus, the
length of the text measured in n_tokens (mean difference = 153.27
tokens, #(149) = 5.26, p < 0.001, d = 0.43), indicates that the guided
prompt produces longer texts than the holistic prompt.

3.2 Dimension 2. Lexical diversity

In the comparison between texts generated using the holistic
prompt and those obtained with the guided prompt up to phase 4
(final product), the results show a significant difference in lexical
diversity. There was a consistent increase in the texts produced with
the full guided prompt compared to the holistic ones. The simple TTR
(Type-Token Ratio: types/tokens) was higher in the guided condition
(M =0.5693, SD = 0.0279) than in the holistic condition (M = 0.5371,
SD = 0.0313), with a statistically significant difference, #(149) = 11.27,
p<0.001, d=0.92. Robust measures confirmed this pattern: the
MA-TTR (moving-average TTR, window=100) reached
M = 0.8060 in the guided texts compared to M = 0.7747 in the holistic
ones (p < 0.001; d = 1.17). Finally, the MTLD also favored the guided
prompt (M = 68.37) over the holistic one (M = 57.94), although it did
not reach conventional significance (#=1.91; p=0.058). Taken
together, these results clearly and consistently indicate that the full
guided prompt increases the lexical diversity of texts, even under
metrics less sensitive to text length.

3.3 Dimension 3. Local coherence
(semantic similarity between consecutive
sentences)

The results indicate that the holistic prompt maintains superior
semantic continuity compared to the full guided prompt. The mean
local_coherence was M =0.4581 (SD =0.0394) for the guided
condition and M = 0.5413 (SD = 0.0663) for the holistic one, with a
paired difference of —0.0832, statistically significant, #(149) = —15.50,
P <0.001, Cohens d = —1.27, indicating a large effect size. Mixed
linear models confirmed this pattern: in the local_coherence model,
the fixed coeflicient for treatment [T.guided] was —0.080 (p < 0.001),
while the effect of length (n_tokens_s) was small and inconclusive
(= — 0.005; p = 0.10). In the model for type_token_ratio, the guided
treatment showed a significant positive effect (+0.041; p < 0.001),
while length also had a significant negative effect (~ — 0.015;
p <0.001), indicating that TTR tends to decrease as text length
increases. Taken together, these findings suggest that the reduction
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TABLE 1 Comparison between prompts.
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in local coherence and the increase in lexical diversity observed in the
guided texts are not solely due to their greater length, but rather that
guided prompts promote broader lexical and thematic exploration at
the cost of sentence-by-sentence continuity.

3.4 Dimension 4. Semantic similarity
between the different phases

Figures 1A,B presents the results of the BERTScore F1 (using the
bert-base-multilingual-cased model), calculated in both directions
(guided — holistic and holistic — guided). The average scores were
virtually identical (0.7368 in both directions; guided-to-holistic:
0.7368067455; holistic-to-guided: 0.7368067459), with a standard
deviation of approximately 0.02247, indicating a high average
semantic similarity between texts generated by both methods. The
directional comparison showed no asymmetries (mean difference = 0),
and paired statistical tests (¢-test and Wilcoxon) did not detect any
significant differences (p = 0.65), confirming that choosing one text or
the other as a reference does not alter the main conclusion: both
procedures produce semantically very similar content.

In relation to the phases, the only difference appears in Phase 4,
corresponding to the final product of the guided process. Although
the average remains high, the observed range (~0.671-0.784) and the
non-zero standard deviation indicate that some pairs of texts (holistic
and final guided versions) are more divergent than most of them,
suggesting the need for manual inspection to determine whether these
differences are due to inclusion/omission of content or a reordering of
information. Finally, the greatest semantic divergence occurs when the
guided text is developed through all phases, especially during the final
editing stage, whereas no significant differences are observed in the
other metrics, either between phases or in comparison to the
holistic approach.

4 Discussion

The results show that the guided prompt, inspired by the Didactext
model (2015), enables GPT-4 to function as a process-oriented writer,
externalizing phases of composition that remain implicit in the
holistic prompt (Basi¢ et al., 2023). While the holistic prompt provides
only the final product (the complete essay), the guided prompt returns
intermediate artifacts—idea lists, concept maps, outlines, and
checklists—that reveal the model’s cognitive operations at each stage.
This externalization not only improves the transparency of the process
but also brings AI writing closer to human models of text production,
with a particularly significant impact on knowledge access and
revision—areas traditionally challenging for students (Sagredo-Ortiz
and Kloss, 2025).

In terms of rhetorical freedom, the results suggest a tension:
holistic essays exhibit greater structural variability, expressed through
the diversity of openings and closings (measured via n-gram entropy)
and the flexibility of rhetorical resources. In contrast, guided texts
tend to conform to a more homogeneous macrostructure, partly due
to the prompts being organized into specific phases and subproducts
(Gonzalez Rivas, 2025). This alignment effect is reflected in
measurable indicators such as: the density of headings/rhetorical
markers, diversity of openings and closings (Shannon H of initial/final
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n-grams), citation density and accuracy (reference/verified ratio),
presence of explicit rebuttals, and local coherence (e.g.,
entity continuity).

Quantitative analyses confirm that the guided prompt produces
longer texts with greater lexical diversity, even according to robust
metrics that are less sensitive to length. As Teng (2024) warns,
language models have rapidly expanded and become established in
various fields, particularly in writing instruction, and the results
obtained here reflect that potential for expressive expansion. However,
this increase in breadth and variety is accompanied by a reduction
in local coherence, suggesting that the lexical and thematic exploration
induced by guided prompts comes at the cost of sacrificing semantic
continuity between sentences (Jain et al., 2025; Zambrano-Valencia et
al., 2020).

Our results point to a systematic tension between lexical or
thematic expansion and local continuity. Guided prompting produced
longer texts with greater lexical diversity (TTR and MA-TTR with
d=0.92 and d=1.17, respectively), while coherence between
consecutive sentences decreased (d = —1.27). We attribute this to the
guided prompt’s explicit request to generate intermediate artifacts
(idea lists, concept maps, outlines, checklists). In this way, the model
introduces greater semantic variety, which, without adjustment during
the revision phase, can result in thematic jumps between sentences. In
our view, these results do not invalidate the pedagogical value of the
guided approach, but rather highlight the importance of the revision
phase, as it functions as a critical mechanism for reconnecting this
diversity at the discursive level and should therefore receive priority
attention in future educational applications. Complementarily,
semantic similarity between conditions remained generally high
(BERTScore), although in Phase 4, specific divergences appeared,
linked to the reordering or inclusion of ideas characteristic of final
editing, which distinguish guided texts from holistic ones.

From an educational perspective, these findings underscore the
potential of guided prompts as a form of scaffolding for academic
writing (Baldrich and Dominguez-Oller, 2024; UNESCO, 2024). By
structuring the process and making intermediate steps visible, they
foster both metacognitive awareness and the development of academic
literacy skills. Nevertheless, certain limitations remain: algorithmic

Frontiers in Education

biases are not fully eliminated, and the opacity of GPT-4’s internal
reasoning makes it difficult to interpret the transformations that occur
between phases (Teng, 2025; Cordovez-Fernandez, 2024). Therefore,
implementing this approach in educational contexts requires weighing
its value as a support tool against the risks it poses for the reliability
and equity of the results produced.

5 Conclusion

The comparison between the holistic and guided prompts
confirms that GPT-4, when guided through the Didactext model
(2015), offers evidence-based pathways to reimagine the teaching
of writing. By moving beyond product-focused writing generation
toward a process-oriented approach, Al not only produces longer,
more diverse, and more structured texts, but can also significantly
contribute to literacy, supporting students in learning how to
access knowledge, plan, draft, and revise with greater depth
and autonomy.

At the same time, the findings show that these gains are
accompanied by a slight reduction in local coherence and the
persistence of certain algorithmic biases, underscoring the need for
critical supervision and mediation by educators. Overall, the results
suggest that Al-assisted process writing is a powerful tool for
education—provided it is used thoughtfully and as a complement to
human guidance.

The comparison between the holistic guide and the Didactext-
guided approach confirms that guiding GPT-4 through an explicit,
process-oriented structure leads to improvements across several
dimensions of the generated text. The guided approach produced
longer texts (average difference = 153 tokens; d = 0.43), greater lexical
diversity (TTR and MA-TTR; d = 0.92 and d = 1.17), and higher user-
rated text quality, particularly in terms of knowledge access and
revision. At the same time, the guided texts showed a notable reduction
in local coherence between consecutive sentences (d = —1.27), and
algorithmic biases were mitigated, though not eliminated.

From a pedagogical perspective, our results support the potential of
Al as a tutor for structured writing. By requiring intermediate artifacts
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(idea lists, concept maps, outlines, checklists), the Didactext-guided
approach can make the writing process more transparent, which could
foster metacognitive awareness and help students practice specific skills
(retrieving prior knowledge, planning, and revising). For educators and
tool designers, a key conclusion is that the greatest educational value
arises when guided generation is combined with explicit revision
mechanisms that promote textual cohesion and accuracy.

Regarding the limitations of the study, first, the experiment used
a single model (GPT-4) and a specific setup (150 mini-essay titles), so
future research should consider expanding the experiment to include
other LLMs, prompts, languages, and disciplinary areas. Second,
although we employed a set of textual metrics (measures of lexical
diversity, coherence based on semantic similarity, BERT Score, and
perplexity), these indicators could be complemented with other
linguistic-discursive features related to textual quality. Therefore,
future research would benefit from exploring syntactic complexity,
terminological density, and other genre-specific and academic writing
characteristics to gain a more comprehensive understanding of the
quality of the generated mini-essays. Finally, the study focused on
quantitative metrics and did not compare the results—at least
explicitly—with human judgment, making it relevant to deepen the
analysis by evaluating text quality from the perspective of instructors
or teachers.
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