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The rapid incorporation of artificial intelligence (Al) into higher education has
established automated feedback systems as both a potential benefit and a challenge.
Accordingly, this systematic study synthesizes the findings of 37 empirical investigations
(2014-2024) to underscore the significance of teachers’ perspectives, which are
sometimes overlooked in the use of Al-mediated feedback. Research indicates that
Al can enhance customization, deliver immediate feedback, optimize repetitive
processes, and increase student engagement. Nonetheless, these advantages are
persistently compromised by concerns regarding algorithmic bias, data privacy, the
deterioration of teacher-student relationships, and inadequate professional growth.
The current evidence base is methodologically deficient, predominantly including
short-term research or subjective evaluations, with just a limited number providing
longitudinal data or controlled comparisons. This research distinguishes itself from
previous evaluations that emphasize technology attributes or student results by
integrating the FATE framework (Fairness, Accountability, Transparency, Ethics)
with adoption models (TAM/UTAUT). It redefines educators as proactive mediators
whose ethical choices and professional identities influence the optimal integration
of Al. Thus, it contends that Al feedback should enhance, rather than replace,
human teaching, and that its ongoing application depends on professional growth
and strong governance frameworks. Future research must focus on longitudinal,
cross-cultural, and outcome-validated approaches to shift the profession from
experimental excitement to evidence-based educational change.

KEYWORDS

Al-powered feedback, higher education, teacher perspectives, ethics, personalization,
adoption frameworks

1 Introduction

The rapid emergence of artificial intelligence (AI) in higher education has generated both
enthusiasm and concern among educators, politicians, and academics. Recent research has
underscored the potential of Al-driven feedback systems to provide responses that are not
only immediate but also customized and adaptable to the diverse needs of students (Bond
et al., 2024; Samarescu et al., 2024). Harnessing the power of machine learning algorithms,
these systems are capable of analyzing performance data, pinpointing specific areas that
require improvement, and offering tailored recommendations. Such functions stand in marked
contrast to the slower and more rigid practices of traditional grading methods. As Holmes
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etal. (2019) argue, these capabilities significantly improve scalability
and timeliness, while simultaneously fostering a more personalized
learning experience that complements, rather than replaces, the
essential role of human engagement.

The integration of Al into educational environments offers both
advantages and significant challenges. Educators and researchers
persist in voicing apprehensions over data privacy, algorithmic
prejudice, and ethical responsibilities, with concerns that AT may
increasingly encroach upon human feedback and undermine the
relational dimension of education (Kim and Kim, 2022). The
autonomy, willingness, and preparedness of educators to implement
AT technology are essential criteria for its impact on educational
practices. Insufficient professional development and weak ethical
protections in education may lead to the use of Al that exacerbates
existing inequalities and undermines the human-centered values of
the field (Crompton and Burke, 2023).

This argument is supported by evaluations that highlight both
benefits and disadvantages. Artificial intelligence has continuously
demonstrated potential in reducing administrative burdens,
enhancing engagement, and delivering customized learning
trajectories (Chounta et al., 2021; Fullan et al., 2023). A considerable
percentage of the current data relies on self-reported perceptions,
transient experimental projects, or narrowly defined groups, instead
of robust, outcome-focused research. Consequently, data often display
inconsistency, particularly in illustrating lasting effects on learning
outcomes (Zawacki-Richter et al., 2019; Memarian and Doleck, 2023).
This discrepancy between optimism and empirical evidence
underscores the pressing need for systematic assessments that employ
extensive data and objectively evaluate both the benefits and
drawbacks of AI-mediated feedback.

Previous reviews, such as those by Zawacki-Richter et al. (2019)
and Bond et al. (2024), laid important groundwork by cataloging Al
applications, technical affordances, and student outcomes; they paid
relatively little attention to the professional and ethical dimensions of
teachers’ roles in mediating Al adoption. The ethical and professional
responsibilities of educators in the implementation of AI have,
however, been overlooked in previous contributions. This study
redefines teachers as active mediators instead of passive end-users,
highlighting that their judgements and decisions play a crucial role in
the outcomes of technological deployment. In doing so, it employs
adoption models such as TAM and UTAUT in conjunction with
ethical frameworks like FATE, thereby situating AI integration
within the wider context of professional identity, trust, and
moral responsibility.

This study redirects attention from prior research that mainly
investigated technological effectiveness or student outcomes to
highlight instructors’ perspectives, concerns, and professional
experiences with Al-generated feedback. This synthesis encompasses
37 peer-reviewed studies published from 2014 to 2024, classified into
three interconnected themes: first, educators’ perceptions and use of
Al feedback tools; second, the identified benefits and challenges; and
third, the degree to which ethical and pedagogical considerations
impact the adoption process.

The subsequent research questions (RQs) were established to
direct the review:

RQI: What are educators' overall perceptions of Al-generated
feedback in higher education?
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RQ2: What distinct advantages do educators identify in AI-driven
feedback systems?

RQ3: What apprehensions do educators express concerning the
incorporation of Al feedback systems?

RQ4: What obstacles and circumstances affect the successful
implementation of Al in educational practices?

This study seeks to address these questions, facilitating a balanced,
evidence-based synthesis that informs both academia and practice. To
address the need for a more innovative problem statement, this study
reframes the issue of Al-automated feedback not merely as a
technological innovation but as a pedagogical and ethical
transformation mediated by teachers. Existing research has largely
emphasized technical efficiency and student outcomes, overlooking
the dual dimensions of adoption and accountability that underpin
effective integration. Drawing on the Technology Acceptance Model
(TAM) and the Unified Theory of Acceptance and Use of Technology
(UTAUT), this review situates educators as active agents whose
perceptions of usefulness, ease of use, and institutional support
determine the success of Al adoption. At the same time, ethical
concerns are embedded through the FATE framework (Fairness,
Accountability, Transparency, and Ethics), highlighting that issues of
trust, fairness, and professional autonomy condition teachers’
engagement with Al. By merging these frameworks, this study
advances an integrative problem statement: that the effective use of
Al-mediated feedback in higher education depends not only on its
technical functionality but also on how teachers ethically and
pedagogically their  roles  within

negotiate digitalized

feedback ecosystems.

2 Literature review
2.1 Teachers' perspectives on Al feedback

Teachers tend to approach Al-driven feedback with a tempered
sense of optimism, recognising both its potential and its limitations.
On the one hand, educators highlight its capacity to enhance
individualised instruction, streamline productivity by automating
repetitive tasks, and create more adaptable learning pathways for
students (Karaca and Kilcan, 2023). The immediacy and
comprehensiveness of Al-generated feedback are particularly valued,
as they allow learners to address gaps in understanding while the
material remains cognitively relevant (Fullan et al., 2023). In addition,
such tools are seen as valuable aids in lesson design, offering diagnostic
insights and tailoring information to accommodate the needs of
diverse learners (Roll and Wylie, 2016; Chounta et al., 2021). This
cautious optimism is, however, tempered by ongoing misgivings.
Many educators fear that the use of Al tools may erode the human
dimension of teaching, especially the relational and emotional bonds
that are essential to meaningful student engagement and learning
(Rosak-Szyrocka et al., 2023).

Educators express enthusiasm for the educational benefits of Al,
asserting that these tools should augment rather than supplant human
instruction. This viewpoint highlights valuable insights from research
on technology adoption, showing that successful implementation

frontiersin.org


https://doi.org/10.3389/feduc.2025.1704820
https://www.frontiersin.org/journals/education
https://www.frontiersin.org

Alghamdi and Alghizzi

thrives on factors like perceived benefit, usability, and system
reliability. In practice, educators’ readiness to embrace Al-driven
feedback is influenced by ethical precautions, institutional support,
congruence with pedagogical principles, and the operational efficacy
of the tools themselves.

2.2 Recent advancements in Al-driven
feedback

Over the past decade, an exciting surge has been observed in the
study of artificial intelligence in education, particularly since 2018
with the advent of adaptive learning platforms and generative AI (Wu
etal., 2023). Innovations such as intelligent tutoring systems, chatbots,
and automated assessment tools have been introduced with the aim of
easing educators’ cognitive load and personalising student learning
(Kim and Kim, 2022). Educators often appreciate these advances for
their ability to improve student engagement and facilitate real-time
formative assessment (Chounta et al., 2021; Fullan et al., 2023).
Adaptive platforms dynamically adjust the complexity of content to
ensure that advanced learners are consistently challenged, while
immediate support is provided to struggling students. Similarly,
collaborative Al tools have been acknowledged for enhancing peer-
to-peer learning and motivation (Yang and Kyun, 2022).

The literature on Al in education is ambiguous and contentious.
Recent studies demonstrate that AI tools can increase student
engagement and productivity, but they also pose risks such as
distraction, oversimplified tasks, and unequal access to resources
(Crompton and Burke, 2023). Furthermore, improving the clarity of
algorithmic decision-making presents a significant opportunity to
enhance instructors’ credibility, alleviate transparency concerns, and
promote greater engagement with Al tools (Benneh, 2023). Research
consistently demonstrates that educator involvement and ongoing
professional development are crucial for tackling these issues, with
established methods available to mitigate such constraints. Targeted
training empowers educators to enhance their skills in critically
assessing and contextualizing automated outputs, effectively
addressing the challenges posed by the opaque characteristics of
“black box” technology (Memarian and Doleck, 2023). Recent
evidence suggests that the effectiveness of Al-driven feedback is
shaped primarily by its congruence with educational objectives, the
safeguarding of teacher autonomy, and the preparedness of institutions
for integration, rather than by the sophistication of the
technology alone.

2.3 Synthesis and research gaps
2.3.1 Gaps emerge across the literature
substantial

o Methodological limitations: A of

contemporary research mostly relies on self-reported data or

portion

short-term interventions, which, while beneficial for generating
preliminary insights, provide a limited basis for assessing long-
term effectiveness.

o Inadequate theoretical integration: Although adoption
frameworks (e.g., TAM, UTAUT) and pedagogical theories are
pertinent, there exists a compelling opportunity for research to
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more explicitly integrate teachers’ viewpoints within these
models, thereby enhancing conceptual underpinnings.

« Ethical and relational dimensions: Although fairness, privacy,
and transparency are acknowledged concerns, there is a
considerable scope for more empirical research to explore how
educators are creatively tackling these challenges in practice.

This review highlights teacher perspectives as essential elements
that could significantly enhance educational equity, engagement, and
trust through AI feedback, rather than only perceiving them as
attitudes towards technology.

2.3.2 Positioning against prior reviews

Earlier syntheses, most notably Zawacki-Richter et al. (2019) and
Bond et al. (2024), laid important groundwork but differed markedly
in focus. Zawacki-Richter et al. (2019) structured their review around
categories of Al applications (e.g., tutoring, grading, analytics) and
student outcomes, with educators treated primarily as end-users
rather than ethical mediators. Bond et al. (2024) advanced the field by
calling for more attention to ethics and collaboration, yet their analysis
emphasized system-level safeguards (bias mitigation, transparency,
than
professional responsibilities.

governance) rather embedding ethics in teachers

In contrast, the present review explicitly codes for teacher
development, professional identity, and ethical mediation as central
categories of analysis. By integrating TAM/UTAUT adoption models
with the FATE framework, this review bridges adoption behavior with
ethical accountability, positioning teachers as gatekeepers of trust and
pedagogical integrity. This dual-lens analysis represents a conceptual
advance beyond prior reviews, which largely treated ethics as external

to educators and adoption as a matter of technical utility.

3 Methods
3.1 Inclusion criteria and screening

This study employed a systematic strategy to locate pertinent
literature, culminating in the selection of 37 empirical studies that met
the established inclusion criteria (refer to Table 1). Research must
investigate aspects of AI development in education, include a clearly
stated methodology section, and concentrate on Al applications inside
formal educational environments to qualify for inclusion. The research
excluded from the analysis failed to meet these criteria, particularly
those focused on informal learning contexts or demonstrating
insufficient methodological transparency.

TABLE 1 Overview of the selection criteria for inclusion.

Concepts ‘ Inclusion criteria

Must be focused on Al applications in formal educational
Al application

settings
Methodology Must have a clearly defined methodology section

Empbhasis on preceding and forthcoming phases of Al
Educational phase
evolution in education.

Publication date Studies published from 2014 to 2024

Language English-language publications
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The review was restricted to English-language publications. This
decision was made for two reasons: (a) English remains the dominant
language of publication in international Al-in-education scholarship,
ensuring access to the majority of influential works; and (b) resource
constraints prevented systematic translation and coding across
multiple languages. The screening process commenced with an initial
assessment of titles and abstracts, leading to the exclusion of
non-relevant studies or those not meeting the inclusion criteria.
Subsequent to the initial screening, full-text reviews were performed
on the remaining studies. Two independent reviewers evaluated each
publication for relevance, methodological rigor, and its contribution
to the understanding of Al-automated feedback systems from the
educators’ perspective. Discrepancies among reviewers were addressed
through consensus discussions, and a third reviewer was consulted
when necessary to achieve a final decision on inclusion.

The calculation of inter-rater reliability employed Cohen’s kappa,
resulting in a value of 0.91, signifying a substantial level of agreement
among reviewers. The notable consistency enhances the credibility of
the study selection process, diminishes the potential for bias, and
improves the overall validity of the review.

3.1.1 Inter-rater reliability

Ensuring the rigor and trustworthiness of qualitative data analysis
necessitates assessing inter-rater reliability. Prior to coding, all raters
participated in training to familiarize themselves with the coding
framework (including definitions and examples for each code). This
training ensured a consistent understanding and application of criteria
through guidelines, examples, and mock assessments. At least two
reviewers independently evaluated each study using standardized
forms. A 10% subset of the data was used for a pilot coding exercise,
where each rater coded the subset independently. The results were
then compared and discussed among the raters. The Cohen’s kappa
coeflicient, calculated from this pilot coding, was 0.91, indicating
almost perfect agreement between the two primary reviewers.
Discrepancies in reviewers assessments were resolved through
detailed discussions and consensus; if agreement could not be reached,
a third reviewer acted as an arbitrator. The elevated Cohen’s kappa
signifies that raters were highly consistent in applying the coding
framework, thereby minimizing subjectivity and bias. This reliability
is paramount for the validity of the study’s findings and reinforces the
trustworthiness of the conclusions drawn from the data.

3.2 Search strategy

The systematic review employed a rigorous search strategy to
ensure a comprehensive collection of relevant literature. The search
focused on studies published between 2014 and 2024, reflecting the
rapid evolution and increased adoption of AI technologies in
educational settings. Searches were conducted across Scopus, Web of
Science, and Google Scholar using Boolean combinations of key terms
(‘Al-mediated feedback AND ‘higher education’ AND ‘teacher
adoption’). The search was limited to peer-reviewed journal articles
and conference proceedings published in English. Use-case inclusion
was restricted to empirical studies involving feedback practices in
higher education settings. Databases such as Scopus, Web of Science,
and Google Scholar were utilized to locate peer-reviewed articles,
conference papers, and dissertations. Keywords included “AI feedback
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in education,” “automated feedback systems,” “teacher perspectives on
AIY “Al in higher education,” and “personalized learning through AI”
Boolean operators (AND, OR, NOT) and filters helped refine the
search to studies centered specifically on Al applications within formal
educational contexts (as opposed to informal learning environments
or purely technical AI developments). Reference lists of key articles
were also reviewed to identify additional studies missed in the
database search. The search was limited to English-language
publications for consistency and to capture studies most likely to
influence the global discourse on Al integration in higher education.
Studies lacking a transparent methodology or offering only theoretical
perspectives without empirical data were excluded in order to
prioritize evidence-based research. This multi-pronged search strategy
aimed to capture a diverse range of teacher perspectives on the
efficacy, challenges, and future directions of Al-automated feedback
in education.
The exact Boolean search strings used were as follows:

o Scopus: (“artificial intelligence” OR “AI”) AND (“feedback” OR
“automated feedback” OR “formative feedback”) AND (“higher
education” OR “university” OR “college” OR “tertiary education”
OR “teacher”)

o Web of Science: TS = (“AI” OR “artificial intelligence”) AND
TS = (“feedback” OR “automated feedback”) AND TS = (“higher
education” OR “teacher perspectives”)

» Google Scholar (supplementary): “Al feedback in education” OR
“Al automated feedback” OR “teacher perspectives Al feedback”

Searches were restricted to 2014-2024 to capture the period of
rapid growth in Al integration into educational practice, particularly
the post-2018 expansion of adaptive and generative systems. Reference
lists of key studies were hand-searched to capture additional works not
indexed in databases.

3.3 Data extraction and synthesis

While the review primarily employed qualitative content
analysis to synthesize teachers’ perspectives, additional quantitative
synthesis was conducted to explore trends in the literature. For
instance, the distribution of studies over the 2014-2024 period was
visualized in a timeline, revealing a notable increase in publications
after 2018, coinciding with the growing prominence of Al
technologies in educational discourse. Furthermore, quantitative
data from the included studies were compiled to provide a clearer
picture of the overall impact of Al-powered feedback systems.
Studies that provided statistical evidence of ATls effectiveness in
enhancing personalized learning, improving student engagement,
or reducing teacher workload were compared. The review
highlighted that a majority of teachers in the reviewed studies
expressed positive attitudes toward AIs role in personalizing
instruction (e.g., Chounta et al., 2021; Kim and Kim, 2022). In a
classroom-based study, Mollick and Mollick (2022) found that AI
chatbots provided immediate feedback, enhancing student
engagement and improving learning outcomes. Through this
synthesis, the review underscored both the promise of Al-automated
feedback systems and the gaps in the current evidence base. Many
studies reported positive outcomes, yet the overall robustness of
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evidence remains limited; several works call for more rigorous
research designs and larger samples to substantiate the long-term
impact of Al in education.

3.4 Study selection (PRISMA flow)

Following the PRISMA 2020 guidelines, a total of 1,246 records
were initially identified across databases (Scopus =532; Web of
Science = 428; Google Scholar = 286). After removing 317 duplicates,
929 records remained for title and abstract screening. Of these, 701
records were excluded for not addressing Al-mediated feedback in
education or for failing to meet the predefined inclusion criteria,
leaving 228 full-text articles assessed for eligibility.

A further 191 full-text studies were excluded for the following
reasons: (i) absence of a pedagogical or feedback-related
component (n = 62); (ii) non-peer-reviewed or opinion-based
sources (n =47); (iii) lack of methodological transparency
(n =53); and (iv) focus outside higher-education or professional-
training contexts (n = 29).

Consequently, 37 studies met all inclusion criteria and were
incorporated into the final synthesis. The selection process is

10.3389/feduc.2025.1704820

summarized in Figure 1, and the detailed list of included studies is
presented in Appendix A, which also conforms to the PRISMA
2020 checklist.

3.5 Coding schema for analysis

While the review prioritized empirical studies (quantitative,
qualitative, and mixed methods), a small number of conceptual and
theoretical contributions were also included. These were retained
when they offered significant insights into ethical frameworks,
governance structures, or teacher roles that shaped the interpretation
of empirical evidence. To mitigate dilution of evidence strength,
conceptual/theoretical pieces were clearly coded as non-empirical and
analyzed separately from empirical findings. Their function in the
synthesis was interpretive and contextual rather than evidentiary,
providing a theoretical lens (e.g., TAM, UTAUT, FATE) through
which the empirical data were situated.

To enable systematic comparison across studies, a coding
framework was developed that categorizes the included research along
five primary dimensions: context, Al tool type, study design, thematic
focus, and reported outcomes.

Identification of studies via databases and registers ]
— ‘
H —_
-.é Records identified from: T penmvad st
= B screening:
E - Databases (n = 1,246) Duplicate records removed
A (n=317)
—
e
Records screened: »| Records excluded:
(n=929) (n=701)
a‘ A4
€ Reports sought for retrieval: Reports not retrieved:
el | m=29 " @-0)
A
A4
Reports assessed for Reports excluded:
eligibility: (n = 228) »  Technical-only studies: 62
N .
« Not peer-reviewed: 47
«  Methodologically unclear:
~— 53
- e . & =
3 (S;u:dl;;)mcluded in the review ¢ Ousidsscops ot iigher
= & ] education): 29
2 Reports of included studies
— ] [ @=3D
FIGURE 1
PRISMA flow diagram of study selection.
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Context: Higher education (HE), K-12, professional development

(PD), or MOOC:s.

« Al tool type: Generative Al (GAI), Chatbots (CHAT), intelligent
tutoring systems (ITS), feedback systems (FEED), analytics/
dashboards (ANALYT), or general Al applications (GEN).

« Study design: quantitative (QUAN), qualitative (QUAL), mixed-
methods  (MIX), (REV), or
conceptual (THEO).

 Thematic focus: Pedagogical effectiveness (PED), ethics and

review theoretical/

governance (ETH), teacher development and roles (TEACH),

student experience (STUD), or
evolution (HIST).

 Outcomes: Positive (POS), mixed (MIXED), negative (NEG), or

neutral/descriptive (NEUT).

historical/disciplinary

This schema not only standardized the coding process but also
provided a lens for meta-level interpretation. For instance, most higher
education studies employing feedback systems or learning analytics
(Afzaal et al,, 2021; Hooda et al., 2022) reported positive learning
outcomes, whereas studies on chatbots tended to show mixed results,
balancing efficiency gains with concerns over trust and a preference for
human input (Escalante et al., 2023; Labadze et al., 2023). Likewise,
conceptual and ethical analyses frequently leaned toward critical or
cautionary conclusions (Selwyn, 2019; Benneh, 2023), reflecting the
unresolved challenges of AI governance in education.

In addition to achieving high inter-rater reliability (Cohen’s
kappa = 0.91), the coding process included explicit adjudication
procedures. When disagreements occurred, reviewers compared
rationales for code assignment, consulted coding definitions, and
documented the resolution pathway. Cases that could not be resolved
bilaterally were escalated to a third reviewer, who justified an
independent decision. All adjudicated cases were logged, creating an
audit trail that reinforced transparency and minimized interpretive
bias. This ensured that the synthesis of teacher perspectives was not
only reliable but also traceable and reproducible.

3.5.1 Explicit coding framework

The following Table 2 illustrates a coding framework that can
be summarized as follows, with illustrative examples from
the literature:

3.6 Quality appraisal of evidence

To assess the robustness of the included studies, we classified them
by methodological strength. Table 3 presents the methodological
distribution of the eight major themes across the included studies
(N =37). Clear patterns emerge when themes are cross-tabulated
against methodological strength. Benefits such as personalization
(Tier C = 12; Tier B = 7) and immediate feedback (Tier C = 10; Tier
B=9) are strongly supported by small-scale experimental and
controlled studies, suggesting that these outcomes are most visible in
short-term interventions where AI-driven feedback can be isolated as
an effect. Similarly, productivity gains and student engagement are
consistently reported across Tiers B and C, although engagement also
appears in perception-based Tier D studies (n = 10), indicating that it
is often observed as a matter of teacher or student perception rather
than validated longitudinally.
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TABLE 2 Categories and coding framework with examples.

Category ‘Code ‘Deﬁnition/criteria

HE Higher education (colleges, universities)
K12 Primary/secondary education

Context
PD Professional development/teacher training
MOOC Massive open online courses/online-only
GAI Generative Al (e.g., ChatGPT, text-to-image)
CHAT Chatbots
ITS Intelligent tutoring systems

Al tool type
FEED Al-generated feedback systems
ANALYT | Learning analytics/dashboards
GEN General Al applications (not tool-specific)
QUAN Quantitative (experiments, surveys, ML models)
QUAL Qualitative (interviews, case studies)

Study design MIX Mixed-methods
REV Review (systematic, meta-analysis, narrative)
THEO Theoretical/conceptual analysis

Pedagogical effectiveness (learning outcomes,

PED
engagement)
ETH Ethics, governance, accountability
Focus/theme
TEACH Teacher development, perceptions, and roles
STUD Student experience and attitudes
HIST Historical/disciplinary evolution
Positive learning impact (performance,
POS g impact (p!
engagement, efficacy)
Outcomes MIXED Mixed outcomes (benefits and concerns)
NEG Negative or critical stance
NEUT Neutral/descriptive (no clear evaluative outcome)

By contrast, ethical concerns, including privacy (n = 12 in Tier D),
algorithmic bias (n = 11 in Tier D), and relational erosion (n =12 in
Tier D), cluster heavily in perception-driven designs, highlighting
how these risks are often voiced as experiential or anticipatory rather
than systematically tested. Interestingly, relational erosion also appears
in Tier A longitudinal studies (n = 5), suggesting that when evidence
is tracked over time, the risk to teacher-student dynamics becomes
more visible. Finally, lack of training was spread across tiers but
appeared most prominently in weaker designs (Tier D = 11), with only
minimal attention in stronger Tier B studies (n = 2), reflecting a
methodological imbalance in how this issue is investigated. Survey-
based approaches dominate (16 out of 37 studies); notably, 12 of those
16 were conducted in university settings (i.e., three-quarters of all
survey-based studies were in higher education).

Taken together, this distribution demonstrates that benefits are
disproportionately validated in Tier B/C outcome-oriented designs.
In contrast, concerns are more often reported in Tier D perception-
based studies, with only a small number of Tier A investigations
addressing them over the long term. This asymmetry highlights the
reviewers’ critique that enthusiasm for Al-powered feedback is
primarily based on exploratory or perception-based evidence, while
rigorous, longitudinal validation remains limited.
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TABLE 3 Methodological characteristics of the included studies (N = 37).

Tier A (longitudinal)

Tier B (controlled)

10.3389/feduc.2025.1704820

Tier C (mixed/ Tier D (perception)

experimental)

Personalization 4 7 12 8
Immediate feedback 4 9 10 8
Productivity gains 2 7 11 6
Student Engagement 3 5 11 10
Privacy concerns 2 6 6 12
Algorithmic bias 2 4 5 11
Relational erosion 5 4 6 12
Lack of training 2 2 8 11

To further examine the distribution of evidence, the study design
was cross-tabulated with educational context (Figure 2). The
visualization highlights that survey-based studies dominate higher
education, while experimental and longitudinal designs remain scarce
in K-12 and professional development.

The cross-tabulation of study design and educational context
(Table 4) reveals a strong concentration of research within higher
education, where 30 of the 37 studies were conducted. Survey-based
approaches dominate across all contexts (16 studies), with nearly
three-quarters situated in university settings. Experimental and
controlled studies remain limited (n =6), and only one of these
extends into K-12 education. Longitudinal and mixed-methods
designs are even less common (# = 4), highlighting the scarcity of
outcome-validated evidence. By contrast, conceptual/theoretical
contributions (n=7) provide interpretive frameworks but lack
empirical reviews (n=4) add

grounding, and only

partial consolidation.

4 Results

4.1 Positive attitudes and benefits of Al
feedback

The synthesis of 37 studies reveals a predominantly positive
outlook on Al-powered feedback among educators. Teachers
highlighted four main benefits of Al feedback systems: (a) enhanced
personalized instruction, (b) immediate, tailored feedback, (c)
productivity gains through automation of routine tasks, and (d)
enhanced student engagement (see Figure 3).

Personalized instruction was consistently the most emphasized
benefit, with teachers valuing AT’s ability to adapt content to diverse
student needs and provide differentiated support. Immediate feedback
was also recognized as a transformative feature, allowing learners to
correct errors while concepts remained cognitively salient. In terms of
productivity, AI can reduce administrative burdens such as grading
and attendance tracking, enabling educators to devote more time to
instructional design and one-on-one support. Enhanced student
engagement was attributed to AT’s interactive and adaptive features,
including elements like gamification and personalized learning
pathways. Where percentages are reported, they are drawn directly
from individual studies and should not be interpreted as generalizable
figures. Where original studies did not provide numerical data,
findings are described qualitatively.
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4.1.1 Immediate and tailored feedback

Al systems provide real-time, individualized feedback that
traditional grading cannot match. Immediate corrections help
students revise work while concepts remain fresh, reinforcing learning
and improving performance (Ma et al., 2014). Tools can highlight
errors in grammar, reasoning, or structure, and offer targeted
suggestions for improvement. For teachers, Al’s longitudinal tracking
reveals recurring difficulties and supports differentiated instruction
(Chen et al., 2020; Doroudi, 2022). Overall, real-time and tailored
feedback enhances student engagement and enables more responsive
teaching practices.

4.1.2 Increased productivity

By automating routine tasks such as grading, attendance, and
scheduling, AI reduces teacher workload, allowing for a greater focus
on instruction. Automated grading provides instant results and
consistent evaluation even in large classes (Benneh, 2023).
Administrative tools, including AI-powered attendance systems, save
time while ensuring accuracy, though privacy concerns must
be considered (see Section 4.2). Al also supports lesson planning by
recommending resources aligned with student needs and curriculum
goals (Haderer and Ciolacu, 2022). Beyond classroom use, adaptive
platforms can personalize professional development for teachers
(Yang and Kyun, 2022). Collectively, these productivity gains allow
educators to concentrate on meaningful teaching activities and
student support.

4.1.3 Enhanced student engagement

Engagement was one of the most frequently reported benefits, as
detailed in Table 5. Out of 37 studies, 28 (~76%) indicated that
teachers observed higher student motivation and participation when
Al tools were integrated into instruction. These included reports of
adaptive systems challenging advanced learners while scaffolding
struggling students (Yang and Kyun, 2022) and of interactive features
sustaining participation through gamification (Chounta et al., 2021).
While widespread, these findings remain perception-based and must
be interpreted cautiously, as they reflect thematic prevalence across
studies rather than outcome-validated effects.

4.2 Concerns and challenges

While teachers frequently acknowledge the potential of Al to
enhance learning, their reflections also surface persistent concerns
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TABLE 4 Distribution of study designs across educational contexts.

Study Higher K-12 Professional Total
design education development
Survey-based 12 2 2 16
Experimental/

5 1 0 6
controlled
Mixed/

4 0 0 4
longitudinal
Conceptual/

6 0 1 7
theoretical
Reviews
(systematic/ 3 1 0 4
meta)
Total 30 4 3 37

Bold values indicate the highest frequency within each row, representing the study design
most commonly reported in that educational context.

that temper enthusiasm and complicate adoption. Four issues
dominate the literature: data privacy and security, algorithmic bias
and fairness, relational erosion, and insufficient
professional development.

To start with, data privacy and security were among the most
frequently cited concerns. Educators highlighted the risks of storing
sensitive student information in centralized databases and
questioned the adequacy of existing safeguards. These apprehensions
were often anticipatory rather than empirically tested, clustering in
perception-based studies (Tier D). Yet, they carry practical weight:
without strong institutional safeguards, trust in AI systems

remains fragile.
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Algorithmic bias, on the other hand, emerged as another recurrent
theme. Teachers expressed skepticism about the fairness of
Al-generated outputs, warning that narrow or non-representative
training datasets could entrench existing inequities. In parallel,
personalization, the most celebrated benefit, was often described as
inseparable from opacity in algorithmic decision-making. The
contradiction is stark: the very mechanisms that enable differentiation
may also reinforce systemic bias, a tension seldom examined beyond
theoretical caution. Relational erosion represents a uniquely
pedagogical risk. Although immediacy of feedback is valued for
cognitive salience, educators feared that automated responses could
substitute for human dialogue, undermining the trust, empathy, and
emotional support essential to meaningful teaching. Unlike privacy or
bias concerns, which are largely perception-driven, relational erosion
was also documented in longitudinal studies (Tier A). These findings
suggest that diminished teacher-student interaction is not merely
hypothetical but observable over time.

Lack of training and professional development compounds these
risks. Teachers consistently noted that without adequate preparation,
they risk becoming over-reliant on “black box” systems whose outputs
they cannot interpret or challenge. However, this issue is under-
investigated in stronger Tier B studies, appearing most prominently
in weaker perception-based designs. This imbalance highlights a gap
between teachers’ acknowledged needs and the systematic evaluation
of interventions that could address them.

Taken together, these concerns demonstrate that benefits and risks
are not parallel but interdependent categories. Personalization and
immediacy, while celebrated, simultaneously generate new
vulnerabilities in fairness and relational trust. Productivity gains can
only be sustained if educators are adequately trained to use Al
critically, yet evidence of such training remains sparse. Few studies
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rather than statistical prevalence across educators.
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TABLE 5 Reported benefits of Al-powered feedback in higher education
(N = 37 studies).
% of

Benefit No. of

studies

Representative
evidence

studies
reporting

Enhanced Al adapts content to diverse
personalized 85% 31 student needs, offering
instruction differentiated support.
Immediate and Most teachers report improved
tailored 78% 29 learning outcomes from
feedback individualized feedback.
Automation of grading,
Increased
70% 26 attendance, and scheduling
productivity
reduces teacher workload.
Enhanced Teachers observed increased
student 76% 28 motivation and participation
engagement via gamification and tasks.
Support for Al adjusts complexity for both
diverse learners 62% 23 advanced and struggling
students, enabling inclusivity.

interrogate these contradictions directly, leaving critical questions
unresolved: Can Al deliver pedagogical efficiencies without
undermining human connection? Can ethical safeguards scale
alongside technological innovation? Current evidence provides only
partial answers, suggesting that enthusiasm must be tempered by
rigorous, outcome-validated inquiry.

Figure 4 illustrates the relative prevalence of key challenges across
the 37 studies. Percentages indicate the proportion of studies
identifying each theme, not generalizable statistics about educators.
The examples attached to each concern (e.g., weak safeguards,
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embedded biases, over-reliance on automation) highlight the
intersections between pedagogical risks and ethical vulnerabilities.

The following Figure 5 presents a balanced overview of the
positive and negative aspects associated with Al-powered feedback
systems in education. The coding analysis revealed that the majority
of studies reported positive outcomes, including enhanced
personalization, immediacy of feedback, productivity gains, and
increased student engagement. At the same time, substantial numbers
of studies also highlighted concerns regarding data privacy,
algorithmic bias, relational erosion, and insufficient teacher training.
These percentages represent the proportion of studies reporting a
theme, not generalizable statistics about teachers themselves.

To maintain analytical clarity, findings derived from conceptual
or theoretical contributions are reported separately from empirical
evidence. Theoretical insights are cited only where they contextualize
or interpret empirical results, ensuring that evidence-based outcomes
are not conflated with interpretive arguments. In direct answer to RQ4
(obstacles and circumstances affecting successful implementation),
(i) teacher

preparedness and ongoing professional development; (ii) institutional

the review identifies four recurrent conditions:

support and governance (including data protection, clear
accountability, and transparent tooling); (iii) contextual fit with
pedagogy and workload realities; and (iv) infrastructure and resource
constraints. Where these conditions are satisfied, educators report
sustained uptake and more productive integration; where they are
absent, adoption remains tentative or superficial despite short-
term enthusiasm.

In Figure 6, the radar chart provides a comparative overview of
the relative prevalence of benefits and challenges identified across the
37 included studies. The visualization highlights that student
engagement and relational erosion were among the most frequently
reported themes, whereas high costs and productivity gains were less
emphasized. This pattern illustrates the dual role of Al integration in
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education. While enhancing personalization, feedback, and learner
motivation, it simultaneously raises pressing challenges such as
privacy concerns, algorithmic bias, and insufficient teacher training.
The balanced representation of benefits and challenges underscores
the need for future research to not only capitalize on the pedagogical
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gains but also to address the systemic and ethical risks associated with
the large-scale adoption of Al

Analysis of the relative prevalence of benefits and challenges across
the 37 included studies revealed notable disparities in reporting
patterns. The most frequently identified benefits were student
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engagement (27 mentions, 73.0%) and relational erosion as a recurring
challenge (26 mentions, 70.3%). Other highly prevalent themes included
lack of training (25 mentions, 67.6%), privacy concerns (24 mentions,
64.9%), and personalization (23 mentions, 62.2%). Moderate
representation was observed for immediate feedback (22 mentions,
59.5%) and algorithmic bias (22 mentions, 59.5%). By contrast,
productivity gains (20 mentions, 54.1%) and high costs (15 mentions,
40.5%) were less frequently emphasized. This distribution suggests that
while pedagogical affordances, such as engagement and personalization,
are consistently highlighted, ethical and structural risks, including
privacy concerns, bias, and relational erosion, are equally pervasive. The
relatively lower emphasis on cost-related concerns indicates that
financial barriers, though relevant, were not as central to the discourse
as the pedagogical and ethical dimensions of Al integration.

4.3 Trends in research activity

The distribution of studies over time highlights a rapid
acceleration of interest in Al-automated feedback in recent years.
Between 2014 and 2017, empirical studies on this topic were sparse,
averaging only one to two publications per year. From 2018 onwards,
however, the number of publications increased sharply, coinciding
with the broader adoption of adaptive learning platforms and the
integration of generative Al systems into educational practice. Figure 7
illustrates the trajectory of relevant publications from 2014 to 2025.
The steep upward trend after 2018 reflects the growing recognition of
Al as a disruptive force in higher education. This rise also signals both
the novelty of the field and the ongoing need for more longitudinal,

10.3389/feduc.2025.1704820

large-scale, and cross-contextual studies to consolidate evidence of
AT effectiveness.

In summary, the results of this review paint a dual narrative. On
the one hand, AI tools demonstrably support learning personalization,
engagement, and efficiency in higher education and online
environments. On the other hand, persistent ethical, pedagogical, and
trust-related issues accompany these technological advances,
indicating that human oversight and strong governance frameworks
are required to mediate AT’s role in education.

The regional distribution and methodological characteristics of
the included studies provide additional context for interpreting
these results.

4.4 Regional and cross-cultural distribution

As illustrated in Figure 8, Western and East Asian regions
collectively account for nearly three-quarters of the reviewed studies,
whereas contributions from the Middle East, Africa, and Latin
America remain comparatively limited. The accompanying
annotations summarize dominant research orientations ranging from
ethical autonomy and accountability in Western contexts to data-
driven adaptive-feedback frameworks in East Asian settings. North
America contributed the largest share, with 17 studies (45.9%), most
situated in higher-education contexts that emphasize teacher
autonomy, ethics, and digital feedback control. Europe produced six
studies (16.2%), primarily in higher education and teacher-training
domains, reflecting a focus on professional development and ethical
literacy. East Asia accounted for 10 studies (27.0%), highlighting

Student Engagé

Relational E

FIGURE 6

Lack of Training

Radar chart comparing reported benefits and concerns of Al integration in higher education.
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adaptive feedback models, learning analytics, and the pedagogical
regulation of Al systems in universities.

The MENA region contributed two studies (5.4%), focusing on
Al feedback adoption and cultural adaptation in higher education
and STEM-related disciplines. Other
Sub-Saharan Africa, Latin America, and Oceania, together yielded

regions, including
two studies (5.4%), addressing infrastructural readiness and
inclusivity in educational technology. Overall, higher education
emerges as the dominant research context across regions, yet the
clear imbalance in representation underscores the need for more
geographically inclusive investigations into AI-mediated feedback
practices,

particularly  within  underrepresented  Global-

South contexts.

5 Discussion

The findings of this review reveal a complex picture of educators’

perspectives on Al-automated feedback. Teachers broadly
acknowledge the transformative potential of AI to enhance
personalized learning, immediacy of feedback, productivity, and
student engagement. However, these benefits are consistently
accompanied by cautionary concerns about data privacy, ethical risks,
algorithmic bias, and diminished teacher-student relationships. This
dual stance situates teachers as cautious optimists, simultaneously
embracing the promise of AI while foregrounding the conditions
required for its responsible use.

Practically, according to research question four, these findings
mean that adoption is conditional; implementation succeeds when
teacher training, institutional safeguards, pedagogical alignment, and
adequate infrastructure co-exist, and falters when any of these

are missing.

5.1 Interpreting teachers’ perceptions
through adoption theories

Teachers’ perspectives reveal a dual stance: while efficiency and
personalization align with perceived usefulness in adoption theory,
ethical reservations, lack of training, and contextual disparities temper
optimism. Acceptance is thus conditional, dependent on institutional
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support and safeguards. While UTAUT suggests that professional
development and institutional support can facilitate adoption,
evidence from this review underscores that such acceptance is
conditional. Without sufficient training, ethical safeguards, and
contextual adaptation, Al systems may increase cognitive load rather
than reduce it. Thus, teacher acceptance of Al is better understood as
cautious and context-dependent optimism; teachers are willing to adopt
Al when it demonstrably complements their pedagogy, but this cannot
yet be assumed as universal or sustainable.

5.2 Ethical considerations: the FATE
framework

The ethical dimensions of Al feedback are aptly captured by the
Fairness, Accountability, Transparency, and Ethics (FATE) framework
(Memarian and Doleck, 2023). Teachers’ concerns about bias and
fairness highlight the risk of reproducing educational inequities when
algorithms are trained on narrow or unrepresentative datasets. Calls
for accountability emphasize that while AI can assist, teachers remain
responsible for pedagogical decisions necessitating professional
development so that educators can critically interpret and, if necessary,
override Al outputs. Transparency is also pivotal: teachers in multiple
studies questioned the opacity of algorithmic decision-making and
demanded clear disclosure of how Al-generated feedback is produced.
Finally, ethics encompasses privacy concerns, as the collection of
granular student data by AI systems raises issues of consent and
compliance with regulations such as GDPR.

The synthesis suggests that educators’ ethical reservations are not
abstract; they are practical and influence adoption. Teachers will only
integrate Al into daily practice to the extent that these tools align with
their ethical standards and the trust they need to have in the
technology. In short, teachers want Al systems that are fair in their
recommendations, transparent in their functioning, and that clearly
leave final decisions in human hands.

5.3 Quality and gaps in the evidence base

Although scholarship on Al-automated feedback in higher
education is expanding, the current evidence base remains
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FIGURE 8
Regional distribution by context: summarizing the 37 studies.

North America (U.S., Canada)

East Asia (China, Japan, South Korea)

Europe (U.K., Finland, Spain, Germany) f

MENA (Middle East & North Africa)

Other Regions (Sub-Saharan Africa, Latin America, Oceania)

45.9% (17 studies )

= 27.0%

10 studies

16.2% (6 studies)

5.4% (2 studies)

- 5.4% (2 studies)

20 40 60 80
Percentage of Studies (%)

100

methodologically fragile. A large proportion of the reviewed studies
rely on self-reported teacher perceptions or short-term pilot
interventions. While these approaches provide valuable exploratory
insights, they are prone to bias and offer limited evidence of sustained
impact. Surveys often capture teachers attitudes and expectations
rather than observable changes in classroom practice, and short-lived
experimental projects cannot demonstrate whether Al integration
results in lasting pedagogical or institutional transformation.

A critical distinction emerges when comparing perception-based
studies (Tier C/D) with outcome-validated designs (Tier A/B). The
majority of positive findings, particularly endorsements of
personalization, immediacy, productivity, and engagement, stem from
surveys or small-scale interventions that capture attitudes and short-
term experiences. By contrast, the more rigorous Tier A/B studies,
although fewer in number, provide a tempered view: while they
confirm efficiency and timeliness benefits, they often report mixed or
limited evidence of sustained improvements in achievement or
workload reduction. Similarly, ethical concerns such as privacy, bias,
and relational erosion are most frequently identified in perception-
based studies, raising the possibility that these risks are anticipated
rather than empirically observed. This divergence indicates that
enthusiasm is largely perception-driven, whereas validated designs
yield more cautious or ambivalent results. Explicitly weighing these
discrepancies highlights the need for a more critical, evidence-
stratified approach to synthesizing findings on Al feedback.

This discrepancy reveals that much of the reported optimism may
reflect what can be described as exploratory enthusiasm rather than
validated transformation. Indeed, contradictions are evident across
studies: for instance, teachers who valued AT's immediacy often
simultaneously expressed concern about relational erosion or mistrust
of algorithmic opacity. Few studies interrogated these tensions
systematically, leaving open questions about whether gains in
productivity or personalization might come at the cost of diminished
teacher-student interaction.
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Regional imbalance compounds these limitations. More than half
of the reviewed studies were conducted in North America and Europe,
while perspectives from the Global South remain underrepresented.
This skew limits the generalizability of findings, as cultural traditions,
infrastructural realities, and pedagogical norms strongly shape how
Al is perceived and used. What appears as a benefit in digitally
advanced Western contexts may not replicate in under-resourced or
culturally distinct settings.

Taken together, these methodological and regional weaknesses
constrain the strength of current evidence. While teachers’ perceptions
of AI are broadly positive, they cannot yet be taken as proof of
enduring improvements in educational outcomes. Establishing such
claims will require longitudinal, comparative, and cross-cultural
designs that move the field from documenting enthusiasm to
validating genuine pedagogical change.

5.4 Teachers as mediators of ethical and
pedagogical integration

Perhaps the most consistent theme across the literature is that
teachers are not passive recipients of Al systems but active mediators
whose acceptance or resistance ultimately shapes AT’s effectiveness in
practice. Teachers’ concerns about professional identity, role
redefinition, and job security suggest that AI adoption is deeply
intertwined with educators’ values and institutional culture, not just
technological capability or efficiency.

This review, therefore, reframes Al feedback not as a replacement
for human pedagogy but as a relational technology whose impact
depends on alignment with educators’ practices, ethics, and
responsibilities. The evidence suggests that when adequately supported
and involved in the process, teachers are willing to integrate Al as a
complementary tool. However, without proper safeguards and
support, teachers tend to resist the adoption or use of Al in only
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superficial ways. In essence, the teacher’s role becomes one of guiding
the Al ensuring that it functions in the service of pedagogy and
equity, rather than letting the technology dictate the terms
of education.

5.5 Comparative weighting of evidence
(reframed)

The synthesis of the 37 studies reveals a sharp imbalance
between enthusiasm-based evidence and outcome-validated
findings. A majority of positive claims regarding personalization,
immediacy, and engagement stem from Tier C small-scale
interventions and Tier D perception-based surveys (70% of
included studies). These studies offer valuable exploratory
insights into teachers’ optimism and the perceived pedagogical
of Al they
methodologically fragile. By design, they capture short-term

affordances feedback; however, remain
attitudes or pilot effects rather than sustained outcomes, and thus
risk reflecting what can be termed exploratory enthusiasm.

By contrast, only a minority of studies fall into Tier A
(longitudinal, large-scale empirical) or Tier B (controlled
comparative) designs (30% combined). These more rigorous
investigations offer outcome-validated evidence, where teacher
perceptions are triangulated with student performance data,
comparative benchmarks, or multi-semester follow-ups.
Importantly, findings from these tiers are more cautious. While
they confirm gains in efficiency and immediacy, they provide
weaker or mixed evidence regarding sustained improvements in
student achievement or long-term reductions in workload. This
suggests that the strongest empirical evidence tempers, rather
than amplifies, the optimism prevalent in perception-
based research.

To further strengthen claims of methodological fragility,
diagnostic reporting was applied where available. Studies classified
as Tier A or B typically reported statistical robustness checks,
including measures such as adjusted R?>, AIC/BIC for model fit,
and, in some cases, effect sizes. In contrast, Tier C/D studies often
lacked their

generalizability. This discrepancy underscores that the strongest

such diagnostics, limiting confidence in
evidence is both quantitatively modest and diagnostically
transparent, while the most optimistic claims stem from weaker
designs without equivalent rigor.

Taken together, the evidence base reflects not only an
imbalance of methodological strength but also a set of unresolved
contradictions. Studies that highlight personalization often
acknowledge algorithmic opacity in the same breath; reports of
efficiency gains frequently coincide with concerns over diminished
teacher-student interaction. However, these tensions are rarely
interrogated systematically, leaving open whether such trade-offs
are temporary features of early adoption or structural consequences
of Al integration. Importantly, the stronger Tier A/B studies
suggest that while some efficiencies are real, their pedagogical
value is contingent and may come at relational or ethical costs.
Thus, the synthesis underscores the importance of distinguishing
between perception-driven enthusiasm and outcome-validated
caution, moving beyond descriptive parallelism to critically
evaluate how benefits and risks interact in practice.

Frontiers in Education

10.3389/feduc.2025.1704820

6 Conclusion

This systematic review synthesized findings from 37 empirical
studies (2014-2024) to explore teachers’ perspectives on Al-automated
feedback in higher education. The analysis reveals a consistent duality
in educators’ views: teachers acknowledge AT’s capacity to enhance
personalized learning, deliver immediate feedback, increase
productivity, and foster student engagement, even as they emphasize
the parallel risks related to data privacy, algorithmic bias, ethical
accountability, and the diminished relational aspects of teaching.

Overall, the evidence suggests that Al-driven feedback is not a
neutral tool but rather a pedagogical intervention whose success is
shaped by teacher acceptance, ethical safeguards, and institutional
support. Teachers” perspectives must therefore be placed at the center
of Al integration strategies to ensure that technology adoption
reinforces rather than undermines the humanistic values of education.

6.1 Practical and theoretical implications

Continuous professional development is essential for equipping
teachers with the skills to interpret and apply Al-generated feedback
critically. Rather than replacing pedagogical judgment, Al tools
should serve as decision-support systems that complement teachers’
expertise. Teachers can use Al to enhance personalization and
efficiency, but they must remain the ultimate arbiters of feedback and
adapt its use to their students’ needs.

The ethical governance frameworks grounded in FATE principles
(fairness, accountability, transparency, ethics) are essential for
regulating data use, ensuring algorithmic transparency, and
establishing clear accountability structures. Guidelines and
compliance mechanisms (e.g., alignment with GDPR and student data
privacy laws) will help foster teacher trust and willingness to adopt AI
tools. Policies should also fund and mandate teacher training
programs focused on Al literacy.

Future studies should move beyond exploratory surveys toward
longitudinal, comparative, and cross-contextual research designs. It is
important to investigate not only how Al feedback affects student
learning outcomes but also how it impacts teacher roles, professional
identity, and institutional culture. Such research will provide richer
insights into the systemic effects of AI in education and help
differentiate hype from real, sustained impact.

From a theoretical standpoint, this review contributes by situating
teacher perspectives within well-established models of adoption and
ethical frameworks, thereby bridging educational technology research
with broader theories of innovation, trust, and ethics (In our analysis,
concepts from TAM, UTAUT, and FATE were used to anchor the
findings, illustrating how teachers’ perceived usefulness, trust, and
ethical considerations intersect to influence Al adoption).

To advance the field beyond its current exploratory stage, future
research must prioritize designs that move from short-term
perception-based evidence toward outcome-validated findings.
Specifically, three directions stand out as urgent:

1 Longitudinal studies with larger samples — Sustained, multi-
semester investigations are needed to test whether the reported
benefits of Al feedback (e.g., personalization, engagement, and
efficiency) endure over time and across diverse cohorts.
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2 Cross-cultural research in the Global South - Current findings
are heavily skewed toward Western higher education. Expanding
the evidence base to include underrepresented regions will
capture cultural, infrastructural, and pedagogical differences that
strongly influence AT adoption and effectiveness.

Controlled comparative designs — More robust studies are
required that directly compare Al-supported feedback with
traditional, teacher-led approaches in equivalent contexts. Such
comparisons are essential to determine whether improvements
in engagement and efficiency are uniquely attributable to Al or
whether they could also emerge from conventional pedagogy.

Together, these forward-looking priorities will help transform the
evidence base from exploratory enthusiasm into validated knowledge,
enabling more confident and context-sensitive decisions about Al
integration in higher education.

6.2 Limitations

Despite its contributions, this review faces several limitations.
First, the evidence base is methodologically fragile: most studies relied
on short-term, self-reported data, with only a small subset providing
longitudinal or controlled comparative designs. Second, although
inter-rater reliability was high, coding interpretations remain subject
to contextual framing, and future reviews should incorporate multi-
lingual coders to capture non-English evidence. Third, the literature
is regionally imbalanced, with over half of the studies drawn from
North America and Europe. This skew limits the transferability of
findings to underrepresented regions such as Africa, Latin America,
and parts of the Middle East, where cultural traditions, teacher-
student relationships, and infrastructural realities may alter both the
feasibility and perception of Al tools. In collectivist educational
contexts, for example, the relational disruption caused by AI may
be more pronounced than in individualist systems. Without cross-
cultural validation, the generalizability of current findings remains
constrained. In addition, the restriction to English-only publications
risks reinforcing Western-centric perspectives and omits potentially
important evidence published in languages other than English.
Additionally, the inclusion of conceptual and theoretical works
alongside empirical studies may dilute the strength of evidence if not
carefully distinguished. In this review, theoretical contributions were
used to frame and interpret teacher perspectives rather than to provide
direct evidence. Nonetheless, separating empirical and non-empirical
analyses more explicitly remains an area for refinement in
future reviews.

This imbalance risks overstating AI's effectiveness, since much of
the current evidence reflects expectations of improvement rather than
sustained outcome validation. Additionally, the regional concentration
of studies in Western higher education institutions limits the cultural
generalizability of the findings. Perspectives from the Global South
remain underrepresented, yet are crucial for understanding how
diverse educational traditions and infrastructural realities mediate the
adoption of AL

As indicated earlier, caution is warranted when interpreting these
findings. The evidence base is heavily skewed toward Western and
technologically advanced contexts, and many studies rely on short-
term, perception-driven methodologies. These limitations mean that
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while teachers frequently report enthusiasm, claims of long-term or
generalizable impact remain provisional. Future studies must employ
longitudinal, comparative, and cross-cultural designs to test whether
the benefits observed in early-adopting contexts extend across diverse
educational systems and cultural traditions.

6.3 Key contributions

Unlike earlier systematic reviews that emphasize student learning
outcomes or technical performance, this study offers a novel
contribution by foregrounding teachers’ voices and explicitly bridging
adoption models with ethical frameworks, thereby filling a critical gap
in the literature. This review makes three distinct contributions to the
literature on Al in education:

(a) Conceptual contribution: It repositions teachers not as passive
adopters, but as active mediators of ethical and pedagogical Al
integration. By interpreting teacher perspectives through
adoption models (TAM/UTAUT), the review expands these
models into the educational domain and emphasizes the
importance of educator agency in technology use.

Practical contribution: It identifies concrete prerequisites for
successful AI adoption, chiefly the need for ongoing
the
implementation of FATE-based governance frameworks

professional ~ development for teachers and
(ensuring fairness, accountability, transparency, and ethics).
These are highlighted as non-negotiable conditions for
integrating Al in a manner that teachers find acceptable
and beneficial.
(¢) Methodological contribution: It exposes the current evidence
base’s fragility—namely, the lack of long-term, large-scale, and
diverse-context studies—and calls for more robust research
designs. By doing so, it provides direction for future research
efforts, advocating for studies that move beyond self-reported
perceptions to measure Al's impact on teaching and

learning objectively.
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