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Academic reading and writing constitute fundamental competences in higher education that enable access to disciplinary knowledge and participation in academic communities. The incorporation of Artificial Intelligence has transformed these practices, yet empirical research examining validated instruments to measure students‘ beliefs, perceptions, and practices remains incipient. This systematic review followed PRISMA 2020 guidelines to identify empirical studies that examine the use of AI tools in university students' reading and writing processes, specifically locating surveys, questionnaires, and methodologies with clear information on their design, validation, and application adaptable for future studies in academic literacy. The search in Scopus and Web of Science between January 2023 and April 2025 yielded 4,248 initial results, with 55 studies meeting inclusion criteria after rigorous screening based on empirical content with validated instruments and minimum sample requirements. The corpus reveals predominance of quantitative methodologies with instruments developed and subjected to rigorous statistical validation, including the ChatGPT Usage Scale, AILS-CCS scale measuring four AI literacy dimensions, SIUAIT index for institutional integration, and adaptations of technology acceptance models (TAM, TPB, UTAUT). Students employ AI primarily for idea generation, text structuring, and revision, driven by perceived usefulness, intrinsic motivation, and facilitating conditions. The findings demonstrate five critical themes: AI impact on academic skills development, ethical concerns regarding integrity and authorship, need for critical digital literacy, disparities between perceptions and preparedness, and necessity for redefining assessment methods. These validated instruments provide a methodological foundation for future research, as institutions require empirical tools to guide pedagogical integration of AI as a complementary resource within academic literacy frameworks.
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Introduction


Academic reading and writing in higher education

Academic reading and writing are fundamental competences in the context of higher education, as they enable access to disciplinary knowledge, the development of complex thinking, and participation in academic communities (Carlino, 2013; Parodi, 2010). These skills go beyond text comprehension and written production, since they also involve higher-order cognitive processes such as argumentation, synthesis, and the effective communication of ideas, among others (Cassany, 2006).

A considerable body of research has highlighted the diverse difficulties that university students face in relation to academic literacy practices, due to factors such as the variety of discourse genres, the cognitive demands of written tasks, and the lack of specific training in these competences (Carlino, 2013; Navarro, 2020). In this regard, academic literacy is conceived as a situated, gradual, and discipline-mediated process, which requires specific pedagogical strategies developed within the university setting.

In recent years, the increasing integration of digital technologies in university settings has opened new avenues for teaching and learning. Among these innovations, Artificial Intelligence has become particularly prominent, not only for its capacity to process and generate text, but also for its potential to transform how students read, interpret, and produce academic knowledge.



Artificial Intelligence (AI) in academic contexts

The incorporation of Artificial Intelligence (hereafter, AI) in higher education has radically transformed teaching and learning practices, as well as the ways of accessing, producing, and evaluating knowledge. Tools such as intelligent tutoring systems, writing assistants, and language models such as GPT-4 have broadened the possibilities of student support by offering suggestions, corrections, and content generation (Luckin et al., 2016; Holmes et al., 2022).

Although these technologies offer significant opportunities, they also pose ethical, pedagogical, and epistemological challenges. Among them are concerns about authorship, the assessment of students' own learning, and technological dependence (Selwyn, 2023; Habibi et al., 2024). Likewise, the spread of AI generates tensions with traditional academic practices, particularly in writing, where originality, critical reflection, and disciplinary expertise are highly valued.



Academic reading and writing with AI

The use of AI to support academic reading and writing has become consolidated in platforms and applications that provide automatic summaries, grammar checking, style suggestions, and text generation. Tools such as Grammarly, ChatGPT, or Elicit can act as mediators between students and knowledge, facilitating the comprehension of complex texts and improving written production (Zawacki-Richter et al., 2019).

However, the use of AI in these tasks requires a critical digital literacy that enables students to understand the scope and limitations of these technologies, as well as their ethical implications. At this point, it is important to emphasize that AI should not replace, in the words of Akgun and Greenhow (2022), the formative processes of critical reading or reflective writing, but rather complement pedagogical strategies within the framework of teaching that prioritizes meaningful learning (Blanco Fontao et al., 2024).

Furthermore, while academic literacy encompasses both reading and writing, existing research shows a greater focus on writing-related practices than on reading processes. However, academic reading plays a crucial role in developing comprehension, synthesis, and argumentation, which in turn condition writing quality. As Parodi (2010) highlights, the act of reading in academic contexts involves constructing meaning across multiple discourse levels and is inseparable from the processes of writing and reasoning. Therefore, this study adopts an integrated perspective on academic literacy that considers reading and writing as interdependent practices within higher education, both of which are now being reshaped by AI-mediated environments (Polakova and Ivenz, 2024; Rahayu et al., 2024; Wale and Kassahun, 2024).



Research on AI for academic reading and writing

Despite the increasing use of AI tools in education, empirical research on their impact on academic reading and writing remains incipient. Specifically, there is a shortage of studies that explore students' and teachers' beliefs, perceptions, and practices regarding the use of AI in academic literacy contexts (Holmes et al., 2022; Selwyn, 2023).

From a methodological perspective, there is an increasing need for studies that combine qualitative and quantitative approaches to better capture the complexity of the phenomenon. The purpose of the present work is precisely to examine research employing surveys, in-depth interviews, focus groups, and case studies, which can offer a richer understanding of how students use, value, and re-signify these tools in their learning processes (Luckin et al., 2016; Akgun and Greenhow, 2022; Mizumoto et al., 2024).

Previous empirical evidence provides valuable insights into these dimensions. Survey-based studies tend to capture large-scale perceptions of AI use in writing and reading tasks, while in-depth interviews and focus groups reveal students' beliefs, motivations, and ethical stances regarding AI tools. Case studies, in turn, illustrate the pedagogical integration of AI in specific contexts and disciplines. Expanding this synthesis enables a more comprehensive understanding of how AI influences students' literacy practices through both individual and collective experiences, thus reinforcing the multidimensional scope of this review (Musyaffi et al., 2024; Ngo et al., 2024; Nguyen et al., 2024).

In sum, it is essential to investigate how higher education institutions are integrating AI into their teaching and assessment policies, as well as the effects these decisions have on students' academic and professional training.




Methodology

This systematic review was conducted following the PRISMA 2020 guidelines (Page et al., 2021; Mateo, 2020) to ensure methodological quality and transparency in the literature review. Accordingly, the aim of this review is to identify empirical studies that, regardless of the discipline, examine the use of artificial intelligence tools in university students' reading and writing processes, with the purpose of locating surveys, questionnaires, and methodologies that include clear information on their design, validation, and application, and which may be adapted for future studies in the field of academic literacy in higher education. Particular attention is given to research addressing students' beliefs, attitudes, and knowledge, due to their key role in the critical integration of emerging technologies.

To this end, studies published in open access, in English or Spanish, between January 2023 and April 2025 were included, provided they contained empirical content based on validated instruments and participants in higher education. Quantitative, mixed, and qualitative designs were considered, as long as the latter included structured and well-documented data collection procedures. The studies had to explicitly address dimensions of academic literacy (reading, writing, metacognitive, or critical) in connection with AI tools. Excluded from the review were studies focused on technical applications of AI without an educational connection, research not involving university students, articles lacking clear data collection instruments, studies with quantitative samples smaller than 100 participants (except for mixed-methods research with sufficient qualitative depth), and work without empirical validation or a replicable methodology.

The search was carried out in Scopus and Web of Science, selected for their breadth, up-to-date coverage, and relevance to education. A strategy was developed based on five blocks of key terms in the title-abs-key field: artificial intelligence, empirical methodology, educational level, academic literacy, and cognitive and attitudinal aspects. The search equation employed is presented in Table 1.

TABLE 1 Search strategy and keywords used in the systematic review.




	TITLE-ABS-KEY(“AI” OR “artificial intelligence” OR “generative AI”



	OR “generative artificial intelligence” OR “GenAI” OR “generative



	model” OR “artificial intelligence generated content” OR “AIGC” OR



	“AI-generated” OR “AI tools”) AND (“empirical” OR “survey” OR



	“qualitative” OR “quantitative” OR “mixed” OR “questionnaire”) AND



	(“higher education” OR “university student” OR



	“university learner” OR “university”) AND (“literacy” OR “academic literacy” OR “write” OR “read”



	OR “academic writing” OR “writing in discipline”) AND (“belief” OR “assumption” OR “knowledge” OR “perception” OR “conception” OR “attitude”



	OR “implicit theory” OR “thinking system”)







The decision to set January 2023 as the starting point of the review responds to the accelerated emergence of generative AI tools in academic contexts during late 2022, which marked a turning point in research on AI-mediated literacy. Scopus and Web of Science were selected due to their comprehensive coverage, methodological transparency, and rigorous peer-review processes, ensuring the inclusion of high-quality and validated studies.

Exclusion filters were applied using EXCLUDE (EXACTKEYWORD, “Systematic Review”) OR EXCLUDE (EXACTKEYWORD, “Thematic Analysis”) to avoid duplicated or non-empirical works. The initial search yielded 4,650 results (4,156 in Scopus and 494 in WoS). After applying inclusion filters, 969 studies were excluded, resulting in 3,589 records from Scopus and 92 from WoS. Duplicates were then identified and removed using Mendeley Reference Manager (v2.93), with 97 duplicated records detected. Once duplicates were excluded, the first screening, based on title and abstract reading, was independently conducted by two researchers, following the principle of shared review to resolve discrepancies. This phase resulted in 1,591 articles selected for a more detailed screening.

The second screening phase was conducted using the Rayyan platform (Baldrich et al., 2024), involving full abstract reading and, when necessary, full-text assessment. Studies were labeled according to their relevance, and additional exclusion criteria were applied: lack of description of the data collection instrument, insufficient methodological clarity, or absence of empirical validation. At the beginning of this phase, 250 studies were analyzed. After successive exclusion procedures (176 excluded), 74 articles remained, of which 19 were removed in a final review for not meeting specific criteria (fewer than 100 respondents, absence of validated questionnaires, or lack of open access). The final corpus therefore consisted of 55 valid studies included in the analysis (Figure 1).


[image: PRISMA 2020 flow diagram illustrating the selection process of studies. Starting with 4,650 records identified from WOS and SCOPUS, 969 were excluded by filters including scientific articles and specific years. After duplicate removal, 3,584 records remained. Following the first screening using Mendeley, 1,591 records were kept, narrowing to 250 after second screening with Rayyan. Reasons for exclusion included not meeting research purpose and lacking surveys. Final eligibility assessment left 74 records, with 55 remaining after exclusions. Nineteen documents were excluded for not meeting criteria.]
FIGURE 1
 PRISMA flow diagram of the systematic review process (source: authors' elaboration based on Page et al., 2021).



Data analysis

The analysis of the selected studies followed an inductive–deductive coding approach based on a structured extraction matrix designed to synthesize nine analytical categories: reference citation in APA 7, country, disciplinary field, educational level of the sample, methodological design, instrument characteristics, theoretical dimensions addressed (reading self-concept, critical literacy, use of generative AI), type of artificial intelligence employed, and main findings. Each study was independently examined by three researchers, who subsequently met to reach consensus and ensure consistency in classification. Open codes emerging during the process were refined through axial categorization. Reliability and validity were reinforced through triangulation between quantitative indicators, qualitative descriptors, and cross-referencing with the Supplementary Table 2. Particular attention was given to studies that introduced new or adapted scales, as well as to those proposing emerging indicators of academic literacy mediated by AI technologies.

This procedure ensured the traceability and comprehensiveness of the screening and analysis process, establishing a solid methodological foundation for the interpretation of results. The complete process of identification, evaluation, and inclusion of studies is presented in Figure 1, while Supplementary Table 2 provides details of all selected articles classified according to the criteria mentioned above.




Results


Methodological approaches and research designs

The analysis of the corpus reveals a clear preference for quantitative methodologies, which constitute the majority of the reviewed studies. These works mainly employ non-experimental designs and use statistical techniques such as exploratory and confirmatory factor analysis, structural equation modeling, and correlation tests. Mixed-methods studies are also identified, integrating questionnaires with semi-structured interviews, content analysis, or records of interaction in digital environments. Qualitative research is less frequent, although some studies include well-defined protocols for thematic analysis or textual analysis of academic productions generated with AI.



Instruments and validation processes

A considerable number of studies developed their own data collection instruments, in some cases subjected to rigorous statistical validation. Among the most notable questionnaires are the ChatGPT Usage Scale, focused on the functional classification of the academic use of this tool; the AILS-CCS scale, which measures four dimensions of AI literacy (awareness, use, evaluation, and ethics); and the SIUAIT index, designed to assess levels of institutional integration of AI tools. Other studies adapted existing scales from the fields of digital literacy or technology acceptance, adjusting them to the context of generative AI through expert review processes and factor analysis.



Focus on literacy dimensions: reading, writing, and critical aspects

Regarding the dimensions analyzed, most studies focus on practices linked to academic writing, such as idea generation, text structuring, spelling correction, and style improvement. Some works also include references to reading, particularly in relation to the evaluation of AI-generated content or the comprehension of texts in second languages. In addition, a significant proportion of the corpus addresses aspects of critical literacy, such as authorship identification, evaluation of content reliability, or positioning in relation to ethical dilemmas associated with the use of these technologies. To a lesser extent, metacognitive dimensions such as self-regulation or writing self-efficacy are also addressed.



Technological tools and conceptual frameworks

The technological tools examined correspond mainly to generative AI models. ChatGPT is the most frequently mentioned, either as the central object of study or as part of the set of tools used by students. Other applications include Grammarly, QuillBot, or Bing Chat, as well as ad hoc academic chatbots, automated feedback systems, and AI-assisted virtual tutoring platforms. These technologies are associated with academic tasks related to writing, revision, consultation, and the preparation of written work, both individual and collaborative.

The conceptual frameworks supporting the studies are diverse. A substantial part of the corpus relies on classical technology acceptance models such as the Technology Acceptance Model (TAM), the Theory of Planned Behavior (TPB), the Technology Readiness Index (TRI), or UTAUT. These frameworks allow the exploration of variables such as perceived usefulness, ease of use, behavioral intention, enjoyment, or social pressure. Other works adopt approaches centered on digital literacy, academic ethics, or teacher education, integrating constructs such as critical thinking, risk perception, or multimodal literacy.



Participants, objectives, and main findings

Participants are mostly undergraduate students, particularly in education programmes, although studies have also been identified in social sciences, applied linguistics, educational technologies, health, or business administration. Some research brings together interdisciplinary samples or combines different academic levels, including master's and doctoral studies. The number of participants varies, but in all cases meets the established criteria to ensure data robustness.

The objectives formulated in the studies include the exploration of attitudes and beliefs toward the use of AI, the analysis of academic use of generative tools, the validation of measurement instruments, and the study of factors influencing the adoption or rejection of these technologies. Some works also incorporate training components, intervention proposals, or reflections on the role of teachers in the pedagogical integration of AI.

A significant part of the corpus documents frequent uses of AI tools for tasks related to academic writing, both in the initial stages and in text revision or improvement. Several studies also mention consulting these tools to resolve doubts, expand content, or generate alternative explanations. Some works report perceptions related to ethics, authorship, dependence, or the reliability of generated content, while others include references to training initiatives or institutional frameworks regulating the use of AI.




Discussion and conclusions

The following section presents the main elements of analysis derived from the review that were not developed in the results section, as they correspond to a subsequent phase based on the comparative interpretation of the included studies.

The findings show that the incorporation of artificial intelligence (AI) tools into university academic literacy has mainly focused on the impact of AI on academic skills, ethical concerns regarding academic integrity and plagiarism, the need for critical digital literacy on AI, the disparity between students' and teachers' perceptions and preparedness, and the need for a redefinition of teaching and assessment.

When contrasting the results of the reviewed articles, continuity can be observed with research on digital literacy in which the use of emerging technologies is linked to the development of new competences. At the same time, the use of AI introduces dilemmas related to authorship, student autonomy, and the need to critically evaluate algorithmically generated content.

The studies analyzed reveal a conceptual shift in the way academic literacy is understood. In this regard, its conception should include not only reading and writing skills but also the ability to interact critically with digital tools such as AI. Consequently, pedagogical approaches in higher education must be reconsidered in order to integrate AI not as a substitute, but as a complementary resource that demands new forms of teacher guidance.

This technology, capable of simulating human cognitive processes such as learning, adaptation, synthesis, and self-correction (Lozano and Blanco-Fontao, 2023), and of generating coherent, human-like texts (Segovia-García, 2023; Zou and Huang, 2023), offers significant opportunities to support learning and transform educational environments (Bautista et al., 2024).


Theoretical models of AI acceptance and use

Most studies that developed questionnaires as instruments of analysis are based on well-known and validated technology acceptance models, such as the Technology Acceptance Model (TAM) (Falebita and Kok, 2025; Liu et al., 2024; Lai et al., 2023; Zou and Huang, 2023; Liang et al., 2024), the Theory of Planned Behavior (TPB) (Anani et al., 2025), the Technology Readiness Index (TRI) (Cui, 2025), the Unified Theory of Acceptance and Use of Technology Models 1 and 2 (UTAUT and UTAUT2) (Jdaitawi et al., 2024; Habibi et al., 2023; Romero-Rodríguez et al., 2023), the Extended Technology Acceptance Model (ETAM), the Information Systems Success Model (ISSM) (Kanwal, 2025), the Value-based Adoption Model (VAM) (Al-Abdullatif, 2023), and the TPACK framework (Technology, Pedagogy, and Content Knowledge) (Bautista et al., 2024).

Some studies have developed their own instruments adapted to the context of AI use, such as the ChatGPT Usage Scale (Nemt-allah et al., 2024), the AILS-CCS scale measuring four dimensions of AI literacy (awareness, use, evaluation, and ethics) (Ma and Chen, 2024), the SIUAIT index assessing institutional integration levels of AI tools (Grájeda et al., 2024), the KAP-CQ39 instrument evaluating knowledge, attitudes, and practices regarding ChatGPT (Robledo et al., 2023), and the Meta AI Literacy Scale (MAILS) (Mansoor et al., 2024). These models and instruments have been employed to understand the factors that drive or hinder the use of artificial intelligence in education, among which the following stand out:

• Perceived Usefulness (PU): Considered a significant predictor of the intention to use AI. In general, students adopt AI if they believe it will improve their performance and the efficiency of their academic tasks (Habibi et al., 2023; Jdaitawi et al., 2024; Lai et al., 2023; Liang et al., 2024; Zou and Huang, 2023; Yu et al., 2024; Helmiatin et al., 2024).

• Perceived Ease of Use (PEOU): Some studies suggest that ease of use influences perceived usefulness and attitudes toward AI (Jdaitawi et al., 2024; Liang et al., 2024; Zou and Huang, 2023). However, others do not find a significant relationship with the intention to use (Habibi et al., 2023; Lai et al., 2023; Liang et al., 2024).

• Intrinsic Motivation (IM): An important factor in the intention to use AI. Enjoyment derived from using this technology motivates students to explore and employ it (Habibi et al., 2023; Lai et al., 2023; Zou and Huang, 2023; Liang et al., 2024). Curiosity also emerges as a key component of intrinsic motivation (Lai et al., 2023; Breese et al., 2024; Wang and Ren, 2024).

• Facilitating Conditions (FC): The availability of resources and technological support (internet speed, computers, training) significantly influences the intention to use AI (Habibi et al., 2023; Jdaitawi et al., 2024; Romero-Rodríguez et al., 2023).

• Social Influence (SI): The influence of peers, teachers, and other referents can affect students' intention to use AI (Habibi et al., 2023; Jdaitawi et al., 2024).

• Perceived Risks (PR): Risks related to time and psychological factors may negatively affect students' willingness to use AI (Jdaitawi et al., 2024). Concerns about privacy and security are also important considerations (Lai et al., 2023).

• Knowledge and perception: A higher level of knowledge about AI tools is associated with a more favorable perception of them (Lamrabet et al., 2024).



Impact of AI on academic skills

The discussion on the impact of AI on academic skills can be structured into four interrelated dimensions that align with the study's purpose: (1) effects on reading and writing competences, (2) ethical and integrity concerns, (3) the development of critical AI literacy, and (4) disparities between perception and preparedness.

Artificial intelligence tools, particularly generative AI such as ChatGPT, are used for a range of academic tasks, including summarisation, paraphrasing, and language support (Hellmich et al., 2024; Jdaitawi et al., 2024; Romero-Rodríguez et al., 2023; Segovia-García, 2023; Lamrabet et al., 2024; Barrett and Pack, 2023; Robledo et al., 2023; Parveen and Mohammed Alkudsi, 2024; Abdulah et al., 2024). Some of the studies reviewed show that AI tools help students develop grammar, accuracy, and overall writing quality (Chan and Hu, 2023; Malik et al., 2023; Zou and Huang, 2023; Anani et al., 2025), facilitate idea generation (Barrett and Pack, 2023; Capinding, 2024; Chan and Hu, 2023), and enable access to academic information in different languages (Malik et al., 2023; Kalnina et al., 2024). Studies such as Smerdon (2024) indicate that students who used generative AI (ChatGPT) were more likely to have had higher prior academic performance, but no statistically significant effect was found on their final academic outcomes.

While most studies focus on writing, a smaller set—such as Çelik et al. (2024) or Liu et al. (2024)—demonstrate that AI can also mediate reading comprehension processes by simplifying input or providing adaptive feedback. This dual function of AI highlights the need to study academic literacy as an integrated process: reading critically to interpret algorithmic outputs and writing reflectively to preserve human intentionality. Therefore, future pedagogical designs should link AI-assisted reading and writing rather than treat them as separate domains.

From students' perceptions, AI is regarded as a tool for idea generation and writing support (Alkamel and Alwagieh, 2024). In this regard, AI is used for brainstorming, outlining, drafting, revising, and generating ideas for assignments and projects (Barrett and Pack, 2023; Capinding, 2024; Jdaitawi et al., 2024; Lozano and Blanco-Fontao, 2023; Robledo et al., 2023; Zou and Huang, 2023; Grájeda et al., 2024). Students report that it improves the quality of their writing, clarity, and coherence (Capinding, 2024; Liang et al., 2024). Furthermore, these tools are valued for saving time and increasing efficiency, as content generation, grammar checking, and paraphrasing functions are considered highly effective (Barrett and Pack, 2023; Capinding, 2024; Lai et al., 2023; Lozano and Blanco-Fontao, 2023; Robledo et al., 2023; Segovia-García, 2023).

Factors influencing the use of AI for academic writing include intrinsic and extrinsic motivation, technological optimism, and perceived usefulness. Thus, willingness to use AI results from the interaction between cognitive factors, such as usefulness or ease of use, and emotional factors, such as optimism and enjoyment (Cui, 2025). Another factor contributing to a positive evaluation of AI is its ability to personalize learning and provide instant feedback Slimi et al., 2025; Saklaki and Gardikiotis, 2024.

However, its use also presents risks for the development of fundamental academic competences such as critical thinking, originality, and autonomous learning (Barrett and Pack, 2023; Segovia-García, 2023; Lozano and Blanco-Fontao, 2023; Robledo et al., 2023). In this sense, growing concern has been expressed regarding the excessive dependence that AI use may generate and the corresponding decline in skills such as deep comprehension (Segovia-García, 2023; Lozano and Blanco-Fontao, 2023; Milton et al., 2024; Klimova and Luz de Campos, 2024) and problem-solving (Capinding, 2024; Segovia-García, 2023).

Interpreting these findings critically, AI appears to reconfigure academic literacy as a continuum where reading and writing processes are increasingly mediated by algorithms. Rather than replacing human agency, AI should be approached as a cognitive partner whose affordances require pedagogical framing. The challenge for higher education is to design learning contexts that cultivate reflective and autonomous engagement with AI—linking reading comprehension, critical evaluation, and ethical writing within a single, integrated model of academic literacy.



Ethical issues and academic integrity

Several studies highlight academic integrity and plagiarism as central themes (Barrett and Pack, 2023; Hellmich et al., 2024; Lozano and Blanco-Fontao, 2023; Malik et al., 2023; Romero-Rodríguez et al., 2023; Segovia-García, 2023; Espinoza Vidaurre et al., 2024; Lund et al., 2025). Some research reveals that a large proportion of students are willing to use AI unethically for their assignments, especially if punitive measures are removed (Hellmich et al., 2024). AI-generated content is difficult to detect through plagiarism checkers and often lacks proper references, raising questions about intellectual authorship (Hellmich et al., 2024; Romero-Rodríguez et al., 2023). For this reason, teachers generally distrust AI and would be willing to receive training for supervision purposes in order to detect students' misuse.

The study by Johnston et al. (2024) showed that although most participants had heard of generative AI and more than half of the respondents (2,555) reported having used it or considered doing so, 70.4% believed that using ChatGPT to write complete essays was inappropriate. It is also noteworthy in this study that students with higher confidence in academic writing were less likely to use generative AI.

Similarly, Yavich and Davidovitch (2024) found that academic dishonesty increased with low self-efficacy and remote class attendance. Along these lines, Chan's (2025) research revealed that students understood the unethical use of AI, but their perceptions of more nuanced uses were complex, since they struggled to grasp concepts such as acknowledgment and self-plagiarism.



The need for critical AI literacy

Research emphasizes the importance of both students and teachers developing strong AI literacy (Mansoor et al., 2024; Bautista et al., 2024; Lozano and Blanco-Fontao, 2023; Segovia-García, 2023; Parveen and Mohammed Alkudsi, 2024; Kalnina et al., 2024; Al-Abdullatif, 2023; Acosta-Enriquez et al., 2024). This includes understanding how AI works, its capacities, its limitations, and, fundamentally, its ethical dimensions (Bautista et al., 2024; Lamrabet et al., 2024; Parveen and Mohammed Alkudsi, 2024; Segovia-García, 2023).

Likewise, educational institutions should incorporate ethical considerations into the curriculum in order to prepare students for the responsible use of AI (Bautista et al., 2024; Parveen and Mohammed Alkudsi, 2024; Jdaitawi et al., 2024; Segovia-García, 2023; Abou-Hashish and Alnajjar, 2024). In several studies, future teachers acknowledge the need to acquire knowledge about AI in order to understand how students can use it appropriately (Bautista et al., 2024; Lamrabet et al., 2024; Jdaitawi et al., 2024; Kalnina et al., 2024; Lozano and Blanco-Fontao, 2023; Barrett and Pack, 2023; Segovia-García, 2023).

Another issue raised in the research concerns algorithmic bias and equity (Villarino, 2024). In this sense, AI systems may be prone to bias, which could exacerbate inequalities among different socio-economic communities or minorities (Mansoor et al., 2024). Moreover, risks associated with AI use include privacy and security, as it may entail a loss of control over students' personal information (Chan and Hu, 2023; Lai et al., 2023). In the study by Ardelean and Veres (2023), 85% of students expressed concern about job losses, which could be another potential risk.

Nevertheless, the study by Kalnina et al. (2024) stresses that 61% of experienced teachers agreed that AI allows the inclusion of students with different needs, which constitutes a noteworthy benefit.



Differences between perceptions and preparedness

Several studies state that students' technological self-efficacy determines their use of AI tools and their perception of ease of use (Kanwal, 2025; Habibi et al., 2023). In this regard, preparedness influences perceived usefulness (PU), perceived ease of use (PEOU), and self-efficacy (Falebita and Kok, 2025).

Although most studies claim that a large proportion of students and teachers hold generally positive attitudes toward the potential of AI in education (Al-Abdullatif, 2023; Barrett and Pack, 2023; Jdaitawi et al., 2024; Lai et al., 2023; Lamrabet et al., 2024; Lozano and Blanco-Fontao, 2023; Parveen and Mohammed Alkudsi, 2024; Segovia-García, 2023; Zou and Huang, 2023), there remains a significant gap between these positive perceptions and the effective and real implementation of AI in classrooms (Lamrabet et al., 2024).

Many institutions and teachers are unprepared for the rapid integration of generative AI, as they lack clear guidelines and professional development opportunities (Barrett and Pack, 2023; Lamrabet et al., 2024; Jdaitawi et al., 2024; Lozano and Blanco-Fontao, 2023; Segovia-García, 2023), as well as specific training for classroom implementation (Hesse and Helm, 2025; Ma and Chen, 2024). This situation generates confusion and inconsistent responses within the educational field (Segovia-García, 2023). Studies such as that of Deschenes and McMahon (2024) highlight that students seek guidance on how to use these tools critically and effectively.

Overall, these findings underscore that the integration of AI into academic literacy must be guided by pedagogical principles that preserve interpretative reading and critical writing as central to higher education, while leveraging AI's potential to scaffold these processes rather than replace them.



Redefining teaching and assessment in the AI era

The emergence of AI necessitates a revision and reformulation of educational systems, including curriculum design, learning objectives, and assessment methods (Barrett and Pack, 2023; Jdaitawi et al., 2024; Lozano and Blanco-Fontao, 2023; Parveen and Mohammed Alkudsi, 2024; Romero-Rodríguez et al., 2023; Segovia-García, 2023; Qi et al., 2025; Kelder et al., 2025; Ventura and Lopez, 2024).

The focus must shift toward “AI-proof tasks” that foster critical evaluation and construction from AI-generated content rather than mere content generation (Lozano and Blanco-Fontao, 2023; Romero-Rodríguez et al., 2023; Segovia-García, 2023; Malik et al., 2023; Aldreabi et al., 2025). From this perspective, the human component of teaching —including critical thinking, creativity, and affective interaction— remains indispensable and cannot be entirely replaced by AI (Segovia-García, 2023; Lozano and Blanco-Fontao, 2023; Malik et al., 2023).

Ultimately, the irruption of AI in education requires a proactive and ethical adaptation on the part of all stakeholders in the educational system to ensure that students develop the skills necessary for a future increasingly driven by technology. Effective integration of AI demands a holistic approach that addresses students' and teachers' perceptions, ethical implications, practical challenges, and the need for clear institutional training and policies.

Despite the contributions of this review, certain limitations must be acknowledged. Although a comprehensive search was carried out across several databases, a linguistic bias was detected, as most of the available studies are in English. These limitations call for cautious interpretation of the results and underscore the need for more rigorous research.

As a direction for future research, it would be valuable to conduct studies that systematically compare students' self-perceptions of AI use with their actual competence in applying AI tools for academic reading and writing. Such analyses could help distinguish between perceived and demonstrated literacy, providing more precise indicators for pedagogical intervention.

Finally, several directions for future research are identified. It is necessary to promote longitudinal studies that examine the impact of AI on the development of academic competences over time. It is also pertinent to broaden the analysis to different contexts and disciplines, given that this review has focused on the field of education. Furthermore, research is required that explicitly addresses the ethical implications and training in critical thinking in relation to AI-generated content. These directions will not only enrich the academic understanding of the phenomenon but also help to guide more responsible and effective educational practices.
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