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This study examined the user experience that influences the adoption of artificial intelligence (AI) applications in higher education, focusing on three dimensions: habit, perceived complexity, and perception of adoption. A quantitative, non-experimental, cross-sectional design was applied, using a Likert scale questionnaire administered to 621 university students in Spain, Mexico, and Serbia, selected through convenience sampling. The results revealed that the frequency of regular use of AI tools is positively associated with a lower perception of complexity and a higher assessment of their educational impact. In addition, significant differences were identified between countries and between public and private universities, with the perception of adoption being more favorable in private contexts and in countries with greater technological familiarity. Correlations between dimensions and network and centrality analyses highlighted the structural role of habit as a facilitator of use and positive perception of AI. This evidence showed the need for differentiated strategies that promote the regular integration of AI, reduce perceived barriers, and enhance its educational impact, considering the contextual factors that condition its acceptance and effective use in university settings.
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1 Introduction

The digital transformation of higher education has generated growing interest in the adoption of emerging technologies, among which artificial intelligence (AI) occupies a prominent place. This technology, defined as the ability of computer systems to perform tasks that require reasoning, learning, adaptation, and decision-making, has demonstrated the potential to reshape the way knowledge is taught, learned, and managed in university settings. The incorporation of AI applications in this field ranges from academic support chatbots and personalized recommendation engines to automatic assessment systems and adaptive learning platforms. These applications promise to improve the efficiency of the educational process, personalize the learning experience, optimize institutional management, and alleviate the administrative burden resulting from student overcrowding.

Various studies have documented the expected benefits of using AI in education, noting that this technology could contribute to improved academic performance, more dynamic interaction between teachers and students, and more accurate, data-driven institutional decision-making. Indeed, recent literature suggests that, in contexts where the technological infrastructure is adequate and educational actors are prepared, AI has the capacity to generate more inclusive, adaptive, and efficient learning environments (Chatterjee and Bhattacharjee, 2020). However, the mere development or availability of these tools does not guarantee their effective adoption. Factors such as perceived usefulness, ease of use, institutional support, prior experience, perceived value, and associated risks, especially in terms of privacy, technological dependence, or academic integrity, can influence users' willingness to integrate them into their daily practices.

To understand this dynamic, various theoretical models have been used to study the acceptance of technologies in higher education. Among them, the Unified Theory of Acceptance and Use of Technology (UTAUT) and its extended version UTAUT2 have established themselves as robust analytical frameworks for identifying the factors that influence the behavioral intention to use emerging technologies, including AI-based systems (Rudhumbu, 2022; Abu Gharrah and Aljaafreh, 2021). These models consider both cognitive aspects, such as performance and effort expectations, and affective and social dimensions, such as hedonic motivation, environmental influence, and acquired habits. In addition, recent research has proposed the incorporation of additional variables such as perceived risk or the emotional value associated with the use of technology to more accurately capture the determinants of technological behavior in educational contexts.

In this context, the study of the adoption of AI applications in higher education requires not only exploring the functional potential of this technology, but also understanding the personal, institutional, and contextual factors that condition its effective integration. Considering the breadth of possible variables, this study focuses exclusively on three dimensions directly related to the research objective: habit, understood as the frequency and naturalness with which students integrate AI into their academic activities; perceived complexity, which examines the perception of difficulty or simplicity when interacting with these technologies; and the adoption of AI in higher education, focused on assessing the positive impact of these tools on teaching, learning, and student engagement. The selection of these dimensions allows for a clear and focused empirical approach that captures both behavioral aspects and cognitive and attitudinal perceptions, which is key to understanding the user experience from a comprehensive, user-centered perspective. This delimitation responds to the interest in identifying operational and attitudinal factors that explain, in a concrete way, the willingness of university students to incorporate AI tools into their educational experience.



2 Literature review

The study of technology adoption in higher education has been extensively addressed through theoretical models that seek to explain user behavior in response to technological innovations (Khechine and Lakhal, 2018; Paublini-Hernández and Morales-La Paz, 2025). Among these models, UTAUT has established itself as a robust and widely validated reference framework (Popova and Zagulova, 2022; Paublini-Hernández and Morales-La Paz, 2025; Alhasan et al., 2025). Proposed by Venkatesh et al. (2003), the UTAUT model synthesizes eight previous theories on technology acceptance, including TAM, TPB, and the Diffusion of Innovation Theory (Martín García et al., 2014), giving it a comprehensive structure for understanding the intention and effective use of technologies in various contexts (Wrycza et al., 2017; Lawson-Body et al., 2020). In the context of higher education, UTAUT has been adapted to analyze the adoption of specific technologies such as e-learning, mobile learning, and virtual platforms, demonstrating its analytical versatility in different technological scenarios (López Hernández et al., 2016; McKeown and Anderson, 2016).

UTAUT posits that behavioral intention and actual use of a technology are primarily determined by four constructs: outcome expectancy, effort expectancy, social influence, and facilitating conditions (Lin et al., 2023; Kim and Lee, 2022; Raza et al., 2021). These constructs allow for a multidimensional assessment of users' predisposition to adopt a technology, integrating both individual and contextual factors (Martín García et al., 2014). Expectancy of results refers to the degree to which the use of technology is perceived to improve performance; expectancy of effort measures the perceived ease of use; social influence refers to pressure or support from the environment; and facilitating conditions consider the availability of technical and organizational resources (Altalhi, 2021; Tolba and Youssef, 2022; Chauhan and Jaiswal, 2016). Furthermore, it has been shown that these constructs can be affected by moderating variables such as age, gender, and previous user experience, which has been considered in extensions of the model such as UTAUT2 (I Kittinger and Law, 2024; Andrews et al., 2021; Chroustová et al., 2022; Alshehri et al., 2020).

Several studies have empirically validated these constructs in educational settings, finding that expectation of results is one of the most consistent predictors of intention to use (Ab Jalil et al., 2022; Alshehri et al., 2019; Sharma et al., 2021). Meanwhile, the influence of effort expectation varies depending on prior familiarity with the technology (Radovan and Kristl, 2017). In contexts where users have high digital literacy, as is often the case in higher education, this construct may carry less weight (Khechine et al., 2020; Hu et al., 2020). On the other hand, facilitating conditions and social influence are particularly relevant in institutional environments, where technological infrastructure and academic support directly influence the adoption of digital tools (Yang et al., 2019; Mafa and Govender, 2025). This pattern suggests that the design of institutional policies should consider not only technological availability but also cultural and social factors that favor the collective use of technology (Tolba and Youssef, 2022; de Souza Domingues et al., 2020).

The emergence of generative artificial intelligence (GAI) in education has reshaped the landscape of research on technology adoption, requiring frameworks that integrate both traditional dimensions of acceptance and new perspectives focused on the user experience (García Peñalvo et al., 2023). In this context, it is pertinent to extend the UTAUT model with constructs that reflect how users interact with AI on a daily basis, their perception of technological complexity, and the perceived educational impact (Honig et al., 2025; Yakubu et al., 2025). The user experience, understood as a subjective construct that encompasses habits, perceived difficulties, and general assessments, offers an appropriate way to explore the adoption of these emerging technologies (Chao-Rebolledo and Rivera-Navarro, 2024). This adaptation allows us to examine not only the initial disposition toward AI, but also the dynamics of sustained use that shape a deeper appropriation of technology in learning processes (Arif et al., 2018; Chen and Hwang, 2019).

Three dimensions allow us to operationalize the experience of using AI in higher education: habit, perceived complexity, and perceived adoption. These dimensions map directly to core UTAUT constructs: perceived complexity corresponds to effort expectancy, habit aligns with the UTAUT habit construct, and perceived adoption reflects performance expectancy; social influence and facilitating conditions have been deliberately left out to maintain the simplicity of our model. The habit dimension considers the frequency and naturalness with which students incorporate AI tools into their academic practices (Kim and Lee, 2022). Perceived complexity assesses ease or difficulty of use, closely related to the effort expectation of the UTAUT model (Popova and Zagulova, 2022). Finally, the perceived adoption dimension integrates judgments about the positive impact of AI on teaching and learning processes, aligning conceptually with the expectation of results and broadening its scope to pedagogical assessments (Honig et al., 2025). It should be noted that these dimensions also allow us to capture possible resistance to the use of AI, especially when incompatibilities with traditional teaching methods or concerns about its academic legitimacy are perceived (Alonso-Rodríguez, 2024). Recent evidence from the classroom reinforces the relevance of these concepts. A study by Lo et al. (2025b) on generative AI in essay writing shows that AI support improves the quality of revision and student engagement, but also elicits mixed emotions that are best addressed through human support. Similarly, Lo et al. (2025a) compare teacher-only, AI-only, and hybrid feedback in English language learning and find that hybrid feedback consistently outperforms either mode alone in terms of motivation, perceived quality, and performance. Taken together, these findings give concrete educational substance to our concept of perceived adoption as an indicator of performance expectation and illustrate how hybrid feedback workflows can reduce perceived complexity while maintaining engagement.

Recent literature on educational AI highlights the need to consider aspects such as prior training in AI, understanding how it works, and the ethical challenges associated with its use (Tramallino and Zeni, 2024). Emerging studies reveal that, although there is a generally positive perception of the potential of AI in the university environment, there is still low technological literacy and little critical reflection on ethical risks, such as misinformation, algorithmic bias, or academic dishonesty (Nikolic et al., 2024; Marc Fuertes Alpiste, 2024). These findings underscore the need to complement traditional theoretical frameworks with approaches that incorporate user perceptions of the ethical and social implications of technology (Chao-Rebolledo and Rivera-Navarro, 2024). The inclusion of these ethical dimensions as conditioning factors for adoption would enrich explanatory models and anticipate possible tensions in the use of AI in educational contexts (Nawafleh and Fares, 2024).

Likewise, it has been observed that training and institutional support have a decisive influence on the adoption of AI-based technologies (Tramallino and Zeni, 2024). The existence of clear institutional strategies, technical support, and ethical use policies strengthen the enabling conditions of the UTAUT model, which in turn enhances adoption (Guggemos et al., 2020). Consequently, the study of the user experience cannot be separated from the organizational context in which these tools are implemented, especially in higher education institutions where autonomy and critical thinking are fundamental pillars of the educational process (Chao-Rebolledo and Rivera-Navarro, 2024). In this sense, it is proposed that the organizational environment not only acts as a logistical facilitator, but also as an agent that shapes attitudes and competencies around the responsible use of AI (Magsamen-Conrad et al., 2020).

In summary, this framework combines the simplicity of focusing on three dimensions with the broader structure of UTAUT/UTAUT2. Perceived complexity corresponds to the expectation of effort, habit reflects the concept of habit in UTAUT, and perceived adoption aligns with the expectation of performance. Social influence and facilitating conditions have been left out to maintain the analytical focus of the model; however, classroom studies on AI-assisted writing demonstrate that well-designed hybrid feedback workflows can serve as facilitating conditions that determine both perceived ease of use and perceived educational impact.

Based on this background, the UTAUT model, enriched with constructs derived from user experience, constitutes a relevant theoretical framework for analyzing the adoption of artificial intelligence applications in higher education (Vinh Nguyen et al., 2024; Bayaga and Du Plessis, 2024). This approach allows us not only to identify the factors that predispose students to the use of these technologies, but also to understand how their everyday experience, perception of ease, and educational assessment influence the process of technological integration (Chao-Rebolledo and Rivera-Navarro, 2024). The proposed model thus offers a solid conceptual basis for guiding both empirical analysis and the design of institutional strategies that promote the thoughtful and effective adoption of artificial intelligence in educational contexts (Alonso-Rodríguez, 2024). Its implementation could guide the development of academic policies that integrate AI literacy, critical thinking, and ethical use as pillars for a responsible digital culture (Guggemos et al., 2020).



3 Materials and methods


3.1 Participants

The target population for this study consisted of undergraduate university students enrolled in higher education institutions, belonging to various professional careers. Inclusion criteria were established that required enrollment in the current academic semester and direct experience in the use of at least one AI-based tool within the academic context. In order to ensure the validity of the results, participants who did not give their informed consent to take part in the study were excluded. The final sample consisted of 626 students who voluntarily participated after receiving institutional invitations distributed via official digital channels. Participation was therefore based on a convenience sampling strategy, which provided broad access. The sample included participants from both public and private institutions across different countries. A total of 53.8% were enrolled in public institutions and 46.2% in private institutions. The demographic profile consisted of 41.4% men, 58.1% women, and 0.5% non-binary students. Ages ranged from 17 to 57 years, with a mean age of 22 years. All participants were duly informed about the objectives of the research, its anonymous and voluntary nature, and their right to withdraw at any time without consequences. The process complied with the ethical principles for studies involving human participants, in accordance with institutional standards and current international recommendations.



3.2 Methodological design

The main objective of this study is to expand theoretical knowledge about the factors that influence the adoption of AI applications in educational settings, without immediate application in professional practice. A quantitative approach was adopted, which allowed for the objective measurement of the variables involved, enabling statistical analysis of the data collected. The research design was non-experimental, as the variables were observed as they manifested themselves in the students' natural environment, without any external manipulation. Likewise, a cross-sectional design was applied, given that the data were collected at a single point in time. From the point of view of scope, the research is correlational in nature, as it was aimed at identifying the relationship between the experience of using AI technologies—structured in three analytical dimensions—and the level of adoption of these technologies by students.



3.3 Instrument

A structured questionnaire was used to collect data, consisting of a total of nine items distributed across three specific dimensions that are directly relevant to the objective: (1) habit, (2) perceived complexity, and (3) adoption of AI in higher education. Table 1 provides a detailed description of the items. The “habit” dimension assesses how often students use AI tools and the extent to which these tools are naturally integrated into their academic routines. The “perceived complexity” dimension analyzes the subjective perception of the ease or difficulty of interacting with these technologies, considering factors such as the interface, the learning curve, and the need for prior knowledge. Finally, the “AI adoption” dimension captures general perceptions regarding the positive impact of these applications on key processes in the educational environment, such as teaching, autonomous learning, and student engagement. The questionnaire used a five-point Likert scale to record responses, with options ranging from “strongly disagree” to “strongly agree”, thus allowing for nuances in the attitudes and assessments of respondents to be captured. These dimensions align with the constructs of UTAUT/UTAUT2: habit corresponds to the construct “habit” in UTAUT2, perceived complexity approximates the concept of “effort expectancy,” and adoption is linked to “performance expectancy” and the “behavioral intention” of technology adoption (Venkatesh et al., 2003, 2012).

TABLE 1 Questionnaire questions.


	Dimension
	Code
	Item





	Habit
	Q6.1
	Incorporating AI applications into my learning process is a common practice in my academic life.



	Q6.2
	I consider it essential to use AI applications in my studies.



	Q6.3
	I often use AI applications as part of my regular study routine.

 
	Perceived complexity
	Q7.1
	AI makes me feel secure because its applications are not complicated to use.


 
	Q7.2
	Using AI applications does not mean complicating academic tasks.


 
	Q7.3
	Using AI applications does not mean having to deal with complicated technical concepts.

 
	Adoption of AI in higher education
	Q8.1
	The main benefit of AI applications in higher education is that students learn better.


 
	Q8.2
	AI applications in higher education make the teaching-learning process more interactive.


 
	Q8.3
	AI applications in higher education make learning more engaging.





Students interact with AI in a variety of ways (i.e., searching, writing, commenting). While previous classroom studies show that comment-oriented uses can increase perceived impact and reduce complexity, this survey did not stratify responses by use case, a scope decision that will inform future improvements.



3.4 Procedure

The questionnaire was administered virtually through institutional platforms. Students were invited to participate through official digital channels of their institutions. These invitations constituted the sampling frame, and participation was voluntary, resulting in a convenience-based recruitment rather than a fully probabilistic procedure. From the eligible population a total of 626 responses were collected, of which 621 were valid after data screening, corresponding to a 99.2% response rate. Each item was numerically coded according to the Likert scale described above, which allowed for the systematization of information and facilitated subsequent statistical processing. The content validity of the instrument was reviewed by specialists in educational research and emerging technologies, who ensured the relevance, clarity, and consistency of the items with respect to the study objectives. The data obtained were stored in protected databases and used exclusively for scientific purposes, respecting the confidentiality of the participants at all times.



3.5 Preliminary analysis

The dimensions analyzed reflect perceptions and practices related to the integration of AI applications in academia. According to the descriptive analysis in Table 2, the items with the highest averages were “Q7.2. Using AI applications does not complicate academic tasks” (M = 2.986; CV = 0.272) and “Q8.3. AI applications make learning more engaging” (M = 2.962; CV = 0.293), indicating a positive assessment of the accessibility and motivational impact of these technologies.

TABLE 2 Descriptive statistics: mean (M), standard deviation (SE), coefficient of variation (CV), variance (V), McDonald's coefficient (ω) and Cronbach's alpha (α).


	Dimension
	Code
	Mean
	Standard deviation
	Coefficient of variation
	Variance
	ω
	α





	Habit
	Q6.1
	2.599
	0.949
	0.365
	0.900
	0.88
	0.87



	Q6.2
	2.428
	1.002
	0.413
	1.004



	Q6.3
	2.450
	1.033
	0.422
	1.067

 
	Perceived complexity
	Q7.1
	2.684
	0.941
	0.351
	0.885
	0.72
	0.7



	Q7.2
	2.986
	0.811
	0.272
	0.657



	Q7.3
	2.896
	0.860
	0.297
	0.740

 
	Adoption of AI in higher education
	Q8.1
	2.756
	0.927
	0.337
	0.860
	0.82
	0.81



	Q8.2
	2.885
	0.896
	0.311
	0.803



	Q8.3
	2.962
	0.868
	0.293
	0.754





In contrast, the items with the lowest mean correspond to the frequent use of these tools in academic life, such as “Q6.2. I consider it essential to use AI applications in my studies” (M = 2.428; CV = 0.413), which shows that their incorporation is still limited or in development. The low relative variations observed in items Q7.2 and Q8.3 indicate greater consensus among participants regarding the practical and pedagogical benefits of AI, while the highest coefficients of variation are concentrated in attitudinal and habit aspects, such as the habitual use of these applications (items Q6.2 and Q6.3), suggesting divergences in the frequency of use and appropriation of these tools.




4 Results

This study analyzes the experience of using AI applications in higher education, focusing on three key dimensions: habit, perceived complexity, and AI adoption. In all analyses, Q6, Q7, and Q8 refer to the composite scores of the three items corresponding to each dimension. These composites were calculated as the mean of the three items, with higher values reflecting stronger presence of the construct.

In Figure 1, the results are presented using histograms that reflect the responses of students from Spain, Mexico, and Serbia, evaluating the perception of different aspects of AI integration into their academic routines.


[image: Bar and density plots compare the distribution of values for three questions (Q6, Q7, Q8) across Mexico, Serbia, and Spain. Each country's data is represented with different colors: red for Mexico, green for Serbia, and blue for Spain. The x-axis denotes the value range, while the y-axis shows density.]
FIGURE 1
 Histogram by dimensions and country.


In terms of habit, which assesses the frequency and naturalness with which students integrate AI into their academic routines, the data show notable differences between countries. Spain has more concentrated distributions in lower values (1 and 2), suggesting less habitual integration of these technologies compared to Mexico and Serbia, where values tend to be more dispersed. This could be related to the level of technological familiarity and the availability of AI tools in the academic environment.

Perceived complexity, which measures the perception of difficulty or simplicity when interacting with AI applications, reflects greater variability in Serbia, with scores widely distributed between levels 1 and 4. This suggests that, although some students perceive these tools as easy to use, others encounter significant barriers, possibly related to a lack of training or technical support. In contrast, Spain shows an intermediate level of interactivity with a greater presence of low values, which are concentrated around values 2 and 3, although there is room for improvement in usability. In Mexico, scores are concentrated in intermediate values with a greater tendency toward high values.

Finally, the dimension of AI adoption in higher education, which assesses the overall perception of the positive impact of these technologies, shows positive trends in Mexico and Serbia, with a higher density in high values (3 and 4). This finding suggests that students recognize the potential of AI to improve learning, increase student engagement, and foster pedagogical innovation. However, Spain shows a slight tendency toward lower values (1 and 2), which could reflect a less favorable perception in certain contexts.

Taken together, these results highlight the influence of contextual factors, such as institutional policies and access to technological infrastructure, on the experience of using AI applications. While students generally recognize the value of these tools, it is necessary to address differences in the perception of complexity and promote strategies to encourage their regular integration, especially in contexts with less technological familiarity.

The line graph presented in Figure 2 shows the variations in the mean responses for the dimensions evaluated in Spain, Mexico, and Serbia, providing a comparative view of students' perceptions of the use of AI applications in higher education.


[image: Line graph comparing the mean scores for items Q6 to Q8 across three countries: Mexico, Serbia, and Spain. Mexico shows an upward trend, Serbia remains stable, and Spain fluctuates with a peak at Q7.]
FIGURE 2
 Line graphs of mean by country.


One of the most notable variations is observed in Spain, where the average in Q6 is significantly lower compared to Q7, but drops again in Q8. This suggests that, although students perceive improvements in the impact of AI (Q7), they still face challenges in its routine integration and overall perception (Q6 and Q8).

In contrast, Mexico shows a steady upward trend across all three dimensions, with averages close to 3.0 in Q8. This indicates a progressively more positive perception in terms of AI use and adoption, which could reflect a more favorable environment for learning and implementing these technologies.

Serbia, on the other hand, shows a more stable curve, with averages around 2.8 in all dimensions. This suggests a moderate and consistent perception, where AI tools are seen as useful but perhaps not transformative. This behavior could be due to an intermediate level of technological familiarity or a less prominent implementation of AI in the educational field.

Overall, the results reflect differences between countries in the perception of AI in higher education, highlighting the need for policies and strategies tailored to local contexts to maximize the positive impact on students.

The correlational analysis in Table 3 reveals significant relationships between the dimensions evaluated (Q6, Q7, and Q8). The strongest correlation is observed between Q6 and Q8, with a value of r = 0.566 (p < 0.001). This indicates that students who integrate AI into their academic routines tend to perceive it as a tool with an overall positive impact on their educational experience.

TABLE 3 Correlations between dimensions (*p < 0.05, **p < 0.01, ***p < 0.001).


	Dimension
	
	Q6
	Q7
	Q8





	Q6
	Pearson's r
	-
	
	


 
	p-value
	-
	
	

 
	Q7
	Pearson's r
	0.475***
	-
	


 
	p-value
	< 0.001
	-
	

 
	Q8
	Pearson's r
	0.566***
	0.436***
	-


 
	p-value
	< 0.001
	< 0.001
	-





Another important correlation is that between Q6 and Q7, with r = 0.475 (p < 0.001), indicating that students who use AI more regularly also perceive less difficulty in using it. This could be due to a continuous learning effect, where familiarity with these tools reduces perceived barriers.

Finally, the correlation between Q7 and Q8 (r = 0.436, p < 0.001) shows that the perceived simplicity of interacting with AI is associated with a higher assessment of its overall impact. This finding reinforces the idea that improving the usability of these tools can significantly contribute to their adoption in higher education.

Figure 3 presents a more detailed analysis of the correlations between the dimensions evaluated, highlighting key relationships that reinforce the understanding of the factors that influence the perception and adoption of AI in academia.
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FIGURE 3
 Correlations graphs (***p < 0.001).


The density graphs reflect the distribution of responses for questions Q6, Q7, and Q8, revealing insights into students' perceptions of their user experience. In particular, it can be seen that the frequency of AI use (Q6) has a bimodal distribution, suggesting that there is a significant group of students who regularly integrate AI into their academic routines, while another group uses these tools sporadically. This variability could be related to the habit dimension, indicating that the natural integration of AI into academic life is key to its effective adoption.

The scatter plots between questions Q6, Q7, and Q8 show significant trends that deserve attention. The correlation between Q6 and Q7 is positive (r = 0.475), suggesting that students who use AI more frequently tend to perceive it as less complex. This implies that familiarity with AI could reduce the perception of difficulty, facilitating its adoption. This finding reinforces the idea that regular practice with these tools can improve confidence and competence in their use.

Similarly, the relationship between Q7 and Q8 shows a correlation of r = 0.566. This indicates that a lower perception of complexity is associated with a higher assessment of the positive impact of AI on learning and student engagement. This result suggests that simplifying interaction with technology can not only facilitate its use but also improve overall educational experiences.

Finally, the correlation between Q6 and Q8 (r = 0.437) indicates that students who use AI more regularly also tend to report a more positive perception of its impact on teaching. This finding underscores the importance of encouraging regular use of AI applications to maximize their benefit in the educational setting.

As a complementary part of the study, a network analysis was performed to explore the strength and structure of the relationships between the dimensions in the participating countries. Figure 4 shows the networks generated for Serbia, Mexico, and Spain, where the thickness of the edges represents the magnitude of the correlation between dimensions, and the color of the edges reflects the type of relationship: blue for positive relationships and red for negative ones. In all cases, a fully connected network with three nodes and three edges is observed, implying maximum density within the reduced model, with no negative links present.


[image: Diagram showing triangular connections labeled Q6, Q7, and Q8 in three segments for Serbia, Mexico, and Spain. Each segment has lines connecting the nodes with varying thicknesses, indicating relationship strengths.]
FIGURE 4
 Network analysis by country.


In the case of Serbia, the connections between Q6–Q8 and Q7–Q8 are more pronounced, indicating a particularly strong association between the perception of adoption and perceived complexity, as well as between habit and complexity. This configuration suggests that in this context, the perception of difficulty or ease of use of AI is closely linked to both frequency of use and overall assessment of its usefulness, generating a network structure with high dependency around Q8.

Mexico, on the other hand, presents a network with more balanced edges, where the connections between Q6-Q7 and Q6-Q8 show a notable thickness. This arrangement suggests that the Adoption dimension acts as a central and mediating node, generating significant relationships with both habitual use and perceived difficulty. This structural integration indicates that, in this country, perceptions about AI adoption are built on a coherent interaction between practical experiences and perceived barriers.

In the case of Spain, the most prominent edge is between Q6–Q7, reflecting a strong direct association between frequent use and the perceived educational value of AI. Connections to the Q8 dimension are weaker in comparison, suggesting that the perception of complexity has less weight in the construction of the overall judgment about these technologies. This network reflects a more functional integration between habit and adoption, which may be related to a more established technological culture in the academic environment.

The centrality analysis allowed us to examine how student perceptions are structured around the three key dimensions. To this end, the metrics of betweenness, closeness, expected influence, and strength were used, differentiated by country (Spain, Mexico, and Serbia), as shown in Figure 5.


[image: Parallel coordinate plot comparing dimensions across four categories: Barrat, Onnela, WS, and Zhang. Lines in red, green, and blue represent Mexico, Serbia, and Spain respectively. Each country's values vary across the dimensions.]
FIGURE 5
 Centrality graphs by country.


In the betweenness metric, all dimensions have a value of zero in the three countries, indicating that none of the variables acts as a key intermediary in the connection routes within the perceptual network. This absence of a bridging function suggests that students' perceptions of each dimension are structurally separate, i.e., there is no dimension that serves as a link to articulate the others in the mental model of AI use.

In terms of closeness, there are notable variations between countries. In Mexico, the Adoption dimension (Q6) has the highest value (0.24), which implies that this variable maintains considerable structural proximity to the other nodes, i.e., it can be quickly reached from other perceptions. In Spain, the value of the Habit dimension (Q7) stands out (0.23), suggesting that frequent and natural use of AI occupies a central place in the perceptual network. In Serbia, on the other hand, distributed centrality is observed: both Habit and Adoption have similar and high closeness values (0.23 each), while Perceived Complexity is consistently low in all three countries (0.21 in Spain and Serbia, 0.22 in Mexico), indicating a more peripheral location in the network.

In terms of expected influence, Mexico has the highest value for the Adoption dimension (1.00), followed by Spain (0.95), while Serbia has a slightly lower value (0.94). This suggests that the perception of the positive impact of AI on education has a high capacity to indirectly influence the other variables, especially in Mexico. The Habit dimension ranks as the second most influential in Spain and Serbia, with values of 0.90 and 0.94 respectively, supporting its important role in consolidating favorable attitudes toward AI. In contrast, Perceived Complexity has the lowest value in all countries (0.90 in Mexico, 0.94 in Spain and Serbia), reflecting its limited influence in the network, which could indicate a weak association between the perception of difficulty and other forms of positive experience.

Finally, in the strength metric, the Adoption dimension again stands out with the highest values: 1.00 in Mexico and Serbia, and 0.95 in Spain. This confirms that this variable maintains strong and direct connections with other dimensions of the experience. It is followed by the Habit dimension, with values of 0.90 in Spain and Serbia, and 0.85 in Mexico, indicating that habitual use also has strong links in the network, although with less relative weight. Once again, the Perceived Complexity dimension has the weakest connection in all cases, with values of 0.85 in Mexico, 0.90 in Spain, and 0.80 in Serbia, reinforcing its marginal nature within the overall perceptual structure.

The results are complemented by an analysis using the Barrat, Onnela, WS, and Zhang clustering metrics, which allow for the evaluation of the cohesion of the variables in specific national contexts, represented in Figure 6 of clustering by question and country.
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FIGURE 6
 Clustering graphs by country.


The habit dimension explores the frequency with which students integrate AI into their daily academic routines, reflecting a natural and fluid relationship with these technologies. The clustering values in this dimension show some variability among the countries analyzed. For example, the WS metric shows high and consistent values in Mexico and Serbia (exceeding 1.000), suggesting greater cohesion in usage habits in these contexts. In contrast, Spain shows more dispersed values, which could reflect less systematic integration of AI into academic activities.

This dimension assesses how students perceive the difficulty or simplicity of interacting with AI applications. The results obtained in the Barrat and Zhang metrics reveal that the perception of complexity is higher in Spain, according to the higher values in the associated questions. However, Mexico shows a more marked perception of simplicity, with Zhang values remaining below 0.250, indicating greater perceived ease in using these tools.

Finally, the general adoption dimension focuses on the perception of the positive impact of AI on learning, teaching, and student engagement. Here, cohesion metrics, such as Onnela and Barrat, highlight the case of Serbia, where clustering values are higher compared to the other countries. This suggests that students in Serbia perceive a greater positive impact of AI, which could be due to specific educational policies or training initiatives in this context.

In a third phase of the study, a comparative analysis was carried out between public and private universities with the aim of identifying significant differences in the perception of the dimensions of Habit, Perceived Complexity, and AI Adoption. To this end, Student's t-tests and Welch's t-tests were applied, evaluating both statistical significance (p-value) and effect size using Cohen's d coefficient, the results of which are summarized in Table 4.

TABLE 4 T-test between public and private universities.


	Dimension
	Test
	Statistic
	df
	p
	Cohen's d
	SE Cohen's d





	Q6
	Student
	5.802
	619
	< 0.001
	0.467
	0.082


 
	Welch
	5.802
	604.688
	< 0.001
	0.467
	0.082

 
	Q7
	Student
	4.291
	619
	< 0.001
	0.345
	0.081


 
	Welch
	4.287
	602.739
	< 0.001
	0.345
	0.081

 
	Q8
	Student
	5.561
	619
	< 0.001
	0.448
	0.081


 
	Welch
	5.583
	612.723
	< 0.001
	0.448
	0.081





First, the Habit dimension (Q6) showed the most marked differences between the two types of institutions. Both tests reported highly significant values (p < 0.001), with a moderate effect size (Cohen's d = 0.467 in both tests), indicating that students at private universities reported significantly higher levels of AI application adoption compared to their peers at public universities. This difference is not only statistically robust but also relevant in practical terms, as it suggests greater acceptance and appreciation of AI in private settings, possibly due to greater availability of technological resources or more proactive institutional strategies.

The Adoption dimension (Q8) also showed highly significant differences (p < 0.001), with an effect size of Cohen's d = 0.448. This finding indicates that students at private universities perceive the use of AI as less complex compared to students at public universities. The perception of lower difficulty could reflect a greater degree of technological familiarity or a more fluid integration of these tools into the academic dynamics of the private sector.

Regarding the Perceived Complexity dimension (Q7), significant differences were also observed (p < 0.001), although with a slightly smaller effect size (Cohen's d = 0.345). This result suggests that students at private institutions incorporate the use of AI into their academic routines more frequently and naturally. Although the effect is smaller than in the other dimensions, it is still relevant and reflects a consistent trend toward a more consolidated user experience in this context.

Overall, the results show a consistent trend across all dimensions, with variations in the magnitude of the differences observed. The greatest discrepancies are concentrated in regular use and perception of the academic impact of AI, while differences in ease of use are more subtle. The consistency between the Student and Welch tests supports the robustness of the findings.



5 Discussions

The results shown in Figure 1 highlight that the integration of AI in higher education is influenced by contextual factors such as the availability of technological resources, institutional policies, and student training. The variability in the perceived complexity dimension, especially in Serbia, underscores the need to reduce barriers to use through training and technical support. Likewise, the positive perception of AI adoption reinforces its potential to improve learning, although differences between countries highlight challenges in its equitable implementation. It is essential that institutions establish clear strategies to encourage the regular use of these technologies, ensuring that the benefits reach all students.

In line with these findings, a study by Honig et al. (2025) that used the UTAUT framework for the adoption of generative AI in higher engineering education identified that performance expectation (PE) is a significant factor, and that concerns about the accuracy and scope of AI tools act as potential barriers to wider adoption. The study also found that expectation of effort (EE) and facilitating conditions (FC) had a lesser influence. Interestingly, a subset of students preferred AI tools to face-to-face interactions, suggesting a potential for addressing social anxiety as a barrier to learning. This reinforces the idea that perceived usefulness and barriers, including complexity and anxiety, are crucial for AI integration.

The patterns observed in Figure 2 reflect significant differences in the perception and adoption of AI between Spain, Mexico, and Serbia. In Spain, the variation in the means highlights a possible challenge in the consistent integration of AI, which could be related to contextual barriers or the lack of sustained strategies to promote its use. In Mexico, the steady increase suggests that students are developing a more positive perception, likely driven by growing familiarity with these tools or favorable institutional policies. In Serbia, the stability of the means indicates a homogeneous but moderate perception, which could signal limited use or less emphasis on AI implementation in the educational environment.

These findings underscore the importance of addressing initial perceptions and experiences of use to encourage broader and more sustained adoption of AI in higher education. In particular, it is crucial to design interventions that reduce perceived barriers in countries such as Spain, while in contexts such as Mexico it would be beneficial to consolidate positive trends through greater incentives and technical support.

A study by Nikolic et al. (2024), a systematic review exploring the attitudes of academic teachers toward AI, supports this variability by observing that attitudes toward generative AI may depend on the degree of awareness and familiarity of academics with these tools. This supports the notion of differences in perception and adoption based on contextual factors and the level of familiarity with the technology in different countries.

The correlation results in Table 3 highlight the interdependence between the dimensions of habit, perceived complexity, and perceived impact of AI. The strong correlation between Q6 and Q8 underscores the importance of encouraging regular use of these technologies to maximize their positive perception in the educational environment. Likewise, the relationship between Q6 and Q7 suggests that familiarity with AI not only increases its adoption but also reduces barriers associated with perceived complexity. This positive link aligns with repeated AI-supported review cycles that produce visible improvements and maintain student engagement, reinforcing adoption through habit formation.

However, the moderate correlation between Q7 and Q8 indicates that, although simplicity is an important factor, it is not the only determinant of the overall perception of AI's impact. This highlights the need to address other contextual factors, such as institutional policies and training, to promote wider and more effective adoption.

Overall, the findings suggest that user experience plays a key role in the acceptance and valuation of AI in higher education, highlighting the importance of designing comprehensive strategies to improve both frequency of use and perceptions of ease and usefulness.

In this regard, the study by Hu et al. (2020) found that Habit (HT) was the strongest predictor of behavioral intention and actual use of mobile technologies by academics, even surpassing Performance Expectancy (PE). Furthermore, it was observed that Effort Expectancy (EE) was not a significant factor for academics with high digital literacy or experience, implying that the perception of complexity decreases with regular use and familiarity. This directly supports the interdependence between habit, perceived complexity, and usage experience, as well as the need to consider factors other than simplicity for successful adoption.

The results in Figure 3 show that the frequency of use of AI tools (Q6) is positively related to both the perception of simplicity (Q7) and the overall impact (Q8). This emphasizes the importance of encouraging early and frequent use habits to consolidate a more positive and effective experience with these technologies. Furthermore, the relationship between Q7 and Q8 suggests that improving usability and reducing perceived complexity can have a direct effect on the overall assessment of AI, which is crucial for driving its acceptance in higher education. This inverse relationship is consistent with evidence that combining AI with teacher feedback and light training makes interactions easier, while improving both technical and higher-order learning outcomes.

The findings highlight the need for strategic interventions that reduce initial barriers to AI use, such as training programs and intuitive designs. At the same time, encouraging continued use could maximize perceived benefits, consolidating the positive impact of these tools on teaching and learning.

Complementarily, Muneer and Abbad's (2021) study on the use of learning management systems (LMS) in Jordan found that both Performance Expectancy (PE) and Effort Expectancy (EE) significantly influenced students' behavioral intentions to use the system. This finding supports the connection between simplicity (EE) and perceived impact (PE) with usage intention, which, in turn, predicts actual usage. The study also highlights the importance of PE as the main determinant of usage intention. This reinforces the notion that ease of use and perceived benefits are interdependent and crucial for the continued adoption of AI.

The patterns observed in the networks in Figure 4 reveal significant differences in how students cognitively structure their experience of using AI depending on the country. While in Serbia the strongest connections revolve around perceived complexity, suggesting a critical or evaluative approach to the use of technology, in Mexico a balanced integration predominates, with adoption positioned as a central variable. This configuration could reflect greater maturity in the appropriation of AI tools, where students value both their usefulness and the conditions of use.

In the case of Spain, the strong link between habit and adoption suggests a more automatic or natural internalization of AI use, in which perceived complexity becomes a secondary factor. This pattern may indicate an academic environment where the use of these technologies has become more common and less conditioned by technical or cognitive barriers.

In relation to these differentiated patterns, the study by Yakubu et al. (2025) investigated students' behavioral intentions to use content-generating AI (CG-AI) tools and found that Performance Expectancy (PE), Social Influence (SI), and Effort Expectancy (EE) were significant determinants of students' behavioral intention (BI) to use CG-AI tools. However, facilitating conditions (FC), perceived risk, and attitude were not significant. This evidence points to a specific cognitive structuring of acceptance factors, where some contextual and attitudinal elements may not be central, which is directly compatible with the idea of differentiated patterns of AI use depending on the country.

The findings shown in Figure 5 reveal different patterns by country in terms of the structural centrality of the dimensions that explain the user experience, which has important implications for the formulation of AI integration strategies in educational contexts. The fact that the Adoption dimension has a high influence and strength in Mexico suggests a consolidated positive perception of the pedagogical value of AI, which could be derived from greater exposure or effectiveness in institutional implementation practices. In contrast, the low centrality of Perceived Complexity in all contexts indicates that this dimension is not strongly connected to the other experience variables, which could reflect a tendency to dissociate perceived difficulty from concrete effects on adoption. Likewise, the outstanding performance of Habit in Spain and Serbia reinforces its role as a mechanism for cognitive access to technology, highlighting the importance of consolidating regular usage practices as a facilitating factor. These results invite consideration of country-specific interventions that strengthen the dimensions with the greatest structural capacity for influence, in order to promote a more effective and sustainable adoption of AI-based technologies in the university setting.

However, a study by Mafa and Govender (2025) that examined technology adoption by teachers showed that Effort Expectancy (EE) had a positive, albeit weak, influence on behavioral intention, and that Habit had a negative correlation with TPACK knowledge components. This offers a contrasting perspective on the role of habit and perceived complexity, suggesting that their influence is not uniform across all contexts and that simplicity alone does not guarantee a positive perception of impact. This finding underscores the need for country-differentiated interventions that strengthen the dimensions with the greatest structural capacity for influence, recognizing that the impact of habit may vary.

The analysis of the clustering metrics presented in Figure 6 reveals interesting patterns about how the different dimensions of the user experience are articulated in each country. In particular, habit and cohesion: the high WS values in Mexico and Serbia reflect that AI is more integrated into academic routines, which could be related to technological availability or more robust digital literacy programs. Perceived complexity and barriers: the high values of Barrat and Zhang in Spain indicate that the perception of complexity could be a significant barrier to the adoption of AI in this context. This suggests the need to design more intuitive interfaces and more accessible training programs. Overall adoption and positive impact: Onnela's high values in Serbia underscore the positive impact of AI on higher education, which could be related to national strategies that prioritize the use of these technologies in the classroom.

In summary, the results show that the adoption of AI in higher education is not uniform and is influenced by cultural, technological, and educational factors specific to each country. Cohesion metrics, such as Barrat and Onnela, allow us to identify areas of opportunity to improve the user experience and, thereby, encourage wider and more effective adoption of these technologies in higher education.

The study by Alshehri et al. (2019) reinforces this perspective by highlighting the importance of Enabling Conditions (EC), which include organizational support, training, available resources, and ICT infrastructure. This study emphasizes that the successful implementation of e-learning technology is based on improving infrastructure and support. This is directly compatible with the discussion on technological availability and training programs that influence adoption and overcoming barriers of perceived complexity in different countries.

The results of the analysis in Table 4 by type of university show a clear pattern: students at private universities report higher levels in all dimensions evaluated, with statistically significant differences and moderate effects. This finding has important implications for the design of educational policies aimed at reducing gaps in AI adoption between different types of institutions.

The higher adoption and lower perception of complexity in the private sector could be associated with greater investment in digital infrastructure, teacher training, or curricular flexibility, factors that facilitate the effective integration of these technologies. One plausible mechanism is that private institutions may more frequently provide structured and hybrid feedback and micro-support, contributing to a greater perception of adoption and a lower perception of complexity, although these conditions were not directly measured in this study. In contrast, the context of public universities could be limited by budget constraints, less access to specialized tools, or more rigid institutional processes.

Finally, although all dimensions show differences, the greater distance observed in Adoption and Perceived Complexity suggests that improvement strategies in public universities should focus not only on promoting use, but also on reducing perceived barriers and fostering a positive interaction experience with AI. These findings reinforce the need to develop differentiated policies that respond to the particularities of the institutional environment.

A study by Gunasinghe et al. (2019), focusing on the adoption of e-learning by academics in Sri Lanka, suggests that higher education institution (HEI) administrations should consider staff training, ongoing awareness-raising, periodic system review, and the introduction of policies and guidelines to encourage adoption. This aligns with the discussion on the educational policies and institutional strategies needed to reduce gaps in technology adoption between different types of universities.

From a design perspective, the three dimensions identified in this study can be translated into practical guidelines. Institutions should integrate regular, low-risk AI-assisted review activities to build habit; incorporate AI into hybrid feedback orchestrated by teachers to reduce perceived complexity and anxiety while improving both mechanics and higher-order writing; and make learning progress visible through review examples and reflective questions to reinforce performance expectations. These enabling conditions are particularly relevant for public institutions, where data suggest that additional support could help close adoption gaps.

Furthermore, recent studies on the use of generative AI in academic feedback show that technical reliability alone does not guarantee pedagogical acceptance. For example, a mixed study in Hong Kong on AI-assisted writing assessment reported high agreement between human and AI-generated grades, but also skepticism regarding the depth and contextual appropriateness of the feedback. This suggests that adoption is more sustainable when AI is integrated into hybrid feedback flows mediated by teachers, where routine, low-risk use can reduce perceived complexity and maintain positive perceptions of impact (Lo and Chan, 2025).



6 Conclusions

This study explored the experience of using AI applications in higher education, focusing on the dimensions of habit, perceived complexity, and adoption. The findings highlight that the integration of these technologies is conditioned both by contextual factors, such as technological infrastructure and institutional policies, and by individual variables related to the perception of ease of use, frequency of interaction, and assessment of the positive impact on learning.

First, the results show that the frequency of AI use (habit) is closely linked to a more favorable perception of its impact on higher education. Students who integrate these tools into their academic routines tend to consider them less complex and more useful, suggesting that encouraging regular usage habits may be a key factor in consolidating technology adoption.

Second, the perception of complexity shows significant variations between national contexts, being lower in Mexico and higher in Spain. This underscores the importance of designing more intuitive interfaces, offering technical training, and providing ongoing support to reduce initial barriers to the use of these technologies. Likewise, the correlation between perceived simplicity and adoption reinforces the need to prioritize usability as a central component in the implementation of AI-based applications.

Third, the dimension of overall adoption reflects substantial differences between countries and types of universities. Students at private institutions report higher levels of adoption, which could be related to greater availability of technological resources and more proactive institutional strategies. This disparity indicates the need to design differentiated policies that close the gaps between public and private universities, ensuring equitable implementation of AI in education.

Finally, the patterns observed in the perception and centrality analysis networks highlight that the adoption dimension acts as a central axis in the user experience, especially in contexts where AI is perceived as a pedagogical tool with high transformative potential. However, the low centrality of perceived complexity suggests that, although it is a relevant factor, its influence is secondary compared to frequency of use and overall impact assessment.

In conclusion, the effective adoption of AI applications in higher education requires strategic interventions that address both technical barriers and student perceptions. Encouraging usage habits, improving usability, and ensuring equitable access to these technologies are fundamental steps to maximizing their potential in teaching, learning, and student engagement. In addition, it is crucial to adapt strategies to local contexts and address the specific needs of each type of institution, thus promoting an inclusive and efficient environment for the use of artificial intelligence in academia.

Ultimately, although this study focuses on the user experience from the dimensions of the UTAUT model, it is important to recognize that perceived risks and ethical considerations are potential barriers to the adoption of AI in higher education. Recent research on the impacts of artificial intelligence on human rights warns of challenges related to privacy, equity, and accountability, reinforcing the need to incorporate principles of transparency, human oversight, and privacy by design in future educational applications (Chan and Lo, 2025).

This study opens up several lines of research to deepen the understanding of the adoption of AI applications in higher education. Future research could focus on evaluating how technical and pedagogical training programs for teachers and students influence the perception of complexity and the adoption of AI tools. It would also be relevant to conduct longitudinal studies to analyze how usage habits and perceptions of the impact of these technologies evolve in different academic and cultural contexts over time. Another important direction is to incorporate additional variables, such as perceived risk, trust in technology, and emotional value, to more fully understand the barriers and motivators that affect the acceptance of these tools. Furthermore, future surveys could include a small set of items to capture specific AI use cases and the presence of hybrid feedback workflows. A simple longitudinal or quasi-experimental design would allow us to test whether hybrid feedback mediates the path from habit, through perceived complexity, to perceived adoption, an extension motivated by existing classroom evidence. In addition, specific interventions, such as institutional policies and usability improvements, could be designed and evaluated to promote the equitable integration of AI in public and private universities. Finally, it would be valuable to expand the analysis to the international level, including other countries, to identify global trends and cultural differences in the adoption of AI in higher education. These lines of work will contribute to building a more comprehensive framework that favors the effective implementation of AI in education, maximizing its positive impact on teaching and learning processes.
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