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Artificial intelligence for
educational measurement:
Where is the value for education?

Max van Haastrecht*, Lotte de Groot,
Marjolein Jongbloed-Pereboom, Franka Buytenhuijs and
Joost Kruis

CitoLab, Stichting Cito, Arnhem, Netherlands

Artificial intelligence (Al) systems are not intrinsically valuable to education, but
rather lend their value from contributing to educational goals. However, when
it comes to educational measurement, it is often unclear whether and how
Al systems help us to achieve our goals. In this paper, we introduce a way of
thinking that helps to clarify how the rules and structures governing educational
assessments are impacted by Al systems. Based on a conceptual analysis of
the literature, we outline three core elements that should be contemplated
when integrating Al systems into assessment: the educational measurement
context, the prioritization of different facets of assessment validity, and the social
contract between student and teacher. We apply our way of thinking to analyze
case studies of Al in item construction, assessing written work, and grading
assistance. We show how requiring active reflection on educational aims can
inform the realization that gains in subsidiary aims such as efficiency do not
provide sufficient warrant for making the move toward Al. We hope that this new
way of thinking can instigate critical reflection on what we value in education
and how assessments can be designed to reflect those values.

KEYWORDS

educational measurement, artificial intelligence, validity, social contract, educational
assessment

1 Introduction

Education is at its core a human endeavor, rooted in the interaction between students
and teachers. This perhaps explains the uncomfortable feeling many educators have when
technological innovations threaten to redefine the human role in education. Nowhere is
this feeling more prominent today than with developments in artificial intelligence (AI).
There is a consensus that we should only use AT in education if it aids learning and teaching
processes (Molenaar, 2022), but different educators have different beliefs about what the
right processes are and what constitutes good education (Biesta, 2015). A discussion on
whether to use Al for a specific task and context should therefore always be preceded by a
discussion of what the people involved in that context value in education.

When we have a conceptualization of what we want to see students achieve and
how we want to see them grow, we can start to ask how exactly we can realize this
“seeing”. The issue at hand is that we cannot directly observe a student’s knowledge,
skills, and attitudes (KSAs) (Arieli-Attali et al., 2019). Instead, we must uncover these
hidden and unknown KSAs as best we can through a process of inquiry. Educational
measurement is this process of inquiry (Dewey, 1910; Delandshere, 2002), where the aim
is to clarify the state and trajectory of KSAs, enabling alignment with educational goals.
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Educational measurement is thus a means to the end of good
education, in the same way that Al can be a means to the end of
good educational measurement.

It is by no means guaranteed that AI interventions will
positively impact educational measurement. Given the challenges
surrounding bias, explainability, and reliability associated to
current Al systems, we risk losing the trust built up in assessments
by implementing AI without proper forethought (Aloisi, 2023).
These challenges are especially acute in generative Al systems based
on large language models, that are by their nature probabilistic and
complex. We should thus ask how, when, and where AI facilitates
better education through its use in educational measurement. In
this paper, we introduce a way of thinking that helps to understand
in which situations AI can add value to education through
improved educational measurement, and in which situations AI
is more harmful than helpful. This way of thinking is founded on
two main premises. Firstly, that technological innovations such as
Al are not in themselves valuable for education, but rather lend
their value from enabling the achievement of educational aims.
Secondly, that how AI can be of value in a specific educational
context is dependent on what the people involved in that context
value. In Sections 2, 3 we will ground our way of thinking through
a conceptual analysis of the literature. To illustrate how we translate
this way of thinking and its underlying premises to the context of
educational assessment at Cito, we then present three case studies
of Al for educational measurement in Section 4. We conclude with
a discussion of our findings and a reflection on the limitations of
this work.

2 Background: education and
educational measurement

What we are trying to achieve with education, and what
constitutes good education, can be understood through the
lens of three overarching aims: qualification, socialization,
and subjectification (Biesta, 2015). Qualification relates to the
acquisition of knowledge and skills for reasoned and effective
action. Socialization concerns the adoption of attitudes aligned
with cultural norms and practices. Subjectification regards
the cultivation of agency to critique and transcend cultural
norms and practices. These aims of education are mutually
constitutive. Qualification without socialization produces hollow
competence, socialization without subjectification reduces learning
to compliant replication, and subjectification without qualification
yields naive agency.

Yet,
Educational goals reflect the values of a culture and its historical

educational aims are neither fixed nor universal.

context, as well as the specifics of an institution’s vision, a subject’s
characteristics, and a teacher’s beliefs. It is up to the teacher to
translate these values and specifics into concrete interactions with
their students; these interactions should be designed in a way that
educational goals, activities, and assessment are aligned (Biggs,
1996). Misalignment fractures education into disjointed acts where
tasks and assessments lack an underlying purpose (Siegel, 2004).
For such educational aims to take shape in practice, the
teacher-student relationship must function as a reliable foundation
for learning and assessment. The interaction between teacher
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and student is driven by their shared social contract; a mutual
commitment with shared expectations, responsibilities, and trust
(UNESCO, 2021). For educational measurement, this social
contract pertains to the student promising to deliver honest work
and the teacher promising to deliver an honest assessment of that
work. Recall that educational measurement is the process of inquiry
by which we gain insight into a student’s KSAs, which are hidden
from direct observation. This inquiry is not a passive observation
but a dynamic process of making and justifying claims (Wyatt-
Smith and Gunn, 2009). Through this process, measurement can
serve different educational purposes: certify qualification through
assessment of learning, refine socialization through assessment
for learning, and instigate subjectification through assessment as
learning (Earl, 2003). When either side of the social contract is
breached, this undermines the process of inquiry, meaning accurate
assessment of KSAs and meaningful achievement of educational
goals become impossible. This serves to illustrate that educational
measurement is a moral act as much as a technical or practical one.

Central to the act of educational measurement are assessment
tasks, which are transactional encounters designed to elicit
evidence about KSAs (Dewey and Bentley, 1949). Such tasks
are never neutral. Firstly, they embed assumptions about which
competencies matter and how they should be demonstrated.
Secondly, the interpretations of the evidence, the residue of a
student’s engagement with these tasks, is also not a neutral act.
Linking this evidence to KSAs requires making inferences, which
should be warranted for them to be of any value (Arieli-Attali
et al., 2019). Statistical models formalize these inferences, but even
these are not neutral, since they encode assumptions about how
KSAs develop and interact. When the theoretical lens of a model
misrepresents the inference it is formalizing, we risk undermining
the validity of the inference.

Validity can be thought of as the degree to which what is
measured corresponds to what was intended to be measured.
Validity is a multi-faceted concept that can be conceptualized via
a narrow or unified view. When conceptualized narrowly, validity
encompasses “types of validity” such as construct validity, criterion
validity, and content validity. When treated as a unitary concept,
validity encompasses all facets that are relevant to answering the
question whether we are measuring what we intended to measure
(Messick, 1989; Kane, 2013). Validity then includes facets such
as usefulness, fairness, meaningfulness and trustworthiness; facets
that are not included in the narrow conceptualization. In this paper,
we treat validity as a unitary concept.

The question remains as to what the role of Al is
in facilitating good education through enhanced validity of
educational measurement. In the next section, we address this
question by tracing the way Al systems impact the structures that
govern how we assign meaning to assessment evidence.

3 Method: tracing the value of Al for
education

For a worthwhile discussion of the value of Al for education, it
helps to work from a common definition of what Al is. Perhaps the
definition of AI that will most influence education in the coming
years, at least within the European Union (EU), is the definition of
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Al systems outlined in the EU AI Act. The EU AI Act defines an AI
system as:

“A machine-based system that is designed to operate with
varying levels of autonomy and that may exhibit adaptiveness
after deployment, and that, for explicit or implicit objectives,
infers, from the input it receives, how to generate outputs such
as predictions, content, recommendations, or decisions that
can influence physical or virtual environments.” [European
Union, 2024, p. 46, Article 3 (1)]

In addition to providing us with a perspective on what an Al
system is, this definition also highlights the characteristics of an AI
system that can be altered to achieve different results in educational
contexts. We can understand the characteristics of an Al system as
dials that we can tune to alter our educational assessments. Choices
regarding the student and teacher data that the system requires as
input (Williamson et al., 2020) and the level of autonomy of an AI
system (Molenaar, 2022) are examples of such dials. They represent
choices that determine how an AI system will alter the structures
that govern the way we assign meaning to an assessment’s resulting
evidence. To determine the value of Al systems for education, we
must have a complete picture of their impact on these underlying
structures. This highlights the necessity of being able to specify the
configuration of an Al system’s dials.

In Section 4, we evaluate the value of several Al systems for
education, using three core elements of educational measurement
as a basis for our argument. The first of these elements is the
educational measurement context. A prerequisite for developing
meaningful assessments is to be able to specify your educational
aims (Biesta, 2015), the intended use of the assessment (Earl,
2003), and the KSAs you wish to measure (Arieli-Attali et al,
2019). Specifying the purpose of assessments may even lead to the
realization that there is not a single purpose, but rather a plurality
of purposes (Newton, 2017).

The second element is the validity conceptualization used in
the educational measurement context. You must be able to answer
questions relating to how you intend to measure KSAs, how the
AT system will influence the measurement process, and how you
prioritize different validity criteria within your conceptualization
of validity (Messick, 1989). By prioritization we do not mean that
particular validity facets should always take precedence over others,
as this is generally seen as a problematic way of approaching
assessment (van Haastrecht et al., 2024). Rather, we mean that it
is important to know which facets you want to put more or less
emphasis on Williamson et al. (2012).

The third element is the social contract between student and
teacher (UNESCO, 2021). It is essential to reflect on who is
producing what work and what the impact of the introduction of
the Al system is on the relationship between student and teacher. If
an Al system meddles with a student’s promise to deliver honest
work or a teacher’s promise to deliver an honest assessment of
that work, this raises fundamental questions regarding what we
are trying to achieve with our educational assessments. If we
are to determine whether a specific Al intervention contributes
to the validity of educational measurement, we must be able to
answer questions such as how the AI system impacts the alignment
between students and teachers with respect to educational purpose,
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and how differences in understanding of the AI system influence
their perception of the assessment (Williamson et al., 2012). We
believe that these questions are insufficiently emphasized within
traditional frames of thinking about validity, such as Messick’s
unitary conceptualization and Kane’s argument-based approach.
Hence, we choose to include the social contract as a separate
core element.

Having a precise description of how these elements are
affected by the introduction of an Al system is a prerequisite for
determining the value contribution of Al This value contribution
then corresponds directly to the degree to which the AI system
supports assessment validity, in turn enabling the achievement of
educational goals. Realize that this places restrictions on which
AT systems can be valuable. For example, Al systems that are not
interpretable or explainable will impact the shared understanding
between students and teachers in ways we cannot foresee. When
such systems cause misalignment between students and teachers
regarding educational aims, they will generally not contribute to
valuable education. Using Al beyond the limits suggested in this
section runs the risk not only of obscuring student KSAs, but also
of fracturing the social contract between students and teachers
that is so central to meaningful education. Using AI within these
limits will open up possibilities to enhance validity and shape more
valuable education.

4 Case studies

To illustrate the way of thinking based on the three elements
specified in the previous section, we will discuss three AI
applications that were developed at our institution. For each
case, we will describe the measurement context, our validity
conceptualization, and our view on the social contract between
student and teacher. We will explain why we believe our AI system
design would aid valid measurement. For each case, we will reflect
on how the way of thinking introduced in this paper is helpful in
implementing Al in educational measurement. Moreover, we will
illustrate how people in different educational contexts may have
different views on whether these Al systems truly contribute value.

4.1 Item construction

The process of constructing assessment items is traditionally
labor-intensive and time-consuming. For instance, constructing a
single test with around 35 questions for the Dutch central exams
at the end of secondary school generally takes more than a year
and requires a team of multiple subject and testing experts. In this
context, the utility of AI becomes apparent. Generative AI models,
such as large language models, possess the ability to rapidly produce
questions across diverse topics, simplifying the initial phase of
item creation.

To try to overcome this labor intensive and time-consuming
process, we collaborated in an international project to explore
whether and how generative AI can help in the process of
generating items for central exams, with an open Al assistant (Kruis
et al., 2024). This exploration has highlighted significant deficits in
the quality of Al-generated items. Initial outputs frequently failed
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to meet quality benchmarks, necessitating iterative refinements and
adjustments to achieve acceptable standards. This research reveals
a critical issue: while AT can swiftly produce items with superficial
validity, the depth and reliability required for effective assessment
are often lacking. To mitigate these shortcomings, solutions for
AT item generation could focus on combining generative Al with
rigorous quality assurance protocols. By implementing stringent
checks on Al-generated material, such tools have the potential to
enhance the quality of assessment items and to shift focus toward
complex matters within the construction process.

In terms of measurement context, clearly defining what we want
to achieve with our assessment is essential. The Dutch central
exams are an example of a high-stakes summative assessment where
the explicit goal is assessment of learning. This introduces vastly
different constraints on the integration of Al systems than would be
the case for low-stakes assessments, and explains why for now the
most likely way forward is a situation where humans always remain
in control. In the end, efficiency is at best a secondary purpose, and
we would never sacrifice trust in the quality of our exams for more
efficient item construction.

The validity conceptualization employed for the Dutch central
exams has a relatively high emphasis on reliability, fairness,
and trustworthiness. Although there are some doubts regarding
the quality of Al-generated items and the inclusivity of its
language (Kruis et al., 2024), these seem to be hurdles that are
possible to overcome with new algorithmic developments and
human oversight. However, we should realize that this does not
immediately imply that students, teachers, and society will trust
that quality standards have not dropped. With trust being so easy
to lose and so hard to gain, the facet of trustworthiness seems
to provide the critical challenge for Al interventions aiming to
improve the validity of centralized exams.

The social contract between student and teacher plays a
relatively minor role in centralized, summative assessment.
However, a large part of the trust in the quality of the Dutch central
exams that has been built up over the years is the result of involving
teachers in the process of item construction. Teachers are trusted by
students and parents, and are much better than current Al systems
at formulating questions that align with students’ worldview. We
should realize that by introducing an Al system into the equation
we inevitably change the role of teachers, and thus change the
foundation on which trust was built up. This is not to say that AI
systems can never have a role within this measurement context, but
we should be mindful of how easy it is to gamble away trust by not
being thoughtful about our Al interventions.

This case study highlights an interesting dilemma concerning
the implementation of AI systems for item construction.
Centralized exams may offer the educational measurement context
with the greatest potential for efficiency gains, but it is often
considered to be ill-advised to automate high-stakes assessments
with AI. However, there are many centralized or standardized
assessments that are not high-stakes, often taking the form of
formative assessments at earlier ages. The measurement context,
validity conceptualization, and social contract for such assessments
may be much better positioned for valuable automation of item
construction with AL Furthermore, in time developments in the
field of generative AI could improve quality of AI-generated items
and reduce validity issues.
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4.2 Assessing written work

Generative Al tools have made it trivial for students to produce
written work without requiring a certain level of writing ability or
understanding of the subject matter. Given the pressure to perform
that many students experience, the temptation to secure quick wins
through Al-generated work is understandable.

In response, a proliferation of detection tools has emerged,
designed to identify Al-generated content in student submissions.
Yet, these tools have significant limitations: they often yield false
positives, by mistakenly flagging legitimate student work as AI-
generated. This can, for example, occur when students use common
phrases. Additionally, students familiar with AI can iteratively
modify the AI output to avoid detection. While such workarounds
may provide short-term gains, they ultimately hinder students
from developing writing skills and achieving meaningful learning.
Furthermore, the argument that AI makes such skills obsolete
is contradicted by evidence demonstrating that learning to write
confers a range of broader cognitive and attitudinal benefits that
extend beyond the mastery of writing alone (Curtis et al., 2019;
Nuckles et al., 2020).

This background led to the creation of the SchrijfBlik prototype
(Poell et al., 2025). SchrijfBlik allows teachers to create and assign
writing tasks, which students can complete with the help of an
integrated Al chatbot. The chatbot not only generates content upon
request, but also encourages students to think critically about their
assignments. The application logs key student actions, such as
questions asked to the AI and copy-pasting behavior. Teachers can
view a timeline that details the student’s writing process and how
their work developed over time. This log helps teachers identify
which parts of the text were produced by the student, as illustrated
in Figure 1, allowing for more targeted feedback and assessment.

In terms of the measurement context, our findings indicate that
teachers mainly value SchrijfBlik for formative assessments. They
believe that the process data enables them to give more targeted
feedback on students’ writing abilities. One reason teachers feel
that formative assessments are more suitable for SchrijfBlik is that
summative assessments typically occur in controlled classroom
environments where the use of Al is restricted. In cases where a
teacher’s sole focus is on classroom assessment of writing ability,
SchrijfBlik adds little value. However, if a teacher would be
interested in assessing other KSAs, such as Al literacy or the ability
to write collaboratively with AI, SchrijfBlik is better equipped to
make a meaningful contribution.

Regarding validity conceptualization, the prioritization of
different facets of validity, such as construct validity and
authenticity, will rely heavily on the measurement context. When
the goal is to evaluate a student’s independent writing skills,
SchrijfBlik strengthens construct validity by making it possible to
distinguish between student-generated and Al-generated content.
For constructs like collaborative writing with AI, SchrijfBlik not
only improves construct validity but also provides a more authentic
assessment environment, as the AI chatbot is naturally integrated
into the student’s workflow. On the other hand, we have found
that integrating a chatbot in the writing environment encourages
students to use AI more than they might normally do. Especially
when teachers are looking for an isolated assessment of student
writing ability, SchrijfBlik may not be the right environment. This
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Een tegenargument is dat het aanpassen van het onderwijs aan Al veel tijd, geld en
moeite kost. Scholen moeten investeren in nieuwe materialen en training, wat lastig kan
zijn voor scholen met weinig middelen. Daarnaast bestaat het risico dat onderwijs te veel
gericht wordt op technologie, waardoor andere belangrijke vakken en vaardigheden
minder aandacht krijgen. Hierdoor kan het brede karakter van onderwijs verloren gaan.

@ Tekst geplakt

C)

FIGURE 1

explain where they retrieved the text.

Teacher view of the SchrijfBlik prototype. The system detected a copy-paste action by the student, triggering the chatbot to ask the student to

Een tegenarg is dat het aanp: van het ond...
Ik zie dat je iets hebt geplakt. Waar komt dit vandaan? Geef me de URL,
titel en auteur. Of is dit je eigen kennis? Waarom heb je juist dit stuk

gekozen?

Q

van Blikkie. Schrijfblik.web.app =

L] ®

setup could not only obscure evidence of independent writing,
but also create unwanted disparities between students with varying
levels of Al literacy.

How we view the effect of Schrijfblik on the social contract
between teachers and students will depend on our underlying
values. On the one hand, SchrijfBlik removes any ambiguities
about which part of the produced work can be attributed to
the student and provides teachers with a transparent view of
the students writing process, enabling a conversation between
teacher and student that is better grounded in reality. On the
other hand, the use of SchrijfBlik can be seen by students as an
admission by the teacher that they do not trust the student to deliver
honest work. The teacher apparently feels they need to infringe
on student privacy and autonomy to restore a valid process of
inquiry. The exact balance between transparency, trust, privacy,
and autonomy will depend on the aims and values of a particular
measurement context.

In conclusion, the use of Al tools in writing assignments makes
it essential to clarify the roles of both students and AI in the
creation process. Tools like SchrijfBlik can offer valuable support
for assessment by providing teachers with detailed insights into
the writing process and the respective contributions of students
and Al especially in formative assessment. Its ability to distinguish
between student and AI-generated text enhances construct validity,
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especially when assessing collaborative skills and AT literacy. If
education professionals want to integrate Al in writing assessments,
they need to discuss with their students why they have chosen
this application and carefully explain the process in order not to
undermine the social contract.

4.3 Grading assistance

Grading student work is, like any human activity, error-
prone. In the context of the Dutch central exams, it is not
uncommon to see variability between raters, even for identical
student responses. Thus, we can ask whether AI could provide
value by supporting a more consistent grading process. Not by
replacing teachers in the grading process, but by supporting them
to achieve greater consistency and fairness in their judgments.
An illustrative example is the CheckMate prototype shown in
Figure 2, developed in collaboration with Nationaal OnderwijsLab
AI (NOLAI), a publicly funded Dutch initiative that brings together
educators, researchers, and industry to co-design and validate AI-
based educational innovations for primary and secondary schools.
CheckMate employs natural language processing to analyze open-
ended student responses, clustering those that are semantically
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FIGURE 2

A view of the CheckMate digital grading environment with natural language processing features.
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similar or even identical. These clusters are then presented to
teachers, along with information on the scores assigned by other
teachers to similar responses. By grouping responses, CheckMate
makes it easier for teachers to apply consistent scoring criteria, to
calibrate their judgments with those of their peers, and to reduce
inadvertent inconsistencies.

The measurement context is a dominant factor in determining
whether CheckMate can be of value. When grading hundreds
or thousands of students on short, open-answer items in a
summative assessment, clustering responses and labeling terms
from an assessment template can help teachers save time and
grade more consistently. However, when a teacher seeks to
conduct a formative assessment with items that require longer
open-ended answers or essays, CheckMate’s current functionalities
are practically useless. Such assessments typically require more
nuanced and personalized feedback that goes beyond simply
identifying surface-level similarities between responses. Teachers
must consider aspects such as depth of reasoning and the way an
argument is constructed, which cannot be captured by clustering
algorithms. In fact, when the goal is to provide personalized
feedback to students, grouping students’ answers could even do
more harm than good, as it may obscure important individual
differences and prevent teachers from addressing specific learning
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needs. Whether an assessment is high-stakes or low-stakes is also an
important consideration, as it determines how appropriate different
levels of autonomy for the Al system are (Molenaar, 2022).

Concerning the wvalidity conceptualization, CheckMate is
designed to be most valuable in contexts where inter-rater reliability
and consistency are prioritized. Whether CheckMate leads to more
fair assessments is debatable. It could support fairness by limiting
the personal biases of teachers. However, it could also introduce
biases by employing a narrow definition of what constitutes the
right answer, which could disadvantage e.g. minorities or non-
native speakers. If this narrow vision of an AI model is enforced
too strictly, the model could label even the slightest deviations
from an assessment template as incorrect. This could then create
a washback effect provoking students to provide answers that are
to the AI system’s liking, rather than providing the right answers
(Filighera et al., 2024). Within the CheckMate context, this risk
is counteracted by always working with a teacher-in-the-loop, but
this does require the teacher to employ a critical attitude toward
Al suggestions.

As Al becomes integrated into the grading process, the social
contract between students and teachers is also affected. Although
grading is often a time-consuming and repetitive task, it is a
task that helps teachers to better understand their students. One

frontiersin.org


https://doi.org/10.3389/feduc.2025.1677255
https://checkmate.citolab.nl/demo
https://www.frontiersin.org/journals/education
https://www.frontiersin.org

van Haastrecht et al.

can wonder whether the efficiency and consistency gained by AI-
assisted grading are worth sacrificing this understanding. Students
can also be affected by the insertion of Al into the grading process,
and this extends beyond the washback effect mentioned previously.
Students put in effort to complete an assessment task and generally
expect teachers to contribute their fair share of work to assess
the student’s product. When teachers start cutting corners by
delegating tasks to Al systems, this can be detrimental to student
motivation. Collaborating with students and teachers in the process
of designing and implementing tools such as CheckMate is essential
if we want to avoid this and uphold the social contract.

In summary, while Al-powered tools like CheckMate can
enhance grading consistency and efficiency, their value is highly
dependent on the measurement context in which they are applied.
In high-stakes or complex assessments that require nuanced
judgment, reliance on AI may compromise fairness or validity.
In contrast, for routine or objective grading tasks, such tools
can offer significant benefits. It is crucial that educators remain
actively involved in selecting when and how Al is used for grading,
ensuring that these tools support sound educational practices
and relationships.

5 Discussion

In this paper, we introduced a way of thinking about
educational measurement to clarify where AI systems can be a
helpful aid, and where they may cause more harm than good. This
way of thinking centers around three core elements of educational
measurement that may be impacted by Al systems: the educational
measurement context, the conceptualization of validity, and the
social contract between student and teacher. Where traditional
frames of thinking about validity, such as MessicK’s unitary
conceptualization and Kane’s argument-based approach, tend to
focus on the first two core elements, Al systems also impact
the relationship between students and teachers. By explicitly
incorporating the social contract in our way of thinking, we
aimed to highlight the necessity of considering this element when
designing valuable assessments. We positioned our way of thinking
as value-neutral, allowing those who use it to apply their own values
based on their educational context. To demonstrate its practical
usefulness, we examined three case studies. These case studies
illustrate how our way of thinking can help to clarify the benefits
and challenges of integrating Al in educational measurement.

In the case studies, we discussed how efficiency gains, which
are often presented as a benefit of using Al systems, are at best
a secondary purpose in the context of education. In the item
construction case, the conceptualization of validity was the most
important element to consider. We concluded that trust in exam
quality is key. This trust may not be sacrificed for more time
efficient construction. In the second case study covering writing
assignments, the social contract was the central element. We
laid bare the frailty of the social contract between teacher and
student when the teacher admits they do not trust the student
to deliver honest work. Finally, in the Al-assisted grading case
study, we showed how clarity regarding the measurement context
(specifically the type of assessment) is vital in determining whether
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tools like CheckMate can add value. These insights, which followed
through the application of our way of thinking, need careful
consideration. Our way of thinking enables us to critically examine
both the advantages and limitations of AI tools, creating space for a
balanced discussion.

While our approach provides a guided way of thinking
about the impact of AI systems on educational measurement,
it also has limitations. Firstly, by consciously choosing to stay
away from a more concrete framework, the way of thinking
presented in this paper is not a simple checklist. Instead, it is
intentionally designed to be adaptable rather than prescriptive,
allowing for broad applicability and flexibility, though this may
make it less straightforward to apply in practice. Because we
do not provide specific guidelines on what educators should
do or which regulatory requirements and data privacy concerns
they should consider, this flexibility allows the approach to be
tailored to the diverse needs and values of different educational
contexts. We hope that the discussion of case studies in Section 4
has provided an indication of how this way of thinking can
be employed effectively. Secondly, we realize that by treating
validity as a unitary concept and by avoiding the introduction
of normative elements, our way of thinking does not align with
views that lean toward specifying right and wrong ways to conduct
educational measurement.

The three case studies in Section 4 show that, based on our own
beliefs and values, we do not believe all approaches to educational
measurement are equally valuable in different situations. However,
in our way of thinking, we wish to recognize that there are always
choices to be made in which validity facets to prioritize. We
believe that these choices should not be normatively prescribed
by external parties but should be made collaboratively with all
stakeholders involved in an educational context. In this age of
artificial intelligence, it is perhaps more necessary than ever to
continually and collaboratively reflect on the purpose of education
with relevant stakeholders. The way of thinking along the three
elements introduced in this paper can facilitate critical reflection
on what we value in education. It also shapes how we wish to design
our educational assessments and how we can effectively incorporate
Al in the assessment process.
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