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Fostering Al literacy in pre-service
teachers: impact of a training
intervention on awareness,
attitude and trust in Al

Ainara Bilbao-Erafia and Amaia Arroyo-Sagasta*

HUHEZI, Mondragon University, Eskoriatza, Spain

The proliferation of generative artificial intelligence (Al) tools in recent years has
transformed the educational landscape. This evolution has increased the need
to train teachers to adapt to a context in which this technology is ubiquitous,
and to prepare their future students for it. However, the effectiveness of Al
training programmes for teachers has not been widely analysed. Al literacy has
a positive influence on attitudes and perceptions toward technology. It also
improves understanding of the role of technology in everyday life, facilitating
the conscious and critical integration of Al, including in educational contexts.
In this context, the lack of qualified Al teachers is one of the most significant
obstacles to integrating the technology itself into basic education itself. This
study evaluates the effect of an Al literacy-based intervention on improving the
perceptions of Al among pre-service teachers. To carry out the analysis, the
pre-service teachers’ perceptions were evaluated using the PAICE questionnaire,
which measures awareness, attitude, and trust in Al, before and after the training
session. Paired-sample t-tests revealed significant improvements in awareness
and attitude. Trust increased numerically but did not reach statistical significance.
These results suggest that concise, concept-driven instruction can influence
awareness and attitude toward Al. In line with these results, a comparison with
the findings of a larger study highlights that self-assessed knowledge about Al is
notably higher in the group of pre-service teachers involved in the intervention.
The study contributes to the integrative design of training programmes for pre-
service and in-service teachers, combining conceptual, ethical, and experiential
components. It also highlights the need to promote teacher development in order
to enable them to respond critically and consciously to an educational system
that has been radically transformed by Al.
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1 Introduction

Since the autumn of 2022, the emergence of generative models such as GPT has brought
artificial intelligence (AI) into close contact with nearly every sector of society (Massachusetts
Institue for Technology - MIT, 2023). Moreover, given the scale and speed with which AI has
entered society, it has become increasingly necessary to individuals across all sectors to adapt
to this new reality. Developing a basic understanding of how AI systems function and how
they influence daily life is no longer optional, but essential for meaningful and responsible
participation in contemporary society (Casal-Otero et al., 2023).
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While the range of possibilities is vast, the constant emergence
of new tools can create a sense of information overload, making it
difficult for individuals and organizations to keep pace. This often
leads to anxiety or resistance to change (Shalaby, 2024). On the
other side, the initial “wow” effect highlights the transformative
potential of Al but it can also foster unrealistic expectations
regarding its capabilities and ethical or practical limitations (Farina
2023).
understanding both the promise and the constraints of Al is

and Lavazza, As with any emerging technology,
essential for promoting a more balanced, responsible, and informed
use (Jacovi et al., 2021).

This integration of Al into contemporary societies presents
numerous challenges. As more individuals adopt AI tools in their daily
lives, it becomes increasingly important that they do so in a conscious
and critical manner (Castaneda et al., in press). One key strategy for
achieving this is the development of Al literacy - the competence to
use Al-based technologies effectively, ethically and responsibly (Bilbao
Erafia, 2024; Jacovi et al., 2021; Pinski and Benlian, 2024).

Compulsory education must also respond to the growing societal
need for Al literacy (Organization for Economic Co-operation and
Development - OECD, 2025a), and within this context, primary
education will play a key role introducing educational programs that
incorporate Al from an early age (Yue Yim, 2024). Liu and Zhong
(2024) also highlight the importance of providing Al literacy across
all levels of K-12 education, using scaffolding strategies and taking
into account the cognitive development appropriate to each stage. In
this context, teachers play a central role in introducing AI concepts in
primary education. As Zhang et al. (2024) found, teacher-led
implementation of Al literacy curricula in the classroom can
effectively help students develop a conceptual understanding of
Al Teachers are responsible for explaining how AI works in ways that
are developmentally appropriate and accessible to their students” age
and background. To fulfill this role, teachers themselves must first
be equipped with the necessary knowledge and confidence to address
Al in their classroom (Organization for Economic Co-operation and
Development - OECD, 2025a; UNESCO, 2024). This can be achieved
through multiple pathways, including in-service training programs
designed for active teachers, as well as through initial teacher
education, which is crucial for preparing future educators to engage
with AI from the very beginning of their careers.

Considering the central role of teachers and the need for
appropriate training pathways, it becomes crucial to investigate how
teacher education programs are currently integrating Al literacy. The
aim of this study is to examine the impact of this foundational training
on students’ awareness, attitudes and trust in relation to Al In doing
so, the study seeks not only to evaluate the effectiveness of the
instructional approach, but also to generate insights into the types of
training that may best prepare both current and future teachers to
promote Al literacy in educational settings.

1.1 Defining and promoting Al literacy

The rapid integration of Al into multiple spheres of everyday life
has brought with it a growing consensus around the need to foster AI
literacy across the general population (Kong et al., 2024; Pinski and
Benlian, 2024). As Al increasingly influences how we work,
communicate, learn and make decisions, understanding its
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functioning, implications and limitations has become a fundamental
competence for responsible and informed citizenship in the
digital age.

Al literacy goes beyond technical knowledge or coding skills: it
includes a combination of cognitive, social, and ethical competencies
that enable individuals to make informed decisions about Al in real-
world contexts (Lee et al., 2024). In this sense, Al literacy represents
not only a response to technological advancement, but also a civic and
educational imperative (Long and Magerko, 2020).

Several attempts have been made in recent years to define and
structure the concept of Al literacy. Long and Magerko (2020)
described Al literacy as the ability to understand, use, and critically
evaluate Al technologies, emphasizing not only conceptual knowledge
but also ethical reflection and the capacity to interact meaningfully
with intelligent systems. Building on this framework, the following
section presents a detailed overview of the five dimensions of Al
literacy proposed by Pinski and Benlian (2024), in conjunction with
the main insights and contributions from the scholarly literature
associated with each component.

Cognitive dimension/conceptual understanding: this involves
understanding the fundamental concepts of Al such as machine
learning and deep learning, how Al systems function, make
decisions and their inherent strengths and weaknesses (Long and
Magerko, 2020). Awareness of AT’s existence and relevance is also
part of this dimension (Zhang et al., 2024).

Affective dimension/Psychological readiness: this encompasses

individuals’ attitudes toward Al, their perceived confidence or
self-efficacy in using AJ, and a sense of empowerment to engage
with and thrive in an Al-driven world (Kong et al., 2024). A
positive attitude and confidence are significant predictors of the
intention to use AI (Smarescu et al., 2024).

« Social dimension/Ethical and societal awareness: this relates to
understanding the broader implications of Al, including its
positive and negative societal impacts, key ethical issues and the
importance of using Al responsibly (Pinski and Benlian, 2024).
It also involves the ability to identify and critically evaluate ethical
dilemmas surrounding AI (Long and Magerko, 2020).

o Metacognitive dimension: although less frequently emphasized

in some frameworks (Kong et al., 2024), this dimension relates to

the ability to use Al for problem solving and potentially includes
the awareness and regulation of one’s own understanding and
use of AL

Practical skills: this involves the ability to identify and use Al

tools in various contexts (Long and Magerko, 2020), to apply AI
concepts and to effectively use AI systems (Pinski and
Benlian, 2024).

Aligned with all said, and with the EU AI Act, UNESCO and
other organizations, the OECD defined the AI Literacy as “the
technical knowledge, durable skills, and futureready attitudes required
to thrive in a world influenced by Al It enables learners to engage,
create with, manage, and design Al while critically evaluating its
benefits, risks, and ethical implications” (Organization for Economic
Co-operation and Development - OECD, 2025a). This last definition,
when considered alongside the five dimensions of Al literacy proposed
by Pinski and Benlian (2024), highlighted the broad scope of AI
Literacy (Figure 1).
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According to Schiavo et al. (2024), cultivating Al literacy not
only enhances individuals’ ability to identify, use, and critically
assess Al technologies, but also fosters more positive attitudes
toward their adoption by reducing uncertainty and anxiety. Their
findings suggested that higher levels of Al literacy are associated
with increased perceptions of ease of use and usefulness, which
directly influence acceptance. Similarly, Moravec et al. (2024)
emphasized that Al literacy enables individuals to better understand
the role of Al in daily life, which is essential for informed adoption,
for mitigating potential risks, and also for reducing negative
prejudices and encouraging more balanced attitudes (Jacovi et al.,
2021). Together, these perspectives underlined the value of Al
literacy as a foundation for responsible engagement with technology,
empowering citizens to navigate an increasingly Al-driven world
with greater confidence and awareness.

1.2 Al literacy in education and teacher
training

Promoting comprehensive Al literacy is especially crucial in the
field of education, not only for students who are growing up
surrounded by AT technologies, but also for the educators responsible
for equipping them to navigate and shape the future (Zhang et al,,
2024). Educators need AI literacy to understand how AI can
be integrated into teaching and learning, how it impacts assessment
practices and how to guide students in responsible Al use (Smarescu
etal., 2024).

Frontiers in Education

In this regard, as Liu and Zhong (2024) pointed out, introducing
Al literacy from early education onwards demands a scaffolding
approach, adapted to the cognitive level of each stage of schooling.
This approach also highlighted the importance of teacher preparation,
both in-service and pre-service, as a prerequisite for meaningful
integration of AI literacy into school curricula. This preparation
requires not only the capacity to use Al tools effectively in their
practice but also the ability to teach about AI and its implications,
including its ethical and social dimensions (Casal-Otero et al., 2023).

Fostering Al literacy in primary teachers involves cultivating a
multifaceted set of knowledge and skills (Casal-Otero et al., 2023).
This includes a cognitive understanding of basic AI concepts and how
AT works, enabling teachers to explain it to students and understand
its capabilities and limitations (Castro et al., 2025). Furthermore, Al
literacy requires the ability to critically evaluate AI outputs and tools,
discerning their quality, appropriateness, and potential biases
(Abdulayeva et al., 2025). As Castro et al. (2025) determined, this
involves understanding ethical principles, data privacy, potential
biases in Al systems, and the broader social and environmental
impacts — all of which are essential competencies for teachers aiming
to integrate AI meaningfully into their practice. In this regard,
Castaneda et al. (in press) defined seven dimensions of implications
of Al in Primary Education that should also be considered:
instrumental/technical/functional, ethical, social, epistemological,
ideological, political and commercial.

Furthermore, as Zhang et al. (2024) argued, understanding how
Al systems function enables educators to help students recognize
potential biases and address the ethical challenges these technologies
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may pose. Ethical awareness is a core component of Al literacy
(Organization for Economic Co-operation and Development - OECD,
2025a; UNESCO, 2024), and teachers who possess this understanding
are better positioned to guide students in navigating the social
implications of AI (Du et al., 2024).

In this context, the use of Al in education should be driven by
pedagogical objectives rather than by what is technologically possible
(Abdulayeva et al., 2025; Arroyo-Sagasta, 2024). As Al has a
transformative potential in teaching and learning (Holmes and Tuomi,
2022), with specific classroom applications, such as promoting critical
thinking, facilitating classroom debates, working with prompts
alongside students, and designing activities that help distinguish
Al-generated content from human production (McDonald et al,
2025), teachers may also use AI for didactic planning, content
creation, personalization of instruction, formative self-assessment
tools, and case-based learning scenarios. Castro et al. (2025) reported
that teachers increasingly perceive Al as an opportunity to support
personalized learning, reduce administrative workload, and address
the challenges of multigrade classrooms.

1.3 Teacher training: current practices and
gaps

Despite the growing potential of Al in education, one of the main
barriers to its meaningful integration in compulsory education is the
lack of adequately trained teachers (Liu and Zhong, 2024). The
literature does not provide a consensus on how to address this issue.
While Chan (2023) emphasized the importance of comprehensive
institutional frameworks for integrating AI education at the university
level, such initiatives are still rare, especially in teacher education
programs. Her model highlighted the need to align technical
knowledge, ethical understanding, and policy awareness in order to
create a sustainable foundation for AI literacy for professionals.
However, when it comes to compulsory education, the implementation
of Al-related content often depends on the initiative and preparedness
of individual teachers (Ng et al., 2024). This makes teacher training a
critical component of Al integration at early stages.

As noted earlier and highlighted in the literature review by Liu and
Zhong (2024), the absence of Al-prepared educators is among the
most significant obstacles to implementing Al education at early
stages. Most teachers have not received specific training in Al, which
in turn affects both their confidence and their capacity to engage with
Al-related content in their classrooms. In this context, understanding
teachers’ perceptions of AI becomes essential (Bae et al., 2024;
Cervantes et al., 2024; Nikolic et al., 2024) for identifying the gaps,
challenges, and opportunities associated with Al integration in schools.

Recent efforts to introduce Al literacy in secondary education
provide useful insights into how these competencies can be meaningfully
integrated into school curricula. Ng et al. (2024) identified a range of
pedagogical strategies—including project-based learning, inquiry-based
approaches, and ethical discussions—that have been employed to engage
students in understanding AI concepts and implications. However, they
also noted that many of these interventions depend heavily on individual
teacher initiative and lack systemic integration into broader educational
policies. While their review focused on secondary education, it
underscored the need to extend such efforts to earlier stages. If the goal
is to cultivate foundational Al literacy from a young age, then primary
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education must also be considered a strategic entry point—one that
requires well-prepared teachers who can introduce AI in
developmentally appropriate and pedagogically meaningful ways.

Teachers generally hold a positive perception of Al’'s usefulness
and perceived benefits for both their teaching and student learning
(Emenike and Emenike, 2023; Cervantes et al., 2024; Liu and Zhong,
2024). Key benefits identified include increasing efficiency and saving
time in their work (Lee et al., 2024), assisting with lesson preparation,
enabling personalized learning and assessment (Liu and Zhong, 2024),
and increasing student motivation and engagement (Zulkarnain and
Md Yunus, 2023).

Regarding understanding and knowledge of Al, the sources
indicated that most teachers have some general knowledge of AI, but
their understanding of Generative AI (GenAl) is significantly less
comprehensive (Liu and Zhong, 2024). This lack of knowledge and
technological skill is perceived as a major challenge (Zulkarnain and
Md Yunus, 2023), although some studies found participants rated
their knowledge level as average (Smarescu et al., 2024).

Teachers also perceive significant challenges and concerns
associated with Al integration (Liu and Zhong, 2024; Lee et al., 2024).
Among the most prominent worries are academic integrity and
plagiarism, and concerns about the accuracy and reliability of content
generated by AL There is also apprehension about students potentially
becoming overly reliant on technology, leading to a decrease in their
creativity and autonomy (Liu and Zhong, 2024). Lack of adequate
institutional support and professional development is a frequently
mentioned challenge (Smarescu et al., 2024). Practical issues like
difficulties with class control, content distraction, poor internet
connectivity, lack of infrastructure, teacher burnout/workload, and
even computer anxiety are also reported challenges (Zulkarnain and
Md Yunus, 2023). Ethical issues are a broader concern, encompassing
potential bias in Al, security risks, and the need for establishing
responsible standards for Al use (Lee et al., 2024; Yusuf et al., 2024).

Equally important, there is a clear perceived need for more support
and training for teachers (Liu and Zhong, 2024): teachers express a
desire for free access to Al resources, guidance on usage, technical
support, and the development of practical teaching and assessment
systems that integrate AL Similarly, Smarescu et al. (2024) argued that
enhancing teacher training can mitigate fears and misconceptions.

Recent studies have increasingly highlighted the urgent need to
incorporate Al literacy into teacher education programs. Ravi et al.
(2023) pointed out that, while interest in Al among educators is growing,
many feel underprepared to integrate it into their teaching practice due
to limited exposure and lack of structured training. Similarly, Hur (2024)
emphasized that although teachers recognize the relevance of Al,
professional development opportunities remain fragmented and
insufficient, often focusing more on technical tools than on pedagogical
or ethical implications (Arroyo-Sagasta, 2024). Some authors noted that
most existing training initiatives still lack a coherent framework and fail
to address age-appropriate pedagogical strategies, particularly for
compulsory education (Lee et al., 2024; Liu, 2024). In this regard, Dilek
et al. (2025) proposed a scaffolded model of teacher training that
gradually builds both technical understanding and reflective
competence, adapting to teachers’ prior experience and subject area.
Finally, Eun and Kim (2024) provided empirical evidence that targeted
and practice-based training programs can significantly enhance teachers’
confidence and readiness to engage with Al in the classroom. Together,
these contributions suggested that, while awareness of the importance of
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Al training is growing, there is still a pressing need for more systematic,
pedagogically grounded, and context-sensitive approaches to preparing
educators for the challenges and opportunities of Al in education.

While much of the current discourse on Al training for teachers
focuses on secondary or higher education, there is a growing consensus
that AT literacy must be addressed from the earliest stages of schooling.
Liu (2024) underscored that neglecting primary education in Al-related
teacher training represents a missed opportunity to build foundational
understanding and ethical awareness from a young age.

1.4 Measurement approaches in Al literacy
research

Understanding how individuals perceive, interact with, and reflect
on Al requires the use of valid and reliable measurement instruments. In
recent years, various studies have proposed different approaches to
operationalize constructs such as Al literacy, awareness, attitude, and
trust. These constructs are central to understanding how people engage
with AI and how educational interventions might influence such
engagement. For instance, Scantamburlo et al. (2025), in the PAICE study,
provided a large-scale European framework for measuring Al awareness,
attitudes toward Al use in different sectors, and trust in institutions
involved in AI governance. Similarly, Nong et al. (2024) developed and
validated a multidimensional scale to assess Al literacy, incorporating
conceptual knowledge, ethical awareness, and confidence in using Al
tools. Krause et al. (2025) also contributed to this field by analyzing how
generative Al impacts perceptions and behaviors in higher education,
linking constructs such as perceived usefulness, ease of use, and
transformative potential. These contributions provide a robust foundation
for the design and interpretation of empirical studies in Al literacy and
inform the measurement approach adopted in the present research.

2 Materials and methods

This study aims to investigate the effectiveness of a foundational
training program on Al delivered within the Artificial Intelligence in
Education module of the Digital Innovation specialization in the
Primary Education Bachelor’s Degree at Mondragon Unibertsitatea.
The training consisted of an 8-h session designed to introduce key Al
concepts and systems, fostering Al literacy among pre-service primary
school teachers. The study examines how this training influences
students’ levels of awareness, attitudes, and trust toward Al and aims
to evaluate the effectiveness of the instructional approach implemented.

To this end, the study addresses the following research questions:

1 To what extent does participation in an 8-h foundational AI
training program affect students’ awareness, attitudes and trust
toward AI?

2 How do the post-intervention perceptions of Al among students
of the Digital Innovation specialization compare to those of the
general European population, as reported in large scale studies?

Based on this questions, the study pursues the following objectives:

o To evaluate the effect of a foundational Al training program on
students’ levels of awareness, attitudes and trust regarding AL
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o To compare, at a descriptive level, the post-intervention
perceptions of future primary school teachers with those reported
by European citizens.

o To reflect on the effectiveness of the instructional approach and
identify key elements for designing future training programs
aimed at equipping pre-service and in-service teachers to
promote Al literacy from early educational stages.

In line with these objectives and grounded in prior research on Al
literacy and acceptance, the following hypotheses are proposed:

HI: Participation in the foundational Al training program will
lead to a statistically significant increase in students’
awareness of Al.

H2: Participation in the training will result in a statistically
significant positive change in attitudes toward Al

H3: The training will significantly improve students’
trust in AL

H4: Compared to the general European population, students
in this study will demonstrate higher post-intervention levels of
awareness and attitude due to the focused nature of the training
they received.

2.1 Research analysis

This study adopted a quantitative research approach. A quasi-
experimental research design with a pre-test-intervention-post-
test structure was employed. Although the pre- and post-
intervention questionnaires were administered to the same group
of participants, the data were collected anonymously and without
individual coding. As a result, responses could not be matched at
the individual level. For this reason, statistical analyses comparing
pre- and post-test results were conducted using methods
appropriate for independent samples, focusing on aggregated
group-level changes.

2.2 Sample and participants

This study employed a convenience sample, composed of 60
students enrolled in the Digital Innovation specialization of the
Primary Education Degree of Mondragon Unibertsitatea (2023/24
and 2024/25). Participation was voluntary and limited to those who
agreed to complete both intervention and associated assessments. No
compensation was provided. All students completed the pre-test
questionnaire, but only 48 of them participated in the post-test,
resulting in a partial response rate for the second measurement point.
This discrepancy reflects both attrition and voluntary participation
patterns, and it was considered when interpreting the results. Given
that all students enrolled in the specialization were included, no
further sampling procedures were implemented.

2.3 Data collection tool

Data was collected using a self-administered online questionnaire.
The questionnaire titled “PAICE - Perceptions about Al in Citizens of
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Europe” is validated (Scantamburlo et al., 2025) and consisted of 14
items including Likert scale, dichotomous, multi-response items, and
ranking (Figure 2). These items were organized according to three
dimensions: awareness, attitude, and trust regarding AL The
instruments were a pre-test and a post-test, which were identical
forms of a validated questionnaire to measure the dependent variables
of the study. To ensure comparability, the pre- and post-intervention
assessments were conducted using the same questionnaire instrument.

2.4 Intervention design

Between the pre- and post-test, participants completed an 8-h
training session focused on Al literacy. The session introduced
foundational concepts such as the principles of machine learning, how
these systems are trained using data, and the distinction between
different types of AL Rather than focusing on advanced technical
details, the training prioritized a clear and accessible understanding
of how current Al systems function and are integrated into everyday
tools, aligning with Kong et al. (2024), who consistently identify
conceptual understanding as the foundational level of Al literacy
(cognitive dimension).

Delivered in person, the session interwove explanatory content,
illustrative examples, and practical exercises to support
comprehension, which simultaneously nurtured the metacognitive
and affective dimensions of Al literacy (Kong et al., 2024). Table 1
provides an overview of the content areas covered during the
intervention, along with a description of each topic and the

corresponding PAICE questionnaire’s dimensions targeted.

2.5 Data collection procedure

The questionnaire was hosted on a secure online platform
(Encuesta.com). Invitations containing a link to the survey were

10.3389/feduc.2025.1668078

provided to the target student population through the course
(LMS)
Unibertsitatea. A brief explanation of the studys purpose,

Learning Management System of Mondragon
estimated completion time, and clear statements regarding
voluntary participation, anonymity, and confidentiality of
responses were provided at the beginning. Participants were
required to provide electronic informed consent before accessing
the questions.

Once the pre-test questionnaire was completed and following the
intervention, the identical questionnaire (post-test) was administered
to the same participants using the same LMS. Only the research team
had access to the collected data.

2.6 Data analysis

All statistical analyses were conducted using Jamovi (version
2.6.26). In addition, Python was employed for data preprocessing, the
calculation of Cronbach’s alpha for internal consistency, and the
generation of visualizations.

Descriptive statistics (means, standard deviations, frequencies,
and percentages) were computed to summarize participant responses
at both measurement points. Although the pre- and post-test
responses were collected from the same population, the lack of
individual identifiers prevented a paired analysis.

Before examining the specific dimensions and their items, an
overview was provided of how the Likert-scale items were analyzed.
Initially, the data were assessed for normality using skewness and
kurtosis statistics. For items that met the assumption of normality,
Levene’s test was conducted to evaluate the homogeneity of
variances. Based on the results of these assumption checks,
appropriate inferential tests were selected following the parametric
or non-parametric approach. Specifically, when both normality
and homogeneity of variances were confirmed, the parametric
Student’s t-test was used. In cases where normality was confirmed

Question Type

Description

Likert scale

Q1: Knowledge about Al
Q3: Impact of Al on daily life (repeated for control question)
Q5: Awareness of interaction with products incorporating Al
Q7: Awareness of the application of Al in different sectors across Europe

Dichotomous

Awareness

Q4: Knowledge about three specific European initiatives: the General Data Protection Regulation
(GDPR), the Ethics Guidelines for Trustworthy Al, the proposal of an Al regulation

Multi-response

Q6: Awareness of products embedding Al

Likert scale

Attitude

Q2: General attitude towards Al

Q8: Attitude towards the application of Al in specific sectors

QO: Perceived comfort with a scenario applying Al to job recruitment

Q10: Perceived comfort with a scenario applying Al to energy consumption

Likert scale

Trust

Q12: Importance of specific policy measures to increase trust
Q13: Importance of education to increase trust in Al
Q14: Trust in entities that may ensure a beneficial use of Al

Ranking

Ql1: The three most important ethical requirements derived from [4] in relation to the
aforementioned scenarios (i.e. Q9 and Q10)

FIGURE 2

PAICE questionnaire design and structure. Source: Scantamburlo et al. (2025, p. 5).
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TABLE 1 Overview of Al literacy training content and dimensions targeted.

10.3389/feduc.2025.1668078

Content area Description Targeted PAICE dimension
Introduction to Al and machine learning Historical context, definitions, basic AI taxonomy Awareness
How Al systems learn from data Supervised/unsupervised learning, data quality, algorithmic bias Awareness

Al in everyday life

communication...

Examples from education, health, entertainment,

Awareness + Attitude

Ethical and social implications

Bias, fairness, transparency, misinformation

Awareness + Attitude + Trust

Reflective activities and group discussion

education

Personal experiences, critical perspectives on Al adoption in

Awareness + Attitude + Trust

TABLE 2 Changes in Al awareness before and after intervention — Likert items Q1, Q3, Q5.

Linkert items

Inferential test

interaction with products

incorporating Al

Q1. Knowledge about AI 2.63 0.712 3.40 0.676 0.001 T-student

Q3. Impact of Al on daily 3.68 0.813 4.10 0.905 0.012 T-student

life

Q5. Awareness of 3.05 0.877 3.54 0.874 0.003 U Mann-Whitney

but equal variances could not be assumed, Welch’s t-test was
applied. Conversely, when the assumption of normality was
violated, the non-parametric Mann-Whitney U test was employed
to compare groups. The significance threshold for all tests was set
at a < 0.05.

In case of dichotomous items, a chi-square test of independence
was used to compare the proportion of affirmative responses (“yes”)
before and after the intervention. This approach treats the two datasets
as independent samples, enabling the detection of significant
differences in overall response distributions.

For multiple-response and ranking items, the proportion of
participants who selected each option was calculated separately for the
pre- and post-test. These proportions were then compared to
identify changes.

3 Results

This section presents the findings from the study on university
students participating in Digital Innovation speciality, focusing on
their awareness, attitude, and trust regarding A, dimensions utilized
in Scantamburlo et al. (2025). The results are presented in two parts:
a pre-post analysis of the study group and a comparison of the study
group’s perceptions with those of European citizens surveyed by
Scantamburlo et al. (2025).

3.1 Pre-post analysis of digital innovation
students

Descriptive statistics (means, standard deviations) and inferential

statistics (t-tests, t-Welch and U-Mann-Whitney) were used to
compare pre- and post-intervention scores on each dimension.
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3.1.1 Awareness

As shown in Table 2, three general items from the awareness
dimension (Q1: Knowledge about AL Q3: Impact of Al on daily life,
and Q5: awareness of interaction with products incorporating Al)
showed statistically significant differences (p < 0.05), indicating an
overall increase in participants’ self-reported awareness following
the intervention.

Results for Q7 explore awareness of Al applications across
different sectors in Europe. This item was broken down into ten
sub-items, each referring to a specific sector: healthcare, insurance,
agriculture, finance, military, law enforcement, environmental,
transportation, manufacturing industry and human resource
management. Among these, five sectors showed statistically significant
(p < 0.05)
enforcement and environmental—, while the other five did not yield
significant changes (p > 0.05).

Q4 assessed participants’ awareness about AI related

differences —healthcare, insurance, finance, law

regulation (Table 3). The results showed no significant change
(p > 0.05) in awareness of the General Data Protection Regulation
(Q4_1). In contrast, statistically significant increases were
observed in awareness of both the Ethics Guidelines for
Trustworthy AI (Q4_2) and the proposal for an AI regulation at
the European level (Q4_3), p < 0.05 in both cases. These findings
indicate that the intervention was particularly effective in raising
awareness of recent or less familiar European initiatives in
Al governance.

Q6 assessed participants’ awareness of 16 different products or
applications embedding Al, using a multi-response format. As shown
in Figure 3, all 16 items showed an increase in the proportion of
participants who reported being aware of these Al-enabled products
after the intervention. These consistent results suggest a broad and
generalized improvement in awareness of how Al is embedded in
everyday technologies (Table 3).
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TABLE 3 Statistically significant differences in awareness of European Al initiatives.

X2 p
Q4_1. Knowledge about General Data Protection Regulation (GDPR) 0.477 0.490
Q4_2. Knowledge about Ethics Guidelines for Trustworthy AT 39.9 <0.001
Q4_3. Knowledge about Proposal for a Regulation on Al 329 <0.001

Values in bold denote statistically significant differences at the p < .05 level.
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FIGURE 3
Changes in consciousness of using Al before and after intervention.

o
N
o

M post Mpre

0,50 0,60

o
N
o

0,80 0,90

3.1.2 Attitude

Table 4 displays the results for the general items included in this
dimension: Q2 (General attitude toward AI), Q9 (Perceived comfort
with a scenario applying Al to job recruitment), and Q10 (Perceived
comfort with a scenario applying AI to energy consumption).
Statistically significant differences (p < 0.05) were observed for Q2 and
Q9, indicating a positive shift in participants’ attitudes and comfort
levels in those specific contexts. In contrast, Q10 did not show a
statistically significant difference (p > 0.05).

As with item Q7 in the awareness dimension, the results for
Q8 varied across sectors. While some sectors showed significant
changes in participants’ attitudes after the intervention (p < 0.05)
—healthcare, finance, military, environmental, manufacturing
industry and human resource management—, others did not
(p > 0.05).

3.1.3 Trust

Table 5 presents the results for the trust dimension, including
general items and their respective sub-categories. Specifically, Q12
assessed the perceived importance of various policy measures to
increase trust in AI, while Q14 focused on trust in different types of
entities that may ensure a beneficial use of AL Q13 measured the
perceived importance of education in fostering trust in Al Across all

Frontiers in Education

sub-items of Q12 and Q14, as well as Q13, no statistically significant
differences were observed (p > 0.05).

While no statistically significant changes were observed in Likert-
scale items related to trust (Q12, Q13 and Q14), Ql1—presented as a
ranking task rather than a Likert-scale item—provides further insight
into participants’ trust-related priorities (see Figure 4). This question
asked participants to rank several criteria in terms of their importance
for building trust in AL The results show a mixed pattern: some criteria
were ranked more highly after the intervention, suggesting a rise in their
perceived importance, while others saw a decrease in their relative
position. This lack of uniformity indicates that the intervention may have
prompted participants to reconsider their trust-related priorities,
although not in a consistent direction across the entire group.

Given the nature of the data (ordinal rankings rather than scale
ratings), these changes are interpreted descriptively and are not
included in the statistical tests applied to the Likert-based items.

3.2 Comparative analysis with the PAICE
European study

To contextualize the findings of the current study, we conducted
an additional comparative analysis using aggregated data from the
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TABLE 4 Changes in attitude toward Al before and after intervention — Likert items Q2, Q9, Q10.

Inferential
test

Q2. General attitude toward Al 3.63 0.637 3.96 0.509 0.004 T Welch

Q9. Perceived comfort with a scenario applying Al to job recruitment 337 0.928 3.02 0.827 0.047 T Welch

Q10. Perceived comfort with a scenario applying Al to energy consumption 3.53 0.830 343 0.881 0.551 T Student

Values in bold denote statistically significant differences at the p < .05 level.

TABLE 5 Changes in trust in Al before and after intervention — Likert items Q12, Q13, Q14.

Linkert items Inferential
test

Q12. Importance of ... to increase trust in Al:

QI12_1. A set of laws enforced by a national authority which guarantees ethical 3.84 0.914 3.95 0.680 0.489 T Welch

standards and social responsibility in the application of AL

Q12_2. Voluntary certifications released by trusted and competent agencies which 3.69 0.681 3.71 0.787 0.882 T student

guarantee ethical standards and social responsibility in the application of AL

Q12_3. Having independent expert entities that monitor the use and misuse of Al in 3.84 0.768 3.93 0.654 0.538 T student

society, including the public sector, and inform citizens.

Q12_4. The adoption and application of a self-regulated code of conduct or a set of 3.69 0.690 3.87 0.726 0.219 T student

ethical guidelines when developing or using AI products.

Q12_5. The provision of clear and transparent information by the provider that 3.88 0.781 3.95 0.776 0.622 T student

describes the purpose, limitations and data usage of the AI product.

QI2_6. The creation of design teams promoting diversity and social inclusion (e.g., 3.93 0.753 3.87 0.757 0.676 T student

gender wise, different expertise, ethnicity, etc) and the consultation of different

stakeholders throughout the entire lifecycle of the AI product.

Q13. Importance of education to increase trust in Al 4.26 0.715 4.27 0.688 0.954 T student

Q14. Trust in entities that may ensure a beneficial use of Al:

Q14_1. National Governments and public authorities 3.16 0.812 3.40 0.863 0.143 T student

Q14_2. European Union (including European Commission/European Parliament) 3.52 0.863 3.62 0.834 0.536 T student

Q14_3. Universities and research centres 4.07 0.623 4.07 0.695 0.988 T student

Q14_4. Consumer associations, trade unions and civil society organisations 3,51 0.690 3.64 0.645 0.318 T student

Q14_5. Tech companies developing AI products 3.70 0.925 3.84 1.07 0.471 T student

Q14_6. Social media companies 3.14 1.03 3.54 1.11 0.059 T student

PAICE project (Scantamburlo et al., 2025), which surveyed over 4,000
European citizens across eight countries. While individual-level data
were not available, the published aggregate results offer a valuable
benchmark for interpreting our local findings.

For each of the three core dimensions —awareness, attitude, and
trust— visual comparisons between the results of our study and those
reported in PAICE were created. This comparison was performed item
by item, where possible, using bar Figures to highlight patterns and
discrepancies in response distributions.

Although no statistical inference is possible due to the lack of raw
data from PAICE, this visual and descriptive comparison offers
meaningful insights into how our participants’ perceptions align with
or diverge from broader European trends. Particular attention was
paid to items where our intervention appeared to produce significant
shifts, allowing for reflection on context-specific effects and possible
implications for Al literacy and policy at the local level.

Frontiers in Education

For this comparison, we used the post-intervention results from
our study, as they reflect the participants’ perceptions after being
exposed to the educational intervention. This choice allows us to
examine whether, and to what extent, the intervention brought
participants’ levels of awareness, attitude, and trust closer to or further
from those observed in the broader European population, as reported
in the PAICE study (Scantamburlo et al., 2025).

3.2.1 Awareness

Figure 5 displays our participants’ distribution of responses to the
awareness items, in comparison with the corresponding results
reported in the PAICE study. Clear differences can be observed
between the two.

Notably, self-assessed knowledge about AI (Q1) is substantially
higher in Digital Innovation students’ post-test sample, with 50%
rating their knowledge as high (levels 4-5), compared to only 20.9%

frontiersin.org


https://doi.org/10.3389/feduc.2025.1668078
https://www.frontiersin.org/journals/education
https://www.frontiersin.org

Bilbao-Erafia and Arroyo-Sagasta 10.3389/feduc.2025.1668078

Societal and environmental impact of the Al application.
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FIGURE 4
Changes in the ranking of trust-related priorities before and after intervention.

Awareness
Q1-Knowledge about Al 50.0% 39.6% 10.4%
Q3 - Perception of Al impact _ 31.2% 22.9% E
Q5 - Awareness of interacting with Al - 48.9% 38.3% E
Q7_1 - Awareness of Al in Healthcare _ 50.0% 20.8%
Q7_2 - Awareness of Al in Insurance _ 45.8% 18.8% 6.2%
Q7_3 - Awareness of Al in Agriculture _ 36.2% 21.3% 17.0% I
Q7_4 - Awareness of Al in Finance _ 37.0% 15.2% 4.3%
Q7_5 - Awareness of Al in Military _ 29.8% 19.1% 8.5%
Q7_6 - Awareness of Al in Law enforcement _ 43.8% 16.7% 4.2%
Q7_7 - Awareness of Al in Environmental _ MN.7% 18.8%
Q7_8 - Awareness of Al in Transportation _ 48.9% 12.8% E
Q7_9 - Awareness of Al in Manufacturing _ 35.4% 22.9% 4.2%
Q7_10 - Awareness of Al in Human resources _ 50.0% 20.8% 6.2% I
0 20 40 60 80 100
Percentage (%)
I 5 (e.g. very important) 4 3 2 I 1 (e.g. notimportant at all)
FIGURE 5
Responses to Likert scale items associated with awareness.
in the European sample. Similar trends are observed in perceived ~ 3.2.2 Attitude
awareness of interacting with AI (Q5) and the perceived impact of Al As shown in Figure 6, Digital Innovation students

in daily life (Q3). Moreover, the awareness of Al use across sectors (Q7  report a consistently more positive attitude toward AI across most
items) appears consistently higher in our sample. items.
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Attitude
Q2 - Attitude towards Al - 74.5% 14.9%
Q8_1 - Attitude towards Al in Healthcare _ 54.2% 14.6% 6.2%
Q8_2 - Attitude towards Al in Insurance _ 54.2% 20.8% 6.2%
Q8_3 - Attitude towards Al in Finance - 57.4% 21.7%
Q8_4 - Attitude towards Al in Finance _ 52.1% 20.8%
Q8_5 - Attitude towards Al in Military - 51.1% 29.8% 6.4% .
Q8_6 - Attitude towards Al in Law enforcement _ 41.3% 26.1% 8.7% I
Q8_7 - Attitude towards Al in Environmental _ 59.6% 12.8% I
Q8_8 - Attitude towards Al in Transportation _ 45.8% 20.8% 8.3% I
Q8_9 - Attitude towards Al in Manufacturing _ 48.9% 23.4% I
Q8_10 - Attitude towards Al in Human resources _ 43.8% 29.2% 6.2% I
Q9 - Comfort with Al in Job recruitment - 45.7% 28.3% 17.4% I
Q10 - Comfort with Al in Energy Consumption - 48.9% 29.8% 12.8%
0 20 40 60 80 100
Percentage (%)
I 5 (e.g. very important) 4 3 2 N 1 (e.g. notimportant at all)
FIGURE 6
Responses to Likert scale items associated with attitude. Low-scale values (1 and 2) are represented by red colors, while high-scale values (4 and 5) are
represented by blue colors. ltem Q8 is split into subitems regarding the attitude toward Al in ten different sectors

For instance, general approval of Al (Q2) reached 85.1% in
our post-test, considerably higher than the 63.4% reported in
PAICE. Additionally, sector-specific attitudes (Q8) were markedly
more favorable in our group, particularly in the environmental
(83%) and human resources (67.7%) domains, the latter of which
had received the lowest approval in PAICE (47.3%). Similarly,
levels of comfort with Al applied to job recruitment and energy
consumption (Q9, Q10) were either similar or slightly higher in
our study.

3.2.3 Trust

In the trust dimension, the post-intervention results from our
sample of Digital Innovation students were largely aligned with those
from the PAICE European study. As shown in Figure 7, the perceived
importance of various policy measures (Q12 items) and the role of
education (Q13) in building trust were consistently rated highly, with our
sample even surpassing the European average in most cases. Regarding
Q13, specifically, 86.7% of our participants rated education as important
or very important for fostering trust in AI, compared to 71.4% in PAICE.

Similarly, the perceived trustworthiness of universities and
research centers (Q14_3) was higher in our group (84%) than in
the European sample (67%). Interestingly, trust in social media
companies (Q14_6) was also considerably higher in our group
(63% vs. 35%), which may reflect demoFigureic or cultural
differences (Figure 7).
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4 Discussion

The findings from this study indicate that the training program
based on AI foundations significantly improved participants’
awareness and attitudes toward AI, while dimension of trust did not
show a statistically significant change. These results offer valuable
insights into how different aspects of Al literacy are influenced by
training programmes and highlight potential areas requiring further
pedagogical attention.

The observed significant improvement in Digital Innovation
students’ awareness aligns with the primary objective of Al literacy
training: building a conceptual understanding of Al. Frameworks of
Al literacy consistently identify conceptual understanding as a crucial
component, enabling individuals to comprehend Al principles and
evaluate Al in their lives (Kong et al., 2024; Krause et al., 2025; Nong
et al., 2024). Teaching core concepts of Al even without focusing on
complex mathematical concepts, is known to lower the entry barrier
to Al literacy (Kong et al., 2022; Kong et al., 2024; Organization for
Economic Co-operation and Development - OECD, 2025a). Our
results support that direct instruction on the basics of Al effectively
enhances participants’ knowledge about what Al is and what it can do.
This improvement is consistent with findings from prior studies. Kong
etal. (2022, 2024) reported significant gains in participants’ conceptual
understanding of Al and its applications, including ethical awareness
and problem-solving ability. Similarly, Zhang et al. (2024) found that
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Trust
Q12_1 - Aset of laws bay national authorities 54.5% 25.0%
Q12_2 - Voluntary certifications by competent agencies 44.4% 35.6% 4.4%
Q12_3 - Independent and competent entities monitoring Al - 57.8% 24.4%
Q12_4 - Self-regulated code of conduct _ 53.3% 26.7%
Q12_5 - Transparent information by Al providers _ 47.7% 25.0%
Q12_6 - Diverse design teams and consultation of stakeholders _ 48.9% 28.9%
Q13 - Education on Al would improve trust _ 46.7% 13.3%
Q14_1 - National governments . 48.9% 31.1% 13.3% I
Q14_2 - European Union - 48.9% 33.3% 4.4%.
Q14_3 - Universities and research centers _ 59.1% 13.6%
Q14_4 - Consumer associations - 53.3% 37.8%
Q14_5 - Tech companies _ 35.6% 24.4% 4.4%.
Q14_6 - Social media companies - 47.8% 21.7% 6.5% -
0 20 40 60 80 100
Percentage (%)
EE 5 (e.g. very important) 4 3 l 2 EEE 1 (e.g. notimportant at all)
FIGURE 7
Responses to Likert scale items associated to trust. Low-scale values (1 and 2) are represented by red-like colors, while high-scale values (4 and 5) are
represented by blue-like colors. ltem Q12 is split into subitems regarding the perceived importance of six different policy measures. ltem Q14 is split
into subitems related to the perceived trust in six different entities.

students developed a deeper understanding of AI concepts and
recognized its relevance in their lives. Finally, the result of item Q16 also
indicates awareness of the influence of Al in people’s lives. In line with
the findings of Zhang et al. (2024), the level of awareness of Al use in all
applications and tools has increased following the intervention. Overall,
these studies support the improvements observed in this study with
regard to awareness.

The positive shift in participants’ attitudes toward Al after the
training is consistent with the findings in the literature that link
cognitive understanding with affective dimension. Attitude is often
associated with the affective dimension of Al literacy, which includes
psychological readiness and empowerment (Pinski and Benlian, 2024).
Kong et al. (2024) emphasized that understanding the value and societal
impact of AI contributes to shaping this dimension. By providing
foundational knowledge —what Pinski and Benlian (2024) defined as
cognitive dimension- the training likely enhanced participants’
perception of AT’s relevance and potential benefits, thereby fostering a
more positive attitude. This is further supported by empirical findings:
Zhang et al. (2024) observed a more positive attitude among students
toward Al and its role in their future careers; Scantamburlo et al. (2025)
found that perceiving greater advantages of Al predicts intention to use
it; and Schiavo et al. (2024) confirmed a positive relationship between
Al literacy and acceptance. In line with this, Moravec et al. (2024)
pointed out that strengthening Al literacy helps individuals better
understand the role of Al in daily life, which can also contribute to
shaping more favorable attitudes. Although the training program
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focused primarily on conceptual understanding, the improvement
observed in the attitude dimension suggests that cognitive learning may
also influence affective responses to AL

In contrast to other dimensions, no significant change is observed
in participants’ trust in Al At first glance, these results may appear to
contrast with those of Kong et al. (2022), who found a significant
increase in ethical awareness following an Al literacy intervention.
However, two important differences should be considered. First, the
training program presented by Kong et al. (2022) lasted 30 h, compared
to the 8-h intervention delivered in the present study. Second, that
training explicitly addressed ethical considerations as part of the
curriculum, while the intervention reported in this study focused
primarily on conceptual and technical aspects of Al These differences
in content and scope likely explain the contrast in outcomes.

One notable finding regarding the development of trust,
connected with the affective dimension of Al literacy according to
Pinski and Benlian (2024), concerns the perceived importance of
education. The obtained results are consistent with the work of Liu
and Zhong (2024), who also highlighted the need for greater
support and training for teachers. Participants in this study
demonstrated a strong belief in the role of education fostering trust
toward Al, with 86.7% indicating that education on AI would
be important or very important for increasing trust. This is
significantly higher than the 71.4% reported by Scantamburlo et al.
(2025). This difference might suggest a particularly strong
conviction among the Digital Innovation students regarding the
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power of educational initiatives to build confidence and mitigate
concerns about AL

Furthermore, universities and research centers are often perceived
as highly trusted entities to ensure beneficial development and use of AI
(Scantamburlo et al., 2025). The strong interest in further training
observed in other studies (Smarescu et al., 2024) reinforces the idea that
educators recognize the need for development in this area. Interestingly,
84% of participants in this study rated universities and research centers
with a score of 4 or higher on the Likert scale in terms of trust in their
role in Al governance (Q14_3), a notably higher proportion than the
67% reported in the broader European sample from Scantamburlo et al.
(2025). This elevated level of trust among pre-service teachers may
reflect their closer relationship with academic institutions, its
commitment to education, and the relevance of these entities in their
own professional development. It also resonates with the perspective
advanced by Chan (2023), who argues that universities play a key role
in promoting a comprehensive and ethical approach to AI education.
Through structured training and critical engagement with Al
concepts—particularly teachers’ initial training—higher education
institutions are perceived not only as sources of knowledge, but also as
agents of responsible and trustworthy Al stewardship.

5 Conclusion

This study aimed to evaluate the impact of foundational AI
training on the AI literacy of Digital Innovation specialization
pre-service teachers, focusing on the dimensions of awareness,
attitude, and trust, as conceptualized within frameworks such as
those proposed by Kong et al. (2024) and Scantamburlo
et al. (2025).

The findings show clear gains in awareness and a markedly more
positive attitude toward AL Trust, however, exhibited only a marginal
movement, suggesting that cognitive gains do not automatically
translate into affective and social confidence. These results underline
a key pedagogical implication: Al literacy requires more than
conceptual instruction and must articulate cognitive, social and
ethical aspects, as Lee et al. (2024) have already pointed out. Also
points to the need for effective pedagogical approaches that
successfully translate awareness into increased confidence and trust
(Smarescu et al., 2024).

All these findings point to the need for longer-term, multifaceted
interventions that combine conceptual knowledge, ethical reflection,
and critical thinking. They also suggest that different dimensions of
Al perception—awareness, attitude, and trust—evolve at different
paces and may require distinct pedagogical strategies. So, moving
from “knowing about AI” to “feeling confident in AI” demands
learning experiences that integrate ethical reflection, critical dialogue,
and opportunities to interrogate real-world use cases (Smarescu
etal., 2024).

In line with this, Al literacy should be embedded not only in
initial and in-service teacher education, but also across the broader
school curriculum —from early childhood to primary and
secondary education— to foster a critically engaged and Al-literate
citizenry (Organization for Economic Co-operation and
Development - OECD, 2025a). The urgency of this educational
shift is further underscored by the OCDE’s announcement that AI
literacy will be incorporated into the new PISA 2029 Innovative

Domain on Media & Artificial Intelligence Literacy (MAIL),
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placing new demands on education systems and teacher
preparation programs (Organization for Economic Co-operation
and Development - OECD, 2025b).

Despite these valuable insights, this study has several limitations
that must be acknowledged. First, the relatively small and
homogeneous sample —involving students from a single
specialization— limits the representativeness of the study and the
generalizability of the findings to broader educational or
professional populations. Second, the anonymity of the data
collection in the pre- and post-intervention phases —while ethically
appropriate— prevented the matching of individual responses
across time points. As a result, paired-sample statistical tests could
not be used, and independent-sample comparisons were employed
instead. This limitation reduces the statistical power of the analysis
and limits the ability to measure individual change over time. Third,
the short duration and specific structure of the intervention may
have constrained its impact, particularly regarding the dimension
of trust. Trust in Al is inherently complex and context-dependent,
influenced by external factors such as media discourse, cultural
attitudes or personal experiences with Al systems, elements that
were beyond the scope of this study. These limitations highlight the
need for further research in order to explore the effectiveness of
longer or differently structured programs, especially those explicitly
incorporating modules on Al ethics and governance.

Building on these findings and limitations, future research
should explore the impact of longer-term and multi-phase
interventions that combine conceptual understanding with ethical
reflection and opportunities for critical engagement. Particular
attention should be given to designing interventions or
programmes that explicitly address AI governance and ethics, as
these may play a crucial role in fostering trust. Moreover,
comparative studies across different educational levels, disciplines,
and professional backgrounds would help determine how AI
literacy influences awareness, attitude, and trust in diverse
contexts. To advance a more integrated and holistic approach of AI
literacy, future studies should also examine the interrelationships
between the cognitive, affective, social (including trust), and
metacognitive dimensions using comprehensive frameworks
(Kong et al., 2024). Finally, mixed-methods approaches, combining
quantitative and qualitative tools, could shed light on the subtle
processes through which learners learn and respond to
Al-related knowledge.
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