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Introduction
Rocks are subjected to pressure and temperature underground. In situ mechanical properties of organic shales are of principal importance in unconventional reservoir exploration and production, CO2 sequestration, and geothermal energy exploitation.
Methods
To better understand the combined effects of temperature and confining pressure on anisotropic mechanical properties, we perform a series of triaxial tests on two pairs of organic shales at temperatures ranging from 25 °C to 105 °C and confining pressures varying from 5 MPa to 45 MPa. Both static and dynamic mechanical properties (Young’s modulus and Poisson’s ratio) are investigated.
Results
The experimental results suggest that the increasing confining pressure and temperature increase and decrease dynamic Young’s moduli, respectively, but jointly increase the apparent static Young’s moduli. The temperature effect on dynamic properties is weakened, while that on static properties is increased by the increasing confining pressure. In contrast, an increase in temperature increases confining pressure effects on both dynamic and static properties. Additionally, due to the existence of bedding planes, compaction and thermal expansion caused by the increasing confining pressure and temperature are anisotropic. With increased confining pressure, the anisotropy of dynamic properties decreases while that of static properties increases, with a tendency to approach each other at the maximum confining pressure. However, the anisotropies of dynamic and static properties tend to diverge from each other with increasing temperature. Moreover, although dynamic properties are characteristically greater than static ones, the correlation coefficients between dynamic and static Young’s moduli are highly affected by the applied confining pressure and temperature. Ignoring either effect would result in an overestimation of the correlation coefficient.
Discussion
The findings provide an innovative approach to jointly evaluate the effects of temperature and confining pressure effects on dynamic–static correlations in anisotropic shales, although limited samples and measurement constraints might create limitations in geoengineering applications.
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1 INTRODUCTION
Understanding the in situ mechanical properties of organic-rich reservoir shales is of considerable significance in numerous geoengineering applications, such as unconventional reservoir exploration and production (Zhao et al., 2016), environmental geomechanics (Castelletto et al., 2013), geothermal energy, greenhouse gas sequestration (Arif et al., 2017), and deep mining. Mechanical properties of rock materials, like Young’s modulus and Poisson’s ratio, could be determined by either the stress–strain relation (i.e., static measurement) or the propagating elastic wave velocities (i.e., dynamic measurement). Both dynamic and static properties are sensitive to the ambient environment subjected to rocks, such as confining pressure and temperature (Vernik and Nur, 1992; Niandou et al., 1997; Sone and Zoback, 2013; Blake and Faulkner, 2016). The primary focus of this study is to systematically explore the combined effects of confining pressure and temperature on both dynamic and static properties of anisotropic shales.
The pressure and temperature effects on rock properties have long been investigated from the dynamic (Mobarak and Somerton, 1971; Timur, 1977; Johnston, 1987; Wang and Nur, 1988) or static (Jones and Nur, 1983; Hassanzadegan et al., 2012; Masri et al., 2014; Zhang et al., 2015; Herrmann et al., 2018) perspective. From a dynamic aspect, a general conclusion is that ultrasonic velocities or dynamic moduli increase with increasing confining pressure and decrease with increasing temperature. The pressure dependence of dynamic properties is typically attributed to microcrack closure and changes in grain-to-grain contact (King, 1966; Wang et al., 2020a), whereas the temperature dependence is caused by softening of mineral grains or grain boundaries (Kern, 1978; Wang and Nur, 1988; Hassanzadegan et al., 2012). Nevertheless, the confining pressure and temperature dependencies of static mechanical properties are complex. Masri et al. (2014) conducted triaxial compression tests on Tournemire shales at different confining pressures while increasing temperatures up to 250 °C. They observed significant decreases in the static Young’s modulus with increasing temperature. Herrmann et al. (2018) performed deformation tests on Posidonia and Bowland shales at both ambient and in situ conditions. They found that the static Young’s modulus and compressive strength are strongly dependent on the confining pressure, while the rising temperature only has a minor influence on them.
Correlations between in situ dynamic and static mechanical properties are of great significance in many geoengineering applications, like wellbore stability, hydraulic fracturing, and reservoir modeling (Barree et al., 2009; Sone and Zoback, 2013; Vernik, 2016). Many scholars focus on investigating the mismatch between dynamic and static properties. The differences between dynamic and static elasticity are frequently attributed to the variations in strain amplitude (Walsh, 1965; Ong et al., 2016; Fjær, 2019; Gong et al., 2019; Wang et al., 2020a; Wang et al., 2020b). The strain amplitude induced by the applied stress during static tests ranges from 10−5 to 10−3, which is greater than that produced by propagating elastic waves (10−8 to 10−6) by several orders of magnitude (Fjær, 2019). However, little data address the combined pressure–temperature effects on the dynamic–static mechanical relationships. To precisely establish dynamic–static property correlations in the laboratory, two significant factors associated with geological processes, confining pressure and temperature, should be considered. Many researchers (Asef and Najibi, 2013; Meléndez-Martínez and Schmitt, 2016; Ramos et al., 2019; Blake et al., 2020) have discussed the potential roles of the applied confining pressure in dynamic–static property correlations. However, little research has been conducted in relation to temperature effects on dynamic–static property correlations, let alone the combined effects of confining pressure and temperature.
Organic shales are anisotropic, with a finely laminated texture with clay platelets, microcracks, and lenticular kerogen particles (Vernik and Nur, 1992; Dewhurst and Siggins, 2006; Zhao et al., 2016; Ramos et al., 2019). The presence of laminae or beddings in shales would result in pronounced anisotropy in both mechanical and thermal behaviors. Meléndez-Martínez and Schmitt (2016) measured anisotropic Young’s moduli of four shale samples at confining pressures up to 60 MPa and concluded that the Young’s modulus perpendicular to the bedding plane is more pressure-sensitive than that parallel to the bedding plane. With the increased confining pressure, the anisotropy degree gradually decreases to an asymptotic value, which defines the intrinsic anisotropy (Vernik, 2016). Additionally, some previous studies have demonstrated that the thermal expansion of rocks is anisotropic due to different mineral compositions and the presence of bedding planes (Somerton, 1992; Ding et al., 2020; Gabova et al., 2020). One consensus is that the axial expansion coefficient of samples with horizontal foliation is larger than that of samples with vertical foliation (Zhang et al., 2015; Herrmann et al., 2018; Gabova et al., 2020). These unequal expansions can be expected to cause microcracks preferentially in the direction along bedding planes (Zhou et al., 2016). As a result, due to the complex structure of anisotropic shales, the anisotropy degree will inevitably vary with the applied confining pressure and temperature.
To our best knowledge, no measurements, whether dynamic or static, have been performed to quantify the anisotropy evolution with temperature and confining pressure simultaneously. Ignoring the effects of anisotropy will give rise to significant errors in seismic surveys, well-log interpretations, and micro-seismic monitoring (Sone and Zoback, 2013), as well as geomechanical applications in drilling and hydraulic-fracture designing (Vernik, 2016).
In this study, a suite of triaxial tests is performed on two pairs of organic shales at varied confining pressure and temperature conditions. We aim to discuss the combined effects of confining pressure and temperature on the mechanical properties of anisotropic shales from both dynamic and static aspects. Additionally, the combined pressure–temperature effects on mechanical properties in directions perpendicular and parallel to bedding planes are comparatively analyzed, intending to evaluate the anisotropy evolution with varied confining pressure and temperature. Moreover, the nature of physical mechanisms responsible for the thermomechanical properties of organic shales is investigated via analysis of thin sections and scanning electron microscopy (SEM). Finally, we discuss correlations between dynamic and static Young’s modulus and potential errors caused by ignoring the confining pressure or temperature effect.
2 EXPERIMENTS AND METHODS
2.1 Sample characterizations
Two full-diameter (6-inch) shale cores, defined as #Y3 and #Y4, were acquired from an unconventional oil shale play with a lacustrine depositional environment, located in Northeastern China. The burial depth of #Y3 and #Y4 shales was 2,557.86 m and 2,554.96 m, respectively. The cores have visible depositional bedding planes. To investigate the anisotropic mechanical properties of organic shales, two cylindrical specimens (Figure 1) were cut from each full-diameter core with directions perpendicular (“V”) and parallel (“H”) to the bedding plane, respectively. The ends of each specimen were ground flat. According to the ISRM suggested methods in 1983 (Kovari et al., 1983), all four cylindrical specimens (“#Y3_V”, “#Y3_H”, “#Y4_V”, “#Y4_H”) were machined to have a diameter of 2.54 cm and a length–diameter ratio of 2.0. The clay content of the selected shales is beyond 25%, as shown in Table 1. Adsorbed inter-layer and inter-particle bonded water of clay minerals are unavoidable, which might result in pore pressure buildup during the fast stress loading and subsequent overestimation of the mechanical properties (Ewy, 2018; Schuster et al., 2021; Crisci et al., 2022). In the current study, we dried four shale specimens in an electric vacuum oven at 60 °C for ∼24 h (ISRM, 2007; Kiuru et al., 2023). The rock mass was recorded every 4 h until the variation of rock mass was within ±0.01 g. The bulk density was derived from the dry specimen weight and volume. The bulk density is 2.48 g/cm3 and 2.47 g/cm3 for #Y3_V and #Y3_H, respectively, and 2.45 g/cm3 and 2.44 g/cm3 for #Y4_V and #Y4_H, respectively. The grain density and porosity were measured with the helium porosimeter based on Boyle–Mariott’s law. Porosities in two directions are 4.2% and 4.4% for #Y3, and 5.3% and 5.1% for #Y4. The similarity of bulk density and porosity in two orthogonal directions indicates that the selected pairs of shale samples are relatively homogeneous. Additionally, the residual cutting shale powders were used for the X-ray diffraction (XRD) analysis, which revealed that the selected shale is a mixture of quartz, feldspar, calcite, dolomite, pyrite, and clay. The total carbon content (TOC) was obtained via the pyrolysis test, as shown in Table 1.
[image: Diagram showing two cylinders vertically and horizontally drilled from a full-diameter core. The dashed lines indicate bedding planes developed during sedimentary deposition. Red arrows labeled with X1/X2/X3 denotes the coordinate system. Green arrows indicate strain directions labeled with εa₃, εr₁, εa₁, and εr₃. Dark blue arrows indicate the wave propagation direction, while dark blue lines denote the wave polarization direction, suggesting different waves labeled with νp(0°), νs(0°), νSV(90°), νSH(90°), and νp(90°).]FIGURE 1 | Coring principle from a full-diameter shale sample with a transversely isotropic structure. In the X1/X2/X3 coordinate system, strains and velocities measured on vertical (V) and horizontal (H) specimens are shown.TABLE 1 | Mineral compositions of #Y3 and #Y4 shales according to the XRD analysis.	Sample	Clay (vol.%)	Quartz (vol.%)	Feldspar (vol.%)	Calcite (vol.%)	Dolomite (vol.%)	Pyrite (vol.%)	TOC (wt.%)
	#Y3 shale	27.5	32	29.5	3.5	5.5	2	1.73
	#Y4 shale	28.6	24.8	7.3	—	38.1	1.2	1.93


Figures 2, 3 show the thin section and scanning electron microscopy (SEM) images for #Y3 and #Y4 in directions perpendicular and parallel to bedding planes, respectively. Figures 2b, 3b show that clay minerals constitute the main matrix of the rock, while solid grains are distributed in a dispersed manner. Figures 2a,c, 3a,c show that the solid grains of #Y3 shale are dominated by siliceous minerals, like quartz or feldspar, while dolomite minerals can be seen in #Y4 shale, which is in accordance with the results of XRD analysis in Table 1. As shown in Figures 2d, 3d, clay minerals are aligned in the direction sub-parallel to bedding planes, indicating a transversely isotropic structure (Wang et al., 2021a). Black organic matter is intertwined with clay and solid grains and shows a preferred orientation along the bedding plane. The kerogen exhibits a lenticular texture with visible organic pores. Additionally, although shales are quite consolidated, it is unavoidable to create intergranular or intragranular microcracks during core recovery due to stress relief and cooling (Li and Schmitt, 1998). Such microcracks in the selected shales are preferentially aligned in directions sub-parallel to bedding planes.
[image: Panel (a) shows the thin section image for #Y3 vertical shale displaying quartz, kerogen, and clay with bedding direction marked, scaled with 500 micrometers. Panel (b) illustrates the thin section image for #Y3 horizontal shale with kerogen, clay, microcracks, and solid grains alongside the bedding direction, scaled with 500 micrometers. Panel (c) presents the SEM image in vertical direction identifying quartz, kerogen, and clay, scaled with 5 micrometers. Panel (d) depicts the SEM image in horizontal direction with clay, kerogen, quartz, microcrack, and bedding direction labeled, scaled with 5 micrometers.]FIGURE 2 | Thin-section images for (a) the vertical and (b) the horizontal #Y3 shale sample; SEM images for (c) the vertical and (d) the horizontal #Y3 shale sample. Note: both thin-section and SEM images are taken from the top surface of cylindrical samples.[image: Panel (a) shows the thin section for #Y4 vertical shale with dolomite, clay, silicate, and kerogen, scaled with 100 micrometers. Panel (b) displays the thin section for #Y4 horizontal shale with solid grains, kerogen, and clay, scaled with 200 micrometers. Panel (c) is the SEM image in vertical direction showing grains, clay, and kerogen with bedding direction marked, scaled with 5 micrometers. Panel (d) is the SEM imagein horizontal direction with clay, kerogen, grains, and microcracks, scaled with 5 micrometers.]FIGURE 3 | Thin-section images for (a) the vertical and (b) the horizontal #Y4 shale sample; SEM images for (c) the vertical and (d) the horizontal #Y4 shale sample. Note: both thin-section and SEM images are taken from the top surface of cylindrical samples.2.2 Experimental setups
We employ a servo-controlled triaxial testing system (AutoLab 1500, manufactured by the New England Research) to conduct dynamic and static tests simultaneously at various confining pressures and temperatures. As shown in Figure 4, the experimental setup is composed of a stress–strain measurement system, an ultrasonic velocity measurement system, and a temperature measurement system (Wang et al., 2021b).
[image: Diagram of the triaxial testing setup consisting of various components. At the top is a load frame with an external LVDT. Below it, a load cell and a load ram are indicated. The setup includes a titanium stack, top and bottom platens with PZTs, enclosed in an insulator layer. It features a heat belt, Viton rubber, and axial and radial LVDTs. A thermocouple measuring temperature and the entire assembly is encased in a confining cell.]FIGURE 4 | Schematic of the servo-hydraulically controlled triaxial testing system.Axial load is measured using an internal load cell with a maximum capacity of 832 kN. Axial stresses calculated from measured forces are corrected from the previous calibration runs with a standard aluminum. The confining pressure is applied by pumping hydraulic oil into the vessel. The pressure can be increased to 68 MPa by a servo-controlled high-pressure generator. As shown in Figure 4, the rock sample is fixed together with two titanium stacks using a Viton rubber jacket. The axial strain (εa) is recorded by mounting a pair of linear variable differential transformers (LVDTs) between the top and bottom platens. The radial strain (εr) is measured by placing another LVDT at the middle of the sample. The precision of strain measurements is approximately 0.01 μm. At the very beginning, the LVDTs and strains are calibrated, considering that the triaxial framework would create strains during the axial compression. Given that the selected shales have a transversely isotropic structure, as shown in Figure 1, the axial strains measured in the vertical and horizontal samples are perpendicular and parallel to bedding planes, defined as εa3 and εa1, respectively. The radial strain in the vertical sample is parallel to the bedding plane, defined as εr1. While measuring the horizontal sample, the radial LVDT is fixed in the direction perpendicular to the bedding plane. In this case, the measured radial strain is defined as εr3. It is pertinent to mention that errors in axial strain induced by titanium stacks have been calibrated by measuring a standard aluminum before measuring rock samples.
Ultrasonic velocity measurements are achieved by embedding tablet-shaped piezoelectric transducers (PZTs) inside the top and bottom platens, acting as transmitters and receivers, respectively. As shown in Figure 4, the acoustic PZTs include a pair of P-wave transducers with a central frequency of 0.75 MHz and two pairs of S-wave transducers (e.g., pure-shear mode (SH) and quasi-shear mode (SV)) with a central frequency of 0.45 MHz. Before the measurements, the travel times created by the platen buffers are calibrated by keeping the two platens in contact. Accordingly, P- and S-wave velocities are calculated with the strain-calibrated sample length divided by the P- and S-wave first arrivals from the pulse transmission signals. The precision of velocity measurements is approximately ±1% and ±2% for P- and S-waves, respectively. P-wave velocities measured in the vertical and horizontal samples are defined as vP (0°) and vP (90°), respectively, as shown in Figure 1. The S-wave velocity measurement made in the vertical sample represents a pure SH mode propagating perpendicular to the bedding plane and polarizing parallel to the bedding plane, defined as vS (0°). In the horizontal sample, two S-wave measurements represent a pure SH mode polarizing in the bedding-parallel and an SV mode polarizing in the bedding-normal directions, respectively, referred to as vSH(90°) and vSV(90°), respectively.
The heating of the sample is executed using three heater bands around the external wall of the confining cell, as shown in Figure 4. A thermocouple is mounted in the vicinity of the heater bands to record the temperature. The heating system has a temperature capacity of 120 °C. The confining cell with heater elements is jacketed with an insulation layer during the measurements. Three heater bands heat the hydraulic oil inside the cell, which in turn heats the sample. To precisely control the temperature inside the confining vessel, a second thermocouple is installed in the vicinity of the sample, as shown in Figure 4. The recorded temperature by the second thermocouple is fed back to the data acquisition system. The uncertainty of the recorded temperature is ±1 °C.
2.3 Experimental procedures and methods
After placing the sample assemblage inside the confining cell, a series of multi-stage compressive tests to collect experimental measurements is conducted at five temperature levels: 25 °C, 45 °C, 65 °C, 85 °C, and 105 °C. At each temperature, the confining pressure is stepwise loaded to 5 MPa, 15 MPa, 25 MPa, 35 MPa, and 45 MPa, respectively, with a loading rate of 0.689 MPa/s. At each confining pressure level, two deviatoric cycling tests with a stress magnitude of 10 MPa are carried out with a loading rate of 0.345 MPa/s at five confining pressure conditions. It should be noted that the ultrasonic velocities are measured at five confining pressure conditions before the deviatoric stresses are applied. Having completed measurements at a temperature level, the temperature is stepwise increased to the next level. The maximum confining pressure (45 MPa) and temperature (105 °C) are set to roughly simulate in situ conditions at a 2–3 km depth. The temperature, confining pressure, deviatoric stress, and axial and radial strains are continuously recorded, taking #Y3 shale in Figure 5 for example. The recorded strains are caused by variations of both stress and temperature.
[image: Graphs comparing strain, stress, and temperature over time for vertical and horizontal shale. Both plots display axial strain, radial strain, confining pressure, deviatoric stress, and temperature. Vertical shale data shows varying trends in all parameters over fifteen thousand seconds. Horizontal shale data covers similar parameters up to twenty thousand seconds.]FIGURE 5 | Evolutions of confining pressure (pc), deviatoric stress (σd), axial strain (εa), radial strain (εr), and temperature (T) with time, taking (a) the vertical and (b) the horizontal #Y3 shale as the example.When the deviatoric stress is initially applied, the stress–strain curves would show some nonlinearity given the closure of microcracks or compliant pores (Wang et al., 2020b; Ren et al., 2021). In addition, hysteresis of the stress–strain curves (black symbols in Figure 6) between stress load and unload is unavoidable, which would subsequently affect the determination of static elastic properties (Wang et al., 2022). As a result, we set two deviatoric stress cycles with a stress amplitude of 10 MPa to minimize the effects of nonlinearity and hysteresis. The static Young’s modulus is derived by linearly fitting the axial strain–stress curve in the second deviatoric stress cycle (blue circles in Figure 6a) at each temperature and confining pressure level. The static Poisson’s ratio is determined in a similar way using curves between radial and axial strains (blue squares in Figure 6b). Additionally, static elastic modulus in rock mechanics is defined as the relationship between the applied stress and the strain induced by the applied stress. In the current study, the static elastic modulus describes the relation between the applied stress and the strain caused by both the applied stress and the temperature. Therefore, the static elastic properties are defined as “the apparent static elastic properties” in the current study. The apparent static Young’s moduli are expressed with E33stapparent and E11stapparent, whereas the apparent static Poisson’s ratios are defined as ν31stapparent and ν13stapparent for vertical and horizontal shales, respectively.
[image: Two graphs are shown. The material is Y3_V shale at a confining pressure of 45 MPa and temperature of 85°C. (a) Plotting axial strain as a function of the deviatoric stress for Cycle 1 (black circles) and Cycle 2 (blue circles). The trend line equation is σₐ = 11.5 * εₐ- 1.52 denoting static Young’s modulus. (b) Plotting axial strain as a function of radial strain for Cycle 1 (black squares) and Cycle 2 (blue squares). The trend line equation is εᵣ =-0.099 * εₐ + 0.022 denoting static Poisson’s ratio.]FIGURE 6 | Methods for deriving static Young’s modulus (a) and Poisson’s ratio (b), respectively, taking #Y3_V shale at the confining pressure of 45 MPa and the temperature of 85 °C as the example. The slopes of linearly fitting εa-σd and εa-εr curves in cycle 2 are considered to be the static Young’s modulus and Poisson’s ratio.Additionally, Young’s modulus and Poisson’s ratio of rock materials could be determined by the measured bulk density and elastic wave velocities. For shales with transversely isotropic structure, the relationship between stresses and strains can be characterized with five independent stiffness constants (c11, c33, c44, c66, and c13) according to the anisotropic Hooke’s law (Lo et al., 1986; Mavko et al., 2009). Subsequently, two dynamic Young’s moduli (i.e., E33dyn and E11dyn) and three dynamic Poisson’s ratios (i.e., ν31dyn, ν13dyn, and ν12dyn) are expressed with five stiffnesses according to Equations 1–5:
E11dyn=c11+−2c66c132+c11−2c66−c33c11−2c66+c132c33c11−c132(1)
E33dyn=c33−c132c11−c66(2)
ν12dyn=c33c11−2c66−c132c33c11−c132(3)
ν31dyn=c132c11−c66(4)
ν13dyn=2c13c66c33c11−c132(5)
To obtain five stiffnesses for the complete identification of the transversely isotropic tensor, at least one P-wave velocity in the non-principal direction (e.g., at 45° to the symmetry axis X3) is necessary, in addition to P- and S-wave velocities at 0° and 90° to the X3-axis (Vernik, 2016). c11, c33, c44, c66 are calculated according to Equations 6–9. Limited by the acoustic measurement system in this study, no off-axis P-wave velocity can be measured. Yan et al. (2019) proposed an empirical c13 prediction model, which uses data points from classical literature (Thomsen, 1986; Johnston and Christensen, 1995; Wang, 2002; Sone and Zoback, 2013; Vernik, 2016). Data points used for modeling are also checked by the upper and lower bounds proposed by Chichinina and Vernik (2018). Hence, we use Equation 10 (the empirical c13 prediction equation) to realize the calculations of the complete set of mechanical parameters.
c11=ρbvP290°(6)
c33=ρbvP20°(7)
c66=ρbvSH290°(8)
c44=ρbvS20°(9)
c13=3.757+0.679c11+0.372c33−0.481c44−1.741c66(10)
3 EXPERIMENTAL RESULTS
3.1 Dynamic properties of anisotropic shales
Figure 7 shows P-wave velocities (vP (0°) and vP (90°)) and S-wave velocities (vS (0°) and vSH(90°)) as functions of the confining pressure (pc) and temperature (T) for two pairs of shale samples (#Y3 and #Y4 shale). Overall, for each pair of shales, vP (90°) > vP (0°) and vSH (90°) > vS (0°) are always satisfied at any confining pressure or temperature levels, indicating the transversely isotropic structure for the selected shales. Four ultrasonic velocities linearly increase with the increasing confining pressure at any temperature condition without exhibiting the curvature normally seen in sandstones (Johnston, 1987). The velocity increase over the applied pressure range tends to increase somewhat with the elevated temperature. The velocity decrements at five temperatures are averaged to compare the temperature dependence of directional velocities. vP (0°) increases by 7.0% for #Y3 shale and by 7.1% for #Y4 shale; vP (90°) increases by 2.7% for Y3 shale and by 3.3% for #Y4 shale; vS (0°) increases by 4.4% for #Y3 shale and by 5.4% for #Y4 shale; vSH (90°) increases by 2.3% for both #Y3 and #Y4 shales. Apparently, for both pairs of shales, vP (0°) is more sensitive to the applied confining pressure than vP (90°). vS (0°) is more pressure-sensitive than vSH (90°). The directional pressure dependence of velocities, to some extent, might be attributed to the preferred orientation of microcracks along bedding planes (Wang et al., 2021a).
[image: Graphs showing P-wave and S-wave velocities for #Y3 and #Y4 shale samples under varying confining pressures (Pc) and temperatures (T). Each graph throughout (a) to (d) is labeled with velocities in meters per second on the y-axis and pressure in megapascals on the x-axis. Symbols represent angles of 0° and 90° with a color bar for temperature on the right.]FIGURE 7 | P- and S-wave velocities (vP (0°), vP (90°), vS (0°), and vSH(90°)) as functions of the confining pressure (pc) and temperature (T) for (a) and (b) #Y3 shale and (c) and (d) #Y4 shale.Additionally, at a specific confining pressure, four ultrasonic velocities exhibit decreasing trends when the temperature rises from 25 °C to 105 °C. Over the temperature range, the velocity decrement slightly decreases with the increasing confining pressure. The velocity decreases at five confining pressures are averaged to compare the pressure dependence of directional velocities. vP (0°) drops by 5.7% for #Y3 shale and by 4.4% for #Y4 shale; vP (90°) decreases by 4.4% for Y3 shale and by 4.8% for #Y4 shale; vS (0°) decreases by 6.1% for #Y3 shale and by 5.4% for #Y4 shale; vSH(90°) decreases by 5.1% for #Y3 shale and by 5.2% for #Y4 shale.
Two dynamic Young’s moduli (E33dyn and E11dyn) and three dynamic Poisson’s ratios (ν31dyn, ν13dyn, and ν12dyn) are calculated with the measured velocities and bulk density. It is noteworthy that only two dynamic Poisson’s ratios (ν31dyn, ν13dyn) correspond to static measurements. Figure 8 shows the dynamic Young’s moduli as functions of the confining pressures (pc) and temperatures (T) for #Y3 and #Y4 shales. Overall, E11dyn is larger than E33dyn at any confining pressure or temperature level. The ratio between two Young’s moduli (E11dyn/E33dyn) can reach as high as 2.32 and 2.26 for #Y3 and #Y4 shales, respectively, indicating strong Young’s modulus anisotropy. At any temperature conditions, both E33dyn and E11dyn linearly increase with the increasing confining pressure. E33dyn exhibits more pressure sensitivity than E11dyn over the entire pressure range. At 25 °C, E33dyn increases by 12.2% for #Y3 shale in Figure 8a and by 12.7% for #Y4 shale in Figure 8b, whereas E11dyn increases by 4.3% for #Y3 shale and by 5.0% for #Y4 shale, when the confining pressure increases from 5 MPa to 45 MPa. Furthermore, the increase of the dynamic Young’s modulus with increasing pressure tends to increase with rising temperature.
[image: Graphs showing dynamic Young's modulus for #Y3 and #Y4 shale samples under varying confining pressures (Pc) and temperatures (T). Y-axis denotes dynamic Young’s modulus in gigapascals, while X-axis indicates confining pressure in megapascals. Color-bar represents temperature variations from 25 to 105 degrees Celsius. Each graph includes two datasets: circles for E₃₃dyn and squares for E₁₁dyn.]FIGURE 8 | Two dynamic Young’s moduli (E33dyn, E11dyn) as functions of the confining pressure (pc) and temperature (T) for (a) #Y3 and (b) #Y4 shales.Additionally, E33dyn and E11dyn are negative functions of the elevated temperature at a certain confining pressure. At a confining pressure of 5 MPa, E33dyn decreases by 14.3% for #Y3 shale in Figure 8a and by 10.8% for #Y4 shale in Figure 8b, whereas E11dyn drops by 10.6% for #Y3 shale and by 10.8% for #Y4 shale when the temperature rises from 25 °C to 105 °C. Moreover, the temperature sensitivity of dynamic moduli decreases with increasing confining pressure.
As shown in Figure 9, there is a general relationship among three dynamic Poisson’s ratios: ν31dyn > ν12dyn > ν13dyn at any confining pressure and temperature condition. The ratio between two Poisson’s ratios (ν13dyn/ν31dyn) can reach as high as 2.32 and 2.26 for #Y3 and #Y4 shale, respectively. At all temperature levels, ν31dyn linearly increases with an average increase of 6.8% for #Y3 shale and 10.5% for #Y4 shale over the applied confining pressure range. For #Y3 shale in Figure 9a, when increasing confining pressure from 5 MPa to 45 MPa, ν13dyn remains approximately constant at 25 °C temperature but exhibits decreasing trends at other temperature levels with an average decrease of 1.8%. However, for #Y4 shale in Figure 9b, ν13dyn initially increases until it reaches a maximum, after which it slowly decreases by displaying a tendency to increase over the applied pressure range. The average increase of ν13dyn at five temperature levels is 2.8%. Additionally, ν12dyn for #Y3 shale remains almost constant over the applied confining pressure range, while ν12dyn for #Y4 shale slightly increases with the increasing confining pressure.
[image:  Graphs showing dynamic Poisson’s ratio for #Y3 and #Y4 shale samples under varying confining pressures (Pc) and temperatures (T). Y-axis denotes dynamic Poisson’s ratio, while X-axis indicates confining pressure in megapascals. Color-bar represents temperature variations from 25 to 105 degrees Celsius. Each graph includes three datasets: circles for ν₃₁dyn, squares for ν₁₃dyn, and triangles for ν12dyn.]FIGURE 9 | Three dynamic Poisson's ratios (ν31dyn, ν13dyn, ν12dyn) as functions of the confining pressure (pc) and temperature (T) for (a) #Y3 and (b) #Y4 shales.Additionally, both ν31dyn and ν13dyn are positive functions of the applied temperature at any confining pressure condition. At 5 MPa confining pressure, ν31dyn increases by 9.2%, whereas ν13dyn increases by 13.9% over the entire temperature range for #Y3 shale, as shown in Figure 9a. The increasing degree of both Poisson’s ratios with temperature generally decreases with the increasing confining pressure. However, for #Y4 shale shown in Figure 9b, the increase of Poisson’s ratio with rising temperature reaches the maximum when the confining pressure is 35 MPa. In contrast to ν31dyn and ν13dyn, temperature almost has no effect on ν12dyn.
3.2 Static properties of anisotropic shales
Figure 10 shows evolutions of the apparent static Young’s moduli (E33stapparent, E11stapparent) with the confining pressure (pc) and temperature (T) for two pairs of shale samples. Overall, both E33stapparent and E11stapparent exhibit increasing trends with the increasing confining pressure at any temperature level. The increase of the apparent static Young’s modulus over the entire pressure range is somewhat dependent on the temperature magnitude. For #Y3 shale shown in Figure 10a, the average increase with pressure is 40.3% for E33st and 64.8% for E11stapparent. For #Y4 shale shown in Figure 10b, the average increase with pressure is 15.9% for E33st and 56.0% for E11stapparent. E11stapparent is more sensitive to the confining pressure than E33stapparent.
[image: Graphs showing apparent static Young's modulus versus confining pressure for #Y3 and #Y4 shale. Y-axis denotes static Young’s modulus in gigapascals, while X-axis indicates confining pressure in megapascals. Color-bar represents temperature variations from 25 to 105 degrees Celsius. Each graph includes two datasets: circles for E₃₃st apparent and triangles for E₁₁st apparent.]FIGURE 10 | Two apparent static Young’s moduli (E33stapparent, E11stapparent) as functions of the confining pressure (pc) and temperature (T) for (a) #Y3 and (b) #Y4 shales.At a specific confining pressure, both E33stapparent and E11stapparent increase with the rising temperature. The increase over the applied temperature range depends on the confining pressure magnitude. For #Y3 shale shown in Figure 10a, the average increase with temperature is 14.9% for E33stapparent and 11.5% for E11st. For #Y4 shale shown in Figure 10b, the average increase with temperature is 18.4% for E33stapparent and 9.4% for E11stapparent. E11stapparent is more sensitive to the rising temperature than E33stapparent. In addition, E11st is larger than E33st at any confining pressure or temperature condition. As a result, E11stapparent/E33stapparent can reach as high as 2.1 for #Y3 shale and 1.99 for #Y4 shale.
Figure 11 exhibits the evolution of the apparent static Poisson’s ratios (ν31stapparent, ν13stapparent) with the confining pressure (pc) and temperature (T) for #Y3 and #Y4 shales. For #Y3 shale shown in Figure 11a, ν13stapparent is systematically greater than ν31st at any confining pressure or temperature conditions, whereas ν13stapparent is smaller at lower temperature levels but larger at higher temperature levels than ν31stapparent for #Y4 shale shown in Figure 11b. Overall, with the increased confining pressure at any temperature levels, both ν31stapparent and ν13stapparent continuously increase or increase to a maximum, after which they slowly decrease. For the temperature dependence, both static Poisson’s ratios exhibit very small temperature dependence.
[image: Graphs showing apparent static Poisson’s ratio versus confining pressure for #Y3 and #Y4 shale. Y-axis denotes static Poisson’s ratio, while X-axis indicates confining pressure in megapascals. Color-bar represents temperature variations from 25 to 105 degrees Celsius. Each graph includes two datasets: circles for ν31st apparentand triangles for ν13st apparent.]FIGURE 11 | Two apparent static Poisson’s ratios (ν31stapparent, ν13stapparent) as functions of the confining pressure (pc) and temperature (T) for (a) #Y3 and (b) #Y4 shales.4 DISCUSSION
4.1 Combined effects of confining pressure and temperature
4.1.1 Confining pressure dependence
For a shale sample with a transversely isotropic structure, the increase of the confining pressure tends to preferentially close microcracks aligned in the bedding planes and make the compaction of adjacent thin beds better. As a result, dynamic properties (i.e., velocities, Young’s modulus, and Poisson’s ratio) exhibit more pressure sensitivity in the bedding-normal direction than in the bedding-parallel direction, as seen in Figures 7–9. These results are consistent with many previous works on different types of shales (Meléndez-Martínez and Schmitt, 2016). In addition, the dynamic properties of the selected shales are less sensitive to pressure than sandstones with similar porosity. For instance, the P-wave velocity increase is typically larger than 10% for sandstones (Han et al., 1986), whereas the increase is less than 7.0% at the temperature of 25 °C for the selected shales shown in Figure 7. For sandstones, the solid grain framework and pore structure dominate the pressure dependence of velocities (King, 1966; Mobarak and Somerton, 1971; Wang et al., 2020a), while in shales, the pressure dependence of velocities is closely related to the clay-supported framework, which is relatively unaffected by the confining pressure (Johnston, 1987).
However, from a static perspective, the effects of the increased confining pressure can be characterized by the ability to restrain the axial compaction and radial expansion. Given the weak cohesive strength of bedding planes and the preferred alignment of microcracks, the increased confining pressure is more prone to play an inhibitory role in the direction perpendicular to bedding planes when measuring horizontal samples. As a result, bedding-parallel static properties (E11stapparent, ν13stapparent) are more sensitive to the applied confining pressure than bedding-normal ones (E33stapparent, ν31stapparent), as seen in Figures 10, 11.
4.1.2 Temperature dependence
As shown in Table 1 and Figure 2, the selected shales are mixtures of solid grains, soft clays, and kerogen. With increased temperature, the rock material would thermally expand (Zhang et al., 2015; Herrmann et al., 2018; Ding et al., 2020). Thermal expansion coefficients of rock materials frequently vary with their mineralogical compositions. For example, the volumetric thermal expansion coefficients of quartz (Palciauskas and Domenico, 1982) and feldspar (Bass, 1995; Ghabezloo and Sulem, 2009) are 33.4 × 10−6 K−1 and 11.1 × 10−6 K−1, respectively. Different from the solid grain expansion, the soft clay has the risk of exhibiting thermal expansion or contraction behavior in the process of heating, which might be caused by the dehydration of clay-bound water (Li and Wong, 2017; White et al., 2017; Gabova et al., 2020). In addition, as an essential component of organic shales, the presence of kerogen might play a role in the temperature-dependent properties. From one aspect, the thermal expansion coefficient of kerogen (∼3.4 × 10−4 K−1, as denoted by Smith and Johnson (1976)) is more than two orders of magnitude larger than that of rock-forming minerals (Gabova et al., 2020). From the other aspect, kerogen would be converted to oil and gas when the temperature is high enough (∼350 °C, as denoted by Bai et al. (2017)). However, as in this study, phase changes of kerogen have no effects on the temperature-dependent properties, as the maximum temperature, 105 °C, is too low to decompose kerogen.
Another important characteristic of organic shales is the presence of thin bedding planes, which, in turn, would influence the temperature-dependent properties of shales. Gabova et al. (2020) measured the linear thermal expansion coefficient of organic-rich shales in both directions parallel and perpendicular to rock beddings within a temperature range from 25 °C to 300 °C. The conclusion is that higher thermal expansion coefficients can be found in the direction perpendicular to bedding planes for transversely isotropic shales. The unequal expansion in the orthogonal directions is expected to create thermal cracks in the preferred orientation parallel to bedding planes, as demonstrated by Zhou et al. (2016) using SEM images after the bedded sandstone is heated and damaged.
The anisotropic and distinct expansion behaviors of the shale components alter the internal structure of the rock mass in the process of heating, which further leads to changes in rock elastic or mechanical properties. From a dynamic perspective, porosity is the first-level influencing factor for the ultrasonic velocities. On the one hand, thermal expansion of solid grains causes grain rearrangement and crack propagation, increasing porosity (Hassanzadegan et al., 2014; Li and Wong, 2017; Gabova et al., 2020). On the other hand, solid grains and their contacts are thermally softened in the process of increasing temperature (Wang and Nur, 1988). Both factors contribute to the decrease in ultrasonic velocity with increasing temperature (Figure 7). Subsequently, the calculated dynamic Young’s moduli and Poisson’s ratio (see Figures 8, 9) demonstrate decreasing and increasing trends with the increasing temperature, respectively, if the bulk density changes in the process of heating are ignored. When mentioning the apparent static elastic properties, as shown in Figure 12, when applying an axial load to the rock sample, the static Young’s modulus is the ratio between the applied axial stress and the induced axial strain at room temperature. However, when the temperature increases, the rock will expand, which induces a thermal strain in the opposite direction of the compression. The servo-controlled system will maintain the axial stress at a constant value, but the recorded strain is the sum of strains induced by axial load and strains induced by thermal expansion. Thus, the static Young’s modulus is reduced compared with that at room temperature (Figure 10). In the radial direction, the radial strain induced by the axial load and the thermal strain induced by thermal expansion have the same direction. Thus, the apparent static Poisson’s ratio would increase with increasing temperature (Figure 11).
[image: Diagram comparing two scenarios of an intact sample under axial load. The left shows the sample change in length with increased axial load. Static Young's modulus is calculated. The right shows the sample change in length with increased temperature and axial load. Symbols are explained below the diagram.]FIGURE 12 | Schematic of the effects of temperature on static Young’s modulus.4.1.3 Combined effects of confining pressure and temperature
When applying the above findings to practical interpretations, special care should be taken in considering the mechanical properties with the increasing burial depth. Figure 13 schematically exhibits the combined pressure and temperature effects on dynamic and static Young’s moduli, with the vertical axis as the schematic burial depth. It is pertinent to mention that this highlights the coupling effects of confining pressure and temperature as a function of depth, without considering other geological factors (e.g., porosity, organic matter, mineral composition) affecting the mechanical properties of organic shales.
[image: Graph showing effects of confining pressure and temperature on Young’s modulus, with symbols representing different conditions: circles for E₃₃st apparent, triangles for E₁₁st apparent, squares forE₃₃dyn, and diamonds for E₁₁dyn. Pressure effect is indicated by blue dashed lines, temperature effect is denoted by red dotted lines, and coupling effects is suggested by black solid lines.]FIGURE 13 | Schematic of the coupling effects of confining pressure (pc) and temperature (T) on dynamic and static Young’s moduli of organic shales. Note: the vertical axis schematically indicates the burial depth.First, increased confining pressure and temperature oppositely affect dynamic Young’s moduli, as shown in Figure 13. Although the two effects can offset each other to a certain degree over the applied temperature and confining pressure ranges, the temperature effect predominates. The same conclusion can be applied to the results of ultrasonic velocities shown in Figure 7, which is significant in estimating the reservoir properties. Effects of temperature appear to be too large to be ignored in estimating reservoir properties from acoustic logs. Mobarak and Somerton (1971) reported that ignoring the effects of temperature on acoustic velocities could result in an overestimation of porosity by nearly one-third. In addition, different from effects on velocities and Young’s moduli, increased pressure and temperature tend to increase the dynamic Poisson’s ratios shown in Figure 7 collectively. These could be attributed to the compaction effect from increased pressure and the softening effect from rising temperature.
Second, the effects of temperature on dynamic properties shown in Figures 7–9 are less pronounced at higher confining pressure. This finding for selected shales is consistent with results from many peer researchers (Timur, 1977) in sandstones. On the contrary, the effects of confining pressure on dynamic properties are increased at higher temperature levels. These can be attributed to the thermal softening of grain boundaries and the thermally induced cracks. At higher confining pressure, the generated cracks do not remain open to decrease temperature effects, whereas at a higher temperature, the thermal softening and induced cracks would enlarge the compressibility of rock materials.
Third, increased temperature and pressure affect static Young’s moduli shown in Figure 13 in the same manner, namely, increasing effects. In contrast, the increase of apparent static Young’s moduli contributed from increased confining pressure is systematically greater than that from increased temperature, regardless of the direction perpendicular or parallel to bedding planes. As shown in Figure 10, the increased confining pressure would increase temperature effects on static properties exactly as the rising temperature contributes to pressure effects. At lower confining pressure, thermal expansion of minerals would fill compliant pores or grain boundaries without increasing rock volume. However, at higher confining pressure, the compliant pores and boundaries are well compacted. The thermal expansion of minerals with temperature would increase rock volume, giving rise to a larger increase in the static Young’s modulus with temperature at higher confining pressure. Moreover, as shown in Figure 9, the increasing confining pressure generally increases the static Poisson’s ratio, whereas the rising temperature affects the apparent static Poisson’s ratio in a complex manner. At higher pressure, there exists a somewhat increasing trend of the static Poisson’s ratio with the rising temperature. However, overall, the temperature effect on the apparent static Poisson’s ratio is minor compared to the pressure effect.
4.2 Combined pressure-temperature effects on anisotropy evolution
We use E11/E33 and ν13/ν31 as indicators to investigate the evolution of anisotropy degrees for two pairs of shales with varied confining pressure and temperature, as shown in Figure 14. From a dynamic perspective, E11/E33 presents a generally decreasing trend with the increasing pressure, which denotes that E33dyn is more sensitive to the applied confining pressure than E11dyn. Dynamic ν13/ν31 exhibits the same value and trend as dynamic E11/E33 because E11/E33 equals ν13/ν31, which is always satisfied for the transverse isotropic medium within the regime of elasticity (Mavko et al., 2009; Wang et al., 2021b). However, from the static perspective, the applied confining pressure influences E11stapparent more than E33stapparent (Figure 13). As a result, static E11/E33 reveals an increasing trend with increasing confining pressure to approach the dynamic E11/E33 at the maximum confining pressure. A comparison shows that the static anisotropy indicator, E11/E33, is more sensitive to the confining pressure than the dynamic one. For the static ν13/ν31, there is a big jump when the temperature increases from 45 °C to 65 °C, as shown in Figures 14c,d. After carefully analyzing the evolution of static ν13/ν31 with confining pressure at temperatures of 65 °C, 85 °C, and 105 °C, the static ν13/ν31 generally displays a first increasing and then decreasing trend with the increased confining pressure for both samples.
[image: Four graphs illustrate mechanical anisotropy at varied confining pressure and temperature. Graphs (a) and (b) compare E₁₁/E₃₃ dynamically and statically for Y3 and Y4 shales, respectively. Graphs (c) and (d) show the ratio ν₁₃/ν₃₁ dynamically and statically for Y3 and Y4 shales. In each graph, Y-axis denotes the mechanical property ratio, while X-axis indicates confining pressure in megapascals. Color-bar represents temperature variations from 25 to 105 degrees Celsius.]FIGURE 14 | Dynamic and static anisotropy degree, E11/E33, as functions of the confining pressure and temperature for (a) #Y3 and (b) #Y4 shales; ν13/ν31 as functions of the confining pressure and temperature for (c) #Y3 and (d) #Y4 shales.For the temperature-dependent anisotropy evolutions, dynamic E11/E33 essentially increases with the rising temperature for the #Y3 shale shown in Figure 14a but nearly remains constant for #Y4 shale over the applied temperature range shown in Figure 14b. The different behaviors of the two shales might be attributed to the compositional differences and the internal heterogeneity. The increasing anisotropy degree for #Y3 shale can be explained by the more softening effects in the direction perpendicular to bedding planes in the process of heating. However, the static E11/E33 decreases to its minimum at 85 °C, after which it increases for #Y3 shale shown in Figure 14a, while the static E11/E33 presents an overall decreasing trend over the temperature range for #Y4 shale shown in Figure 14b. The anisotropic thermal expansion can easily explain these decreasing trends in transversely isotropic shales; that is, a higher thermal expansion coefficient can be found in the bedding-normal direction to increase E33stapparent with a greater magnitude. The subsequent increase of static E11/E33 when the temperature is increased from 85 °C to 105 °C in #Y3 shale might be caused by the internal heterogeneity. For static ν13/ν31 at temperatures of 65 °C, 85 °C, and 105 °C, the effect of increasing temperature on static ν13/ν31 is tiny.
Figures 14a,b show that increased confining pressure and temperature have opposite influences on the anisotropy evolution for the dynamic and static Young’s moduli. The increased confining pressure tends to close microcracks along bedding planes and compact more in the direction perpendicular to bedding planes, whereas the increased temperature attempts to create thermal cracks along bedding planes and expand more in the direction perpendicular to bedding planes. In contrast to the static E11/E33, the static ν13/ν31 at higher temperature levels (65 °C, 85 °C, and 105 °C) shown in Figures 14c,d is a weaker function of the confining pressure and temperature. This might be explained by the fact that the pressure compaction or thermal expansion affects axial and radial strains in the same manner, which can offset their effects on the static ν13/ν31.
4.3 Combined pressure-temperature effects on dynamic–static correlations
By comparing Figures 8–11, the dynamic Young’s modulus and Poisson’s ratio substantially exceed the static ones at varied confining pressure and temperature conditions. Difference in strain amplitude is frequently considered to be the major cause of the differences between dynamic and static elastic properties (Walsh, 1965; Tutuncu et al., 1998; Fjær, 2019; Wang et al., 2022). In addition, as stated by Fjær et al. (2013), the strain rate induced during the rock mechanical laboratory test corresponds to that induced by a passing elastic wave with a frequency of approximately 1 Hz, which is within the seismic frequency range. The dynamic and static elastic properties might be equal if dynamic moduli are derived from seismic velocities (Fjær, 2019). It is well established that dynamic elastic properties are frequency-dependent. The rock would behave in a stiffer manner under ultrasonic frequency than under seismic frequency (Batzle et al., 2006; Borgomano et al., 2019; Gallagher et al., 2022). Given that the dynamic properties are derived from ultrasonic velocities, the difference between dynamic and static elastic properties might be overestimated.
Due to uncertainties in measuring static Poisson’s ratios, Figure 15 only exhibits correlations between dynamic and static Young’s moduli over the applied confining pressure and temperature ranges, intending to uncover the coupled thermomechanical effects on dynamic–static property correlations. The size of the scatter shown in Figure 15 is scaled with respect to the confining pressure, with a bigger size representing a higher confining pressure. The maximum confining pressure and temperature in the measurements are, to some extent, to simulate the in situ effective horizontal stress and temperature subjected to a reservoir with 2–3 km burial depth. It is pertinent to mention that, given the limitations of the pseudo-triaxial testing system, the axial stress must be equal to or greater than the radial confining stress during laboratory measurements. When measuring a horizontal shale plug, the applied axial stress more closely represents the maximum horizontal stress, as is the case in a thrust fault. The uniform radial confining stress must represent both the vertical overburden stress and the minimum horizontal stress, which are far from equal in the field condition (Zoback et al., 2003; Barree et al., 2009). If the in situ stress state corresponds to the case of a normal fault, the radial stress normal to bedding when measuring a horizontal shale plug is far less than the vertical overburden stress. As a result, it is impossible to precisely simulate the in situ stress for a horizontal shale sample.
[image: Two graphs showing dynamic Young’s modulus as a function of static Young’s modulus for Y3 and Y4 shale samples, respectively. Color-bar represents temperature variations from 25 to 105 degrees Celsius. Dotted lines show different ratio gradients, such as 7:2 and 1:1. Each graph includes two datasets: circles for E₃₃ and squares for E₁₁. Different symbol size denotes the magnitude of confining pressure.]FIGURE 15 | Dynamic and static Young’s modulus correlations over the applied pressure and temperature ranges for (a) #Y3 and (b) #Y4 shales. The size of the scatters represents the pressure magnitude, with larger scatters indicating higher pressures.As shown in Figure 15, the increased pressure increases both dynamic and static Young’s moduli, with larger increases for the static Young’s modulus. If the effects of confining pressure are ignored, the dynamic–static correlation coefficient in the bedding-normal direction (E33) would be overestimated by 28.9% for #Y3 shale and 6.2% for #Y4 shale, whereas an overestimation of more than 50% for the dynamic–static correlation coefficient in the bedding-parallel direction (E11) would result. Additionally, the rising temperature has opposite effects on dynamic and static properties by decreasing dynamic moduli and increasing static moduli. Ignoring the temperature effect would induce a general overestimation of the dynamic–static correlation coefficient by approximately 35% for E33 and about 25% for E11. More importantly, with the combined effects of pressure and temperature, the dynamic–static correlation coefficient would move from 5:2 (close to surface conditions) to 3:2 (close to in situ conditions) for E33 and move from 7:2 to 3:2 for E11.
4.4 Implications and limitations
It is acknowledged that differences between dynamic and static elastic parameters exist (Fjær, 2019). Establishing an accurate dynamic-to-static transformation model is critical for many geoengineering applications. However, with respect to the dynamic–static elasticity mismatch, most previous investigations focus on the effects of stress/pressure (Sone and Zoback, 2013; Ong et al., 2016; Ramos et al., 2019; Wang et al., 2021a; Han et al., 2021; Wang et al., 2025). Little research investigates the temperature effects on the dynamic–static mechanical relationships, let alone the combined pressure-temperature effects. To reveal the mechanism for dynamic–static elasticity differences under in situ conditions, we innovatively provide an experimental procedure to jointly evaluate temperature-pressure effects on dynamic–static relationships in anisotropic shales. The findings have significant implications for many geo-applications, like reservoir evaluation, hydraulic fracturing design, and stimulation strategies. The law of “convergence of dynamic and static modulus anisotropy at high pressure and divergence at high temperature” revealed by the experimental data provides a valuable in situ parameter correction benchmark for cross-scale geoengineering modeling and effective reservoir stimulation.
It should be noted that such laboratory-scale findings still have limitations in direct field applications. First, the cylindrical samples have limitations in capturing the cross-scale heterogeneity in the real shale formations, potentially failing in reflecting the field-scale dynamic and static properties. Second, the pseudo-triaxial rock mechanics testing system used in the current study is restricted to obtaining the full stiffness tensor for transversely isotropic shales, especially the parameter of c13. The use of inferred c13 from empirical relations might create potential errors in calculating dynamic Young’s modulus and Poisson’s ratio. Third, other in situ factors, like pore fluids, organic matter maturity, and mineralogical variations, are less considered due to the limited sample amounts. This might create limitations in fully reflecting the in situ conditions. Nevertheless, the dynamic–static elasticity gap and the corresponding mechanism revealed in this study remain meaningful for geoengineering interpretations. The focus of future work will be on enhancing the applicability in cross-scale geoengineering evaluation by establishing robust dynamic–static correlations approaching real in situ conditions.
5 CONCLUSION
In this study, we perform a suite of triaxial tests on two pairs of organic shales with transversely isotropic texture to explore the combined effects of confining pressure and temperature on mechanical properties from both dynamic and static aspects. The experiments are conducted at varied temperatures from 25 °C to 105 °C and confining pressures from 5 MPa to 45 MPa. Through analyzing the laboratory data, we draw the following conclusions.
	An increase in confining pressure and temperature affects dynamic Young’s moduli in an opposite manner by showing increasing and decreasing trends, respectively, but jointly increases the apparent static Young’s modulus. The dynamic Poisson’s ratio increases with the increasing confining pressure and temperature, whereas the apparent static Poisson’s ratio exhibits non-uniform relations to pressure and temperature. A temperature increment increases pressure effects on both dynamic and static properties, while the confining pressure increment weakens temperature effects on dynamic properties but increases temperature effects on static properties.
	Dynamic and static Young’s modulus anisotropy (E11/E33) evolutions are oppositely affected by the increased confining pressure and temperature, which can be attributed to the fact that both pressure compaction and thermal expansion are anisotropic due to the existence of bedding planes. With the increasing confining pressure, dynamic and static E11/E33 tend to approach each other at the maximum confining pressure, whereas dynamic and static E11/E33 tend to diverge from each other with the rising temperature.
	Over the applied confining pressure and temperature ranges, the dynamic Young’s modulus and Poisson’s ratio are systematically greater than the static ones. However, the correlation coefficients between dynamic and static Young’s modulus are largely influenced by the varied confining pressure and temperature conditions. Ignoring either effect would result in an overestimation of the dynamic–static Young’s modulus correlation coefficient.
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