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Understanding human behavior is a fundamental goal of social sciences, yet conventional methodologies are often limited by labor-intensive data collection and complex analyses. Computational models offer a promising alternative for analyzing large datasets and identifying key behavioral indicators, but their adoption is hindered by technical complexity and substantial computational requirements. To address these barriers, we introduce DISCOVER, a modular and user-friendly software framework designed to streamline computational data exploration for human behavior analysis. DISCOVER democratizes access to state-of-the-art models, enabling researchers across disciplines to conduct detailed behavioral analyses without extensive technical expertise. In this paper, we are showcasing DISCOVER using four modular data exploration workflows that build on each other: Semantic Content Exploration, Visual Inspection, Aided Annotation, and Multimodal Scene Search. Finally, we report initial findings from a user study. The study examined DISCOVER’s potential to support prospective psychotherapists in structuring information for treatment planning, i.e. case conceptualizations.
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1 Introduction

Understanding the nuances of human behavior is central to a variety of disciplines, from psychology and sociology to communication and computer science. However, the in-depth study of complex social interactions is often hampered by the limitations of conventional research methods. Traditional approaches often rely on manual data collection and observational methods, followed by detailed but time-consuming analysis. These processes require a significant investment of time, effort, and resources. These limitations often hinder the scope and depth of behavioral research and limit the ability to comprehensively explore complex phenomena.

Computational models that analyze key behavioral indicators such as social cues and interaction patterns have emerged as promising alternatives to traditional, labor-intensive methods. Despite their potential, numerous challenges still need to be addressed before these tools can be used on a large scale. Due to their high computational cost and technical complexity, they are difficult to access for researchers without technical expertise or specialized equipment.

To address these issues, we introduce DISCOVER,1 an adaptable open-source software framework specifically designed to facilitate computational methods for data exploration and analysis in behavioral research. The primary objective of DISCOVER is to democratize access to advanced computational tools, empowering researchers from a wide range of disciplines and levels of expertise to perform detailed and sophisticated behavioral analyses without requiring extensive technical knowledge.

This paper demonstrates the capabilities and versatility of DISCOVER through four illustrative workflows, each showcasing different aspects of data exploration and analysis:


	1.Semantic content exploration: By integrating large language models directly into the framework, DISCOVER enables researchers to interactively explore and analyze the semantic content of spoken language during human interactions. This feature facilitates the extraction of meaningful patterns and insights from textual data with minimal effort.

	2.Visual data exploration: DISCOVER uses integrated social signal processing tools to assess and visualize a variety of behavioral cues. These tools help to uncover and interpret patterns in behavioral data, providing a clearer understanding of social dynamics and interaction cues.

	3.Assisted annotation of behavioral cues: DISCOVER aids in annotating meaningful behavioral indicators, streamlining what is typically a labor-intensive process. By automating and enhancing such annotation workflows, researchers can focus on higher-level analysis and interpretation.

	4.Multimodal scene search: The framework also supports the automation of multimodal scene search within recorded sessions. This functionality allows users to locate and analyze key moments efficiently, significantly reducing the time required for manual review.



To demonstrate the workflows and analyses possible with DISCOVER, we conceptualized a user study for treatment planning in psychotherapy that can be conducted with (prospective) psychotherapists as participants.



2 Related work

Previous research on human-computer interaction has proposed to analyze multimodal features in specific conversational contexts to study human behavior. Over time, a variety of tools have been developed to annotate these behavioral cues in the context of their occurrence in human interaction. Prominent examples include ELAN (1), ANVIL (2), and EXMARaLDA (3). These tools offer layer-based tiers to link time-anchored labeled segments to an audio or a video signal, specifying start and end timestamps along with a label for each time period in the underlying signal. Think of bodily behaviors, like “waving a hand,” or mimic behavior such as “smiling” or “nose wrinkling.” We call these annotations discrete (4), if the set of labels is predefined, e.g., categorical emotions, and free for arbitrary labels, e.g., transcription from audio. Continuous annotations (4) on the other hand are labeled on a continuous numerical scale, allowing an annotator track and rate an observed stimulus over time, e.g., valence or arousal values rated on a continuous scale from 0 to 1. One of the first tools that allowed annotators to trace emotional content in real-time on two dimensions (activation and evaluation) was FEELtrace (5). Its descendant Gtrace (General TRACE) (6) allows the user to define their own dimensions and scales. More recent tools for performing continuous descriptions are CARMA (Continuous Affect Rating and Media Annotation) (7) and DARMA (Dual Axis Rating and Media Annotation) (8).

Recently, these tools have evolved to include automatic detection of behavioral cues and social signals, partially eliminating the need for manual data annotation. For example, Emodash (EMOtional DASHboard) (9) has been designed to improve tutors’ retrospective understanding of learners’ emotions. Based on automated facial expression recognition within a video conferencing learning setting, it also allows users to manually annotate scenes as positive or negative. REsCUE (REal-time feedback on behavioral CUEs) (10) aids coaching practitioners in detecting unconscious behavior of their clients. To this end, REsCUE uses an unsupervised anomaly detection algorithm to cluster multimodal data as posture and gaze and identify outliers. MultiSense (11) can assess a person’s affective state by inferring various indicators from audio-visual and depth input signals. The tool focuses on its application within the mental health domain to assess indicators of psychological distress such as depression or post-traumatic stress disorder. MeetingCoach (12) is an AI-driven feedback dashboard designed to enhance the effectiveness and inclusivity of video-conferencing meetings by providing both personalized and shared insights into meeting dynamics, such as engagement summaries of participants or speaking turn and speaking time distributions. MACH (My Automated Conversation coacH) (13) is a virtual agent that responds in the context of job interview training to human behavior in real-time by applying facial expression, speech, and prosody recognition. Afterwards, visual feedback is provided, helping to improve social skills. The ConAn (CONversation ANalysis) (14) has been developed with a focus on group conversation analysis. To this end, it automatically analyzes the gaze behavior, body movement, speaker activity, and facial expressions of participants’ using a single 360∘ camera.

These visualization-based methods were developed with specific goals and target groups in mind. As a result, the choice of features to be displayed is usually tailored to this specific use case. Therefore, these solutions suffer from a lack of customizability that prevents users from adapting the features to their individual needs.

The SSI framework (Social Signal Interpretation) by Wagner et al. (15) presents an alternative approach, by implementing a modular, multimodal signal processing pipeline, facilitating both online and offline recognition tasks. The plug-in system within SSI allows users to develop custom modules and integrate them into the processing pipeline. Similar to SSI the opensense (16) platform has been designed to facilitate real-time acquisition and recognition of social signals through multiple modalities. It also follows a modular pipeline design and builds on Microsoft’s Platform for Situated Intelligence (17), which enables the processing of human behavioral signals and supports various sensor devices and machine learning tools. Barz et al. (18) developed the MultiSensorPipeline, a lightweight and adaptable framework for creating multimodal-multisensor interfaces using real-time sensor data. While the framework is conceptually similar to SSI and OpenSense it focuses on a concise set of concepts and functionalities that facilitate the creation and execution of complex processing pipelines. Implementing specific modules is left to the user, making the tool better suited for developing prototypes of custom multimodal-multisensor processing pipelines than for using standard modules to analyze social signals. In contrast to the pure visual exploration of data, Providence (19) implements a scene search approach to investigate social behavior in multimodal data. Hereby, a human analyst can formulate queries containing non-verbal (e.g., nodding, facial expressions), linguistic (e.g., sentiment), or para-linguistic (e.g., speech speed or volume) to search for specific scenes in a human conversation. Providence automatically extracts the respective features required by a query and searches for scenes fulfilling the specified conditions in the data.

Although the approaches presented have their respective advantages and disadvantages, there are two common shortcomings: Efficient use of computing resources and a compromise between flexibility and complexity. Except for Providence, all the tools introduced are solely intended for operation on local machines. This leads to inefficient use in multi-user scenarios, in which users either have to take turns on a local machine or each user needs their individual workstation that is capable of running such tools. Considering hardware demands and energy consumption of state-of-the-art machine learning models, this issue extends beyond financial concerns to ecological ones. Further, it becomes evident that off-the-shelf solutions have constraints in their applicability, whereas more adaptable approaches necessitate greater technical proficiency, thereby posing a barrier to entry.



3 Framework

In this section, we introduce DISCOVER, a software framework designed to facilitate the study and analysis of human behavior, with a focus on social signal processing. Current tools are often challenging to modify for new data formats or study topics, and they frequently call for a high level of programming expertise. To overcome these constraints, DISCOVER offers a platform that is extensible and modular for researchers with different levels of technical proficiency.

The modular design of DISCOVER’s architecture prioritizes ease of maintenance, scalability, and flexibility. An overview of the system architecture is presented in Figure 1. The key elements and their features are explained in detail in the following subsections.


[image: System architecture diagram showing DISCOVER framework components. Central processing hub connects to interfaces (NOVA and Script), storage systems (Media and Annotation databases), and LENS module with LLM integration. Arrows indicate data flow between components with read/write operations, chat prompts, and requests.]
FIGURE 1
Overview of the system components for the DISCOVER framework.



3.1 User interface

The DISCOVER framework focuses on accessibility for researchers with different levels of technical knowledge. While a REST API allows experienced users to interact directly with the framework and use its functionalities via scripts in any programming language, the primary user interface is provided by the open-source annotation tool NOVA2 (20). The integration of NOVA as a user interface enables researchers without programming skills to effectively explore and analyze data within DISCOVER.

NOVA extends traditional annotation processes by integrating cooperative machine learning (CML) and explainable artificial intelligence (XAI) capabilities. This integration provides annotators with seamless access to automated model training, prediction capabilities and advanced explanation algorithms directly in the user interface, enabling iterative refinement of annotations and deeper insights into the data.

The NOVA UI is specifically designed for the annotation of long, continuous recordings involving multiple modalities and subjects (see Figure 2). The interface supports an unlimited number of synchronized media tracks—including video, audio, facial features, skeleton data, and depth images—allowing for a comprehensive multimodal analysis. Below the media tracks, users can create and manage multiple annotation tracks representing different annotation types (discrete, continuous, and free-text transcription).


[image: Screenshot of NOVA user interface displaying multimodal annotation workspace. Shows video panels of two people, audio waveforms, facial mesh tracking visualization, and multiple annotation tracks including transcript, facial expressions, emotions, and sentiment analysis displayed on a temporal timeline.]
FIGURE 2
NOVA allows to visualize various media and signal types and supports different annotation schemes. From top to bottom: upper-body videos along with face tracking, audio streams of two persons during an interaction, and activation of action units (feature stream). In the lower part, free-value (transcription), discrete (emotions), and continuous (sentiment) annotation tiers are displayed. In a DISCOVER-heavy use, only the raw videos and audios are manually provided, everything else is automatically extracted. In a mixed use, you can manually annotate own defined defined schemes, e.g. discrete annotation for smiling.


Beyond basic annotation, NOVA provides functionalities for processing annotations from multiple annotators (human or machine). This includes calculating inter-rater agreement using statistical measures such as Cronbach’s α and Cohen’s κ, which help assess the reliability and consistency of the annotations. These features contribute to the framework’s goal of facilitating collaborative and rigorous data analysis.



3.2 Annotation data storage

To facilitate a collaborative and scalable annotation process, DISCOVER utilizes the NOVA MongoDB database3 as its back-end storage. MongoDB’s flexible schema allows for the storage of diverse annotation types and facilitates the integration of annotations from various sources.

The database allows multiple users to simultaneously load, save, and track annotation progress, fostering real-time collaboration.

Beyond supporting human annotators, the database also serves as an interface for “machine users”—automated agents or algorithms that can create and access annotations. This allows for the integration of automated annotation tools and facilitates iterative refinement of annotations through human-machine collaboration. For example, machine users can pre-label data or suggest annotations for human review.

The database design supports the dynamic addition of new annotators, annotation schemes, and data sessions without requiring significant modifications to the system, ensuring long-term adaptability and scalability.

Beyond the integration of the NOVA MongoDB, DISCOVER offers flexible output options. Annotated data can be directly written to a specified data directory for persistent storage and subsequent analysis. Alternatively, the framework can return annotation files as a response to an API call, enabling real-time integration with other applications and workflows. This flexibility allows users to tailor the output method to their specific needs and application requirements.



3.3 Media file storage

To efficiently manage large media files associated with annotation tasks, DISCOVER leverages a data storage component that follows the structure of the open-source cloud hosting framework Nextcloud.4 Media files, including raw recordings and derived features (e.g., facial landmarks, skeleton points, speech characteristics), are stored separately from the annotation database. This separation is crucial for performance, as continuous data streams - such as hours of recordings of two interlocutors in 4 K at 60 Hz—can quickly generate significant storage requirements. Offloading these large files to dedicated file sharing servers relieves the database of significant I/O overhead and improves the overall responsiveness of the system.



3.4 Processing server

The processing server functions as the central computational engine for data processing within the DISCOVER framework. It implements a lightweight web server, exposing a REST API that facilitates interaction with the annotation and data storage components to extract meaningful features from the data such as sentiment scores, facial expression analysis, or coded behavioral events. These features are then readily available for visualization within the NOVA user interface or for subsequent, more complex processing.

Exposing a REST API provides several key advantages. It enables not only access from the NOVA UI but also programmatic access via scripting languages like Python and R. This low entry barrier allows researchers to rapidly prototype and implement custom analyses, while seamlessly integrating the processing functionality into automated workflows. The API supports access to annotated data, raw media files, and intermediate processing results.

By combining computational demands onto a single, potent machine, the server-based architecture also encourages effective resource utilization. This method lowers both the initial investment and continuing maintenance costs by minimizing the need for individual researchers to purchase and maintain specialized hardware. Through resource pooling and the utilization of the server’s processing power, DISCOVER optimizes hardware efficiency and enables scalable analysis without necessitating corresponding infrastructure expansions. For computationally demanding tasks like video processing and machine learning, where multiple users can efficiently use dedicated GPUs or specialized processors, this shared infrastructure model is especially advantageous.

Furthermore, the standardized input and output formats of the processing modules facilitate the sharing and reuse of extracted features and predicted labels.



3.5 LENS

Recent advances in large language models (LLMs), such as ChatGPT5 and Llama (21), have demonstrated significant potential for enhancing textual analysis capabilities, such as text summarization (22–24), sentiment analysis (25, 26), and argument mining (27, 28). To leverage these capabilities within the DISCOVER framework, we have developed LENS (Learning and Exploring through Natural language Systems), a component designed to integrate a variety of LLMs into the infrastructure.

Fundamentally, LENS is a lightweight web server providing a unified API for accessing LLM functionality. This API abstracts the underlying model implementation, allowing requests to be routed to either external service providers (e.g., OpenAI) or self-hosted models (e.g., via Ollama6). Through seamless integration with the NOVA user interface, users can interact with AI-powered assistants via a chat interface to analyze textual data, such as dialogue transcripts.

The modular design of LENS allows users to dynamically switch between available LLM services based on performance characteristics and privacy considerations. Furthermore, the output from LENS can be directly integrated into the annotation process, enabling automated or semi-automated annotation of textual data—for example, utilizing an LLM to annotate transcripts with sentiment labels (negative, neutral, positive).




4 Modules

DISCOVER relies on exchangeable modules to infer behavioral indicators from recorded data. Each of these modules can be understood as a configurable building block, consisting of predefined inputs and outputs with module-specific options. DISCOVER is fully extensible with custom modules, that can be shared with others through open-sourcing.7 However, to keep the entrance barrier low and provide value for a coding-averse target group we also provide a number of ready-to-use processing modules. The following section provides an overview of the currently integrated modules.


4.1 Audio

When analyzing human speech to gain behavioral insights, one needs to distinguish between the verbal and vocal components of speech. Verbal refers to communication that is expressed in words or language. It involves the use of language to convey ideas, thoughts, or information. Paraverbal on the other hand refers to the sounds produced by the voice or the act of speaking. In the context of communication, “paraverbal” can refer to the tone, pitch, volume, and other qualities of speech.


4.1.1 Verbal

A prerequisite to the analysis of the verbal content of spoken language is the conversion from speech to text (STT). STT-Systems have been an active area of research for decades. For the implementation of our STT module we rely on WhisperX (29), an adaptation of Whisper (30), that provides improved timestamp accuracy, support for longer audio sequences, and faster transcription performance.



4.1.2 Speaker diarization

The available datasets are typically recorded with the focus of manual human analysis rather than automatic processing. A common example of this is the recording of a single audio signal for several speakers. While it is a mostly trivial task for a human listener to distinguish between the voices of speakers and map the content of the spoken language to the respective person, this information gets lost during the STT process. To account for this loss of information DISCOVER implements a speaker diarisation module, which maps segments of a multi speaker dialogue transcript to individual speakers. To this end we rely on Pyannote (31, 32) and SpeechBrain (33) to embed and cluster voiced segments in the audio signal unsupervised and agglomerative. We can also leverage data exploration using an oracle approach to assign those clusters to individual speakers, by providing reference speaking terms within the audio signal.



4.1.3 Sentiment analysis

Sentiment analysis is the process of computationally determining the emotional tone behind a piece of text, i.e., whether it is positive, negative, or neutral. It can be a valuable tool for analyzing human behavior, as it can provide a deeper understanding of individuals’ emotions and opinions. To enable the automatic prediction of sentiment, DISCOVER currently integrates two approaches. A multi-lingual (34) one, which accepts any BERT-like model string from HuggingFace,8 and a German language specific (35) model.



4.1.4 Paraverbal

Speech emotion recognition (SER) refers to the task of automatically detecting and interpreting emotions conveyed through speech. It involves analyzing various acoustic features, such as pitch, intensity, and rhythm, to infer the underlying emotional state of the speaker. DISCOVER integrates a pre-trained model, proposed by Wagner et al. (36) to predict valence, arousal, and dominance values from a human voice.




4.2 Video

When investigating human behavior, hypotheses often include posture, gesture, and mimics. To this end, the video recordings mostly show upper body or wide shots. These sometimes need preprocessing like tracking and cropping. To do preprocessing and to predict aforementioned features, we provide a set of already implemented modules.


4.2.1 Pose detector

Detecting body key points allows for downstream analyses like movement energy computation or gesture tracking. To this end, we implemented a module relying on the model BlazePose by Bazarevsky et al. (37). It is a lightweight convolutional neural network that is designed for mobile device usage.



4.2.2 Face bounding box detector

The automatic derivation of behavioral indicators from a human face usually requires the localization of the facial area in an image or video. To this end, we rely on the BlazeFace model proposed by Bazarevsky et al. (38). The BlazeFace model is a lightweight face detection model that has been developed to run on mobile devices and thus requires only a minimum of computational resources to achieve super-realtime performance.



4.2.3 Facial landmarks and meshes

For the further processing of the localized image, it is a common procedure to align facial images based on localized landmarks (39). Facial image alignment involves geometric transformations like translation, rotation, and scaling to convert the input face image into a standardized form. To this end, we employ the face mesh model by Kartynnik et al. (40), which infers an approximate 3D mesh representation of a human face from a single camera.



4.2.4 Facial action units

Facial action units originate from an anatomical examination of the face and can be categorized according to the Facial Action Coding System (FACS) outlined by Ekman and Friesen (41). For automatic action unit detection and intensity estimation, we integrated the LibreFace (39) framework which achieves state-of-the-art performance in both tasks while improving inference times over other methods.



4.2.5 Facial expression

Facial expression analysis involves automatically detecting subtle movements in facial muscles and identifying typical facial displays. The recognition of these expressions yields valuable insights into users’ social and emotional states. To facilitate robust facial expression prediction we integrated multiple models into DISCOVER: EmoNet (42), Relevance-Based Data Masking [RBDM; (43)], and LibreFace (39).




4.3 Multimodal feature extraction

Besides the above-mentioned modules, which directly provide insights about important indicators for human behavior to a user, DISCOVER also implements modality-specific feature extraction modules, that can be used to train custom detection models.


4.3.1 Video

For the video modality we use the DinoV2 pretrained vision transformer models (44, 45) to extract features. Those models are pretrained in a self-supervised manner on a large dataset of 142 million images. As a result, DINOv2 models have demonstrated robust performance beyond training data, delivering usable general-purpose features without the need for fine-tuning.



4.3.2 Audio

For the audio modality we rely on a pretrained w2v-BERT 2.0 encoder (46). Similar to the DinoV2 model, this model was trained unsupervised on a large data set of 4.5 million hours of audio, and demonstrates excellent performance for a variety of downstream tasks like speech to text, or expressive speech to speech translation. However, it is recommended to fine-tune the w2v-BERT 2.0 model before using it for a downstream task. Since this might not be feasible for technical unsavvy users we also integrated the openSMILE library (47), which extracts various handcrafted feature sets for the audio domain. Specifically, the GeMaps feature set (48) has been developed for general voice research and affective computing tasks and provides a good starting point for any speech-related classification task.



4.3.3 Text

When it comes to extracting features from text representations, the language of the text is a necessary consideration. Since it is a key aspect of our framework to be employable in versatile scenarios across multiple languages, DISCOVER integrates a multilingual textual feature extraction using the XLMroBERTa (XLM-R) model by Conneau et al. (49). This model consists of a transformer-based architecture, trained on vast amounts of multilingual data crawled from the internet. In their experiments, the authors analyzed the capabilities of XLM-R for several tasks, including name entity recognition, cross-lingual question answering, paraphrasing, and sentiment analysis. The reported results indicate that the model performs close to or even better than comparable monolingual models for languages where vast training resources are available. Furthermore, the model showed substantial improvements over other state-of-the-art models across all tasks on languages, which are heavily underrepresented in datasets.





5 Interactive data exploration

To illustrate the capabilities of DISCOVER, we present four exemplary workflows designed to examine unseen data and facilitate the discovery of new insights. While each of our showcases is building upon the results of the previous one, every workflow can also be carried out independently of the others. The complete iterative data exploration pipeline is depicted in Figure 3.


[image: Circular workflow diagram illustrating four-step data exploration process: 1) Interactive semantic content exploration, 2) Visual inspection with module processing, 3) Aided annotation, and 4) Multimodal scene search. Blue arrows connect steps showing iterative workflow progression.]
FIGURE 3
Schematic representation of the exploratory data analysis workflow. (1) Explore the content of a conversation using LENS. (2) Compute and visualize behavioral cues. (3) Annotate additional indicators with the help of cooperative machine learning. (4) Identify scenes that consist of an interplay of several indicators. Every step in the workflow can be repeated and adapted as necessary.


We demonstrate how our workflow operates by utilizing recordings of interactions between teachers and parents as applied in the work of Hallmen et al. (50). These videos are captured to evaluate the communication abilities of aspiring teachers in consultative situations and offer them constructive feedback. Within this context, the teacher is a trainee, while the role of the parent is portrayed by an actor. The subject of the discussion revolves around the child of the parent, who is facing challenges in school. For a translated version of the German discussion see Supplementary Material Section 1. The following use case is an exemplary workflow for a user in the role of a data analyst.


5.1 Semantic content exploration

As a first step towards finding indicators of communicative quality in the recorded interactions, a user wants to get familiar with the data and the task. To facilitate those tasks, LENS enables the interactive exploration of the semantic content of the dialogue. To start LENS, the user must first apply the WhisperX processing module to create a temporally aligned transcript of each speaker from the recorded audio signals.

After loading the transcription data into NOVA the user clicks on the LENS tab and a chat window opens that establishes a connection with LENS (see Figure 4). By selecting the “Context-Aware” checkbox located at the base of the screen, the transcript that has been loaded into NOVA in advance will be automatically transmitted to LENS as context for each message. That way a user can directly ask LENS any questions regarding the semantic content of the interaction. First, the user requests a summary of the interaction. LENS replies with a concise summary of the transcript, providing the user with information about the general setting and topic of the dialogue, the roles of the interlocutors, and the course of the conversation. As the user has gained those insights about the data, the next step is to gather more information on relevant behavioral aspects to look out for. To this end, the user asks directly about important criteria to assess the quality of communication in parent-teacher conferences. LENS answers by providing ten indicators for the assessment of dialogue quality, like Positive outcome or Collaborative approach. Each point is accompanied by a short description to clarify the meaning. From the previous summary, it is already clear that the teacher and parent are working together and the outcome of the dialog is positive as both parties agree on how they want to proceed in the future to support the child’s learning. After the initial summary, the user asked for a more detailed evaluation of the transcript, which focused on the previously identified indicators in order to gain more differentiated insights. In response, LENS provides further information regarding indicators such as Empathy and Active Listening, based on the full transcript. Finally the user also asks about nonverbal indicators of communication quality, LENS presented a list of significant findings, including Facial Expressions/Smiles, Gaze or Vocal Inflections and Tone. See Supplementary Material Section 2 for the complete dialogue between the user and LENS.


[image: NOVA LENS chat interface screenshot showing conversation between user and AI assistant. User asks about non-verbal dialogue quality indicators. LENS provides detailed response covering body language, tone, proximity, touch, facial feedback, eye contact, posture shifts, and hand gestures.]
FIGURE 4
A user engages with LENS to explore the semantics of a conversation interactively.




5.2 Aided annotation

The processing modules described in Section 4 are a core aspect of DISCOVER. However, they largely depend on the availability of pre-trained models for processing. Depending on the use case there might be no fitting model available for the task that the user is looking for. To alleviate this problem, DISCOVER provides support for feature extraction, that can be used to train custom models directly from within the NOVA user interface. To this end, NOVA implements a cooperative machine learning workflow that consists of the following 5 steps: Initially, the model undergoes training (Step 1) and is then utilized to predict unseen data (Step 2). Following this, an active learning module determines which portions of the prediction necessitate manual review by human annotators (Step 3). Subsequently, those labels are then reviewed by a human and corrected if necessary. Finally, the initial model is retrained using the updated labeled data (Step 5). This iterative process continues until all data is annotated. By actively integrating human expertise into the learning process, we enable interactive guidance and enhancement of automatic predictions. Following the suggestions of LENS, the user trains a new model that is able to detect smiles, based on the extracted face mesh data. Before continuing the next step the model is used to detect all instances of smiles for the teacher as well as the parent.



5.3 Visual inspection

During this stage, users visually examine sessions and their timelines to identify patterns and formulate hypotheses regarding underlying phenomena. To confirm or question these hypotheses, users can select a processing module, see Section 4, directly from the NOVA User interface and start an extraction job on the processing server. Once the processing is done, the results can be directly visualized in the user interface. This iterative process can be repeated as often as necessary for different modules. Since the results of the previous modules are stored either in the annotation database or on the media storage, the user can reuse them at any time, without recomputing them. To provide a clearer illustration of this process, we pick up on the previous example. Building upon the results of the semantic content exploration described in Section 5.1 the next steps are analyzing the non-verbal cues from the audio and the video signal and finding additional semantic indicators to assess the quality of communication based on the transcript.

To continue the exploration, the user utilizes the EmoNet module (see Section 4.2.5) to predict facial expressions exhibited by both the teacher and the parent. Upon loading the model’s predictions into NOVA. As depicted in Figure 5 it becomes apparent that the teacher’s facial expressions predominantly oscillate between “happy” and “surprised,” whereas the parent’s expressions tend to skew towards “anger” or “sadness,” although it is noted that anger may not always be accurate as the parent might simply be displaying a serious expression. In addition, the user now loads the smile annotation generated in the previous step, see Section 5.2.


[image: NOVA interface showing comprehensive behavioral analysis session. Top displays synchronized video feeds of two participants. Below shows multiple annotation tracks for transcript, facial expressions, smile detection, and smile mirroring patterns across temporal timeline with detailed scene magnification.]
FIGURE 5
Visual data inspection with NOVA and DISCOVER. The session overview provides a comprehensive summary of the extracted behavior indicators across the entire session using pretrained models in DISCOVER for extracting transcript, facial expressions, and smiling. The user is exploring the data for ares of interest using NOVA’s synchronized play back of all streams and annotations. To preselect these areas, the user writes a script for temporally smoothed smile mirroring detection (Figure 6). Afterwards the user zooms in to such a smile-mirroring-scenne at the bottom, enabling a detailed analysis of identified scenes of interest.


Smiling occurs notably more often at the beginning and end of the conversation for both roles, with the teacher exhibiting smiles more frequently throughout the conversation. As the increased number of smiles at the beginning and end can likely be attributed to formal politeness the user first focuses on the middle sections of the conversation. Especially visually identifying, mirroring behavior where the smile of one interlocutor is mirrored by the other one, provides interesting insights. For example, there is a notable scene in which the parents’ smiles mirror the teacher’s smile, a moment in which the parents receive new and helpful information, indicating active participation in the dialog.

This observation underscores the significance of integrating visual and verbal cues to capture the dynamics of communication and emotional expression within the interaction.



5.4 Scene search

As shown, the exploration of conversational scenes through the analysis of interaction partners’ multimodal behavior presents considerable promise for investigating social dynamics. The process of visual inspection provides an effective method of identifying the constellation of social cues inherent in a specific scene. However, it is of limited use when it comes to retrieving all instances of such scenes in a recording session. First of all, it is easy to overlook certain scenes when scrolling through the timeline of longer recording sessions. Second, the analysis of social cue constellations that require precise assessment of either timings, e.g., the immediate facial expression to an event, or values, e.g., the degree to which an action unit is activated, can not be efficiently performed this way. Lastly, it is easy to see how the reliable identification of patterns that consist of the interplay of multiple clues can quickly become overwhelming for a human analyst. To take all these aspects into account, DISCOVER provides an API that allows the user to define a set of rules that are used to automatically identify scenes based on previously defined conditions. Building upon the results of the visual inspection workflow, see Section 5.3, a user can now follow a blueprint script to download the smile detection annotations for both roles from the database, move a sliding window over the annotations and create a new annotation based on a predefined mirroring condition, see Figure 6.


[image: Python code snippet demonstrating smile mirroring detection algorithm. Code defines input parameters for teacher and parent smile annotations, processes data using dataset iterator, detects mirroring behavior, and creates continuous annotation output for integration into DISCOVER framework.]
FIGURE 6
Sample code snippet demonstrating how to create an annotation for detecting smile mirroring. In this stage it is an iterative process of refining small scripts until one’s need is satisfied. Then the script can be expanded by DISCOVER’s interface with paramaters exposed for easy configuration and job submission from within NOVA, turning it into a module applicable on all different kinds of other sessions.





6 User study

In this section we want to take advantage of all the above-mentioned capabilities of DISCOVER and its associated possibilities to present an application based on a user study that was conducted with prospective psychotherapists. In this study, DISCOVER summarized and interpreted key information from clinical interviews with patients to help psychotherapists plan their treatment in the form of a case conceptualization. Initial findings from this study will be presented.


6.1 Motivation

Personalizing treatment to the individual needs of the patient is an integral part of psychological therapies. While therapeutic decisions are guided primarily by intuition, there are now increasing efforts to integrate evidence-based and data-based recommendations into the therapeutic decision-making process (51, 52). Research in this area has traditionally focused on two main areas: Recommendations at the start of treatment and signals on adaptations during treatment if the desired outcome of therapy is not achieved (53).

This study explored a third, less examined area, namely the development of case conceptualizations (54). Case conceptualizations conclude the clinical assessment phase and aim to develop an individual model of the development and maintenance of the patient’s disorder. Based on a specific theoretical framework, they inform a treatment plan that initiates therapeutic change processes such as behavioral activation or restructuring maladaptive core beliefs (55). As expected, the quality of the case conceptualization is largely determined by the quality of the clinical assessment and the information derived from it (54). Furthermore, the development of such models seems to be strongly influenced by clinicians’ training and experience (56).

The Transtheoretical Treatment and Training Model (4TM; (57)) provides a theoretical foundation for the development of case conceptualizations by offering a structured framework for understanding and representing mechanisms of psychological change. It supports the training of prospective therapists by helping them identify clinically relevant features of patient experience and formulate hypotheses about underlying change processes to guide intervention planning. In the user study, we applied the 4TM model by integrating it into the DISCOVER framework, enabling the use of innovative data-informed methods to personalize case conceptualizations. By leveraging artificial intelligence within this framework, we analyzed both verbal and non-verbal aspects of initial clinical interviews, which typically serve to collect a broad range of information on the patient’s experience. These analyses formed the basis for tailored feedback provided to prospective therapists.

However, this study did not focus on evaluating the effectiveness of this feedback to personalize treatment, but rather on investigating how future users (prospective therapists) interact with the DISCOVER framework and evaluate the provided feedback. Research has shown that adapting training and design to the needs of users is a critical prerequisite for the successful implementation and sustainable integration of such tools into clinical practice (51, 58).

Initial clinical interviews are conducted to gather essential information, such as current symptomatology, biographical background, and treatment expectations. At the same time, therapists gain an emotional impression of the patient. For instance, if a patient talks about a pleasant mountain hike but does not display corresponding positive emotions such as a smile on their face or a lively tone of voice, this incongruence may indicate underlying psychopathology. However, therapists often have to carry out multiple tasks simultaneously, such as taking notes, tracking conversation content and deriving potential hypotheses, which may result in important information being lost (59, 60). Therefore, this study assisted prospective therapists by analyzing verbal, paraverbal and non-verbal aspects of clinical interviews using artificial intelligence within the DISCOVER framework.

Fully integrated into the 4TM, the study consists of two methodologically distinct parts: First, a multimodal analysis was used to identify emotionally salient scenes, which were then evaluated by users in terms of emotional importance and congruence. The second part investigated the integration of LENS into the 4TM. Users were presented with LLM-generated responses to characteristic questions about the patient’s experience and rated the appropriateness of these responses. Finally, users interacted with LENS independently and verbalize their thoughts as part of a think-aloud protocol.

The study aims to evaluate the potential of this data-informed approach to case conceptualization from the perspective of future users, i.e., prospective therapists. This approach supports prospective therapists in structuring and validating their case conceptualizations by ensuring that key information is considered and systematically assigned to the relevant facet of the patient’s experience. In doing so, it reduces cognitive load, highlights clinically relevant signals, and fosters reflective clinical reasoning.

The following section outlines the methodological setup of the study, including the selection of scenes, the LLM prompting process, and the integration of study components into a survey designed to guide users during tool interaction.



6.2 Scene selection

In the context of the scene selection process, a multimodal emotion analysis was conducted within DISCOVER on videos of simulated clinical interviews. The study was built on the work of Eberhardt et al. (61), which demonstrated associations between sentiment analysis and significant psychotherapeutic processes as well as therapeutic outcome. Consequently, written transcripts of clinical interviews were automatically generated and speaker diarization was applied within DISCOVER. These transcripts served as the basis for analyzing the patients sentiment. To achieve a robust estimation, the output of three sentiment analysis models were combined: The Multilingual Language Model Toolkit for Sentiment Analysis [XLM-T; (34)], the German Sentiment Classification Model [german-sentiment-bert; (35)], and LLM-based sentiment analysis through LENS using Mistral NeMo 12B (62). The extracted sentiment scores, ranging from negative (−1) over neutral (0) to positive (+1), were used as a prerequisite for the subsequent multimodal classification of intrapersonal affective (a)synchrony. Consequently, facial emotion recognition models [EmoNet; (42), LibreFace; (39), RBDM; (43)] and a vocal emotion detection model [Emow2v; (36)] were applied to the video and audio recordings of the clinical interviews. The models predicted, among others, eight categorical emotions (EmoNet, RBDM, LibreFace) and continuous valence (range 0 to 1; EmoNet, RBDM, Emow2v). Each transcript segment was divided into one-second intervals, and model outputs were aggregated within each interval to determine the dominant sentiment, categorical emotion, and valence. This allowed for the detection of subtle emotional shifts even within longer speech segments. Majority voting was then used to determine the dominant value in each class. Affective asynchrony was classified if the verbal sentiment and the non-verbal signals (categorical emotions or valence) did not match. Consequently, affective synchrony was detected if the verbal sentiment was consistent with the non-verbal signals. The sentiment value of ±0.5 served as a threshold for both classifications, i.e., if the sentiment was positive (>0.5) and accompanied by a negative emotion and/or a valence below 0.5, the segment was classified as affective asynchrony. If the emotion was positive and/or the valence was above 0.5, the segment was classified as affective synchrony. The automatic process generated time-stamped scene annotations for affective (a)synchrony in three categories: emotion, valence, and both. This resulted in scenes where either the categorical emotion or the valence rating, or both, were (a)synchronous. Annotations were stored in DISCOVER and selected for evaluation in the study if the corresponding speech segments were at least five seconds long and classified as both for at least 70% of the duration. From these, three scenes were randomly selected for affective synchrony and three for affective asynchrony.



6.3 Interaction with LENS

In the second part of the study, users were presented with LLM-generated responses to characteristic questions about the patient’s experience. The interaction with the LLM was carried out by the authors of this study as part of the study preparation. Specifically, for five of the eight facets of the 4TM (Emotion, Cognition, Behavior, Motivation and Interpersonal), the psychologists among the authors developed five questions each. These facets were selected to ensure feasibility within the study’s limited time frame while still covering a broad range of clinically relevant domains. The questions were then incorporated into prompts containing the automatically generated transcripts of the clinical interview and directed to the LLM-assistant using the model Mistral NeMo 12B separately for each patient. See Supplementary Figure S1 for an overview of the prompt architecture and Supplementary Table S1 for the specific questions that operationalize the five facets of the 4TM. The responses of LENS were then used in another prompt to rate the burden of each facet for the individual patient on a scale of 1 (low burden) to 3 (high burden) by the same LLM. Facets that were rated as highly burdened by LENS could be selected by the users in the study for further exploration, i.e., the answers to the five questions of that facet were presented to the therapists, who were asked to rate the fit of the answers and to give their reasons if the fit was rated as poor. In the final part of the study, users had the opportunity to ask LENS their own questions. In a think-aloud approach, they were encouraged to share their rationale for the questions and to match their questions to one of the facets of the 4TM. This part of the study was audio recorded to capture users’ verbal reasoning.



6.4 Procedure

At the beginning of each study session, prospective therapists were introduced to the 4TM and the five facets of human experience that were central to the study. They were then randomly assigned to one of four simulated clinical interviews, which they were asked to watch carefully while taking notes. The videos were available for one-time viewing only and could not be paused, in order to provide therapists with conditions comparable to those of real clinical interviews. The therapists were then presented with a graphic representation of the corresponding facets of the 4TM (see Figure 7B). They were asked to imagine that they were treating the portrayed patient and to rate the degree of burden for the depicted facets by coloring them according to the coloring scheme: green = low burden, orange = medium burden, and red = high burden. The focus was then placed on the emotional facet and the therapists were again confronted with scenes from the clinical interview in which intrapersonal affective asynchrony had been identified by the scene selection algorithm described above (see Figure 7A) for an overview of the tool interaction procedure. After each scene, the therapists were asked to rate its importance for understanding the patient’s emotional experience and the perceived congruence between verbal and non-verbal signals on visual analogue scales ranging from not at all to very much. A total of six scenes (three synchronous and three asynchronous) were presented to the therapist in randomized order. At the end of the task, therapists were asked to provide an overall assessment of the selected scenes. On a five-point Likert scale, they were asked to rate the helpfulness of the selection from very helpful to not helpful. In addition, they were asked whether any important scenes were missing and, if so, which ones. In the next part of the study, therapists were again presented with the graphical representation of the 4TM model, but this time colored according to the LENS’s ratings of patient burden. They were then asked to successively select two of the red facets (high burden) and rate the LLM-assistant’s answers to the corresponding questions. The rating was a binary choice (thumbs up or down) and negative ratings (thumb down) needed to be explained. In the final part of the study, the therapists interacted with LENS while being recorded via audio. Each question should be assigned to a facet of the 4TM and therapists were asked to articulate their reasoning. A detailed visualisation of the evaluation procedure is provided in Figure 8A.


[image: Two-part diagram: (A) Shows 4TM tool interaction workflow with clinical interview analysis over time, (B) Displays 4TM model structure with five facets (Emotion, Cognition, Behavior, Motivation, Interpersonal) surrounding central "Human Experience Problems and Resources" hub.]
FIGURE 7
Integration of the Transtheoretical Treatment and Training Model into the DISCOVER framework. (A) Visualization of the tool interaction. Drawing from: “Stock photo of man, talking, psychologist”, licensed under royalty-free vector. Info square icon from: “Info square”, licensed under MIT license. (B) Graphical representation of the 4TM model. Adapted with permission from “Core Elements of a Transtheoretical Treatment and Training Model (4TM)” by Lutz et al., licensed under CC BY 4.0.



[image: User evaluation results: (A) Shows evaluation procedure timeline with importance/coherence ratings and 4TM integration, (B) Bar chart comparing affective synchrony vs asynchrony ratings for importance and congruence measures, with synchronous scenes rated higher than asynchronous ones.]
FIGURE 8
User evaluation of outputs generated within the DISCOVER  framework. (A) Visualization of the evaluation procedure. (B) Initial findings from the user evaluation of the scenes selected from multimodal emotion analysis.


The following section presents initial findings from the first part of the user study, which was conducted on a small sample of prospective psychotherapists.



6.5 Sample description

Twelve prospective psychotherapists participated in the user study. They were recruited either by notices posted at the training institute or via email. On average, the users were 29.75 years old (SD = 3.17), with 50% identifying as female. At the time of the study, they were in their sixth semester of training (M = 5.5, SD = 3.1) and were treating a mean of 7.58 (SD = 4.65) outclinic patients.



6.6 Initial findings

The initial findings reported here are based on the first stage of the study, in which users were presented with the results of the multimodal emotion analysis and the subsequent scene selection process. Users evaluated emotionally salient scenes in terms of their emotional importance and the congruence between verbal and non-verbal affective expressions. As expected, scenes that had been classified as asynchronous by DISCOVER (i.e., showing a mismatch between verbal and non-verbal affect) were perceived as being less congruent (M = 40.22, SD = 25.23) by the users than scenes that had been classified as synchronous (M = 56.72, SD = 23.39). These results suggest that the models implemented in DISCOVER are sensitive to variations in affective synchrony. Furthermore, asynchronous scenes were rated as less important to the therapist’s understanding of the patients emotional experience (M = 57.61, SD = 20.76) than synchronous scenes (M = 67.53, SD = 25.41). This hints at the fact that perceived affective (a)synchrony influences the therapist’s assessment of the emotional relevance of therapeutic interactions. A visualization of these findings is provided in Figure 8B. On an overall level, the presented scenes received an average rating of 2.42 (SD = 0.86) on a five-point Likert scale (1 = very helpful to 5 = not helpful), indicating that they were perceived as rather helpful. At the same time, 75% of users stated that important scenes were missing, which is understandable given that each user was only presented with six emotionally significant scenes selected from the clinical interview.




7 Discussion

With DISCOVER we presented a novel, modular, and flexible framework designed to lower the entry barrier for computational behavior analysis. By integrating audio, video, and text processing capabilities into a unified framework, DISCOVER facilitates multimodal analyses for researchers across varying levels of technical expertise. A central component of this framework is LENS, a natural language interface that uses large language models to allow the interactive creation of annotations and the exploration of semantic content based on the transcript of a user interaction. The user study included in this work demonstrates how DISCOVER can effectively support clinical training of psychotherapists by transforming complex behavioral data into actionable insights. Specifically, we demonstrated how the system can be used to identify nuanced intrapersonal characteristics, such as affective (a)synchrony, to identify salient scenes during psychotherapy sessions. Furthermore, we showed how LENS can be employed to assist prospective psychotherapists with case conceptualizations. This capability has the potential to enhance clinical training by supporting the systematic organization and prioritization of patient information, thereby helping prospective therapists to focus on the most relevant aspects for case conceptualization.

Current tools for analyzing human interaction (see Section 2) are equipped with functionalities to gather new information, but often present limitations in terms of accessibility, adaptability, and data integration. Historically, these systems have relied heavily on manual annotation, a process that, while capable of high accuracy when meticulously applied, is inherently time consuming, resource intensive, and ill-suited for large datasets or complex interaction scenarios. The sheer volume of data generated in contemporary research makes manual annotation increasingly impractical. Furthermore, automated annotation tools often lack the versatility required for broad application, remaining constrained by specific use cases or data modalities. In contrast, DISCOVER provides a unified platform capable of simultaneously processing and analyzing multimodal data streams.

Furthermore, existing tools often lack the flexibility to incorporate new analytical techniques or integrate novel machine learning models. Although some tools offer scripting capabilities, these are often limited and require a good understanding of the underlying software architecture. DISCOVER, on the other hand, is built on a modular architecture that allows for a straightforward integration of custom modules and algorithms. This enables researchers to leverage the latest advances in machine learning and artificial intelligence to address complex research questions. The natural language interface LENS, also distinguishes DISCOVER from many existing tools. LENS allows researchers to query the data using natural language, allowing a more exploratory and iterative approach to data analysis. This can be particularly valuable in the early stages of research, when the researcher may not have a clear understanding of the patterns and relationships within the data. This exploratory capability empowers researchers to formulate new hypotheses and refine their research questions. Finally, DISCOVER utilizes a server-based architecture, providing researchers with unified access to computational resources. This centralized approach streamlines data processing and analysis, reducing the need for individual infrastructure and promoting collaborative research efforts.

Despite its advantages, DISCOVER is not without limitations. The accuracy of automatic annotations and predictions is inherently dependent on the quality and diversity of the underlying models and training data. Biases in these models can lead to misinterpretations, especially when analyzing culturally specific behaviors or working with underrepresented populations. For instance, a model predominantly trained on data from Western cultures may misread non-verbal cues common in Eastern cultures. Particularly, because DISCOVER is aimed at non-experts in the technical domain, it is important to make these limits transparent to the user. Furthermore, while the system is designed for user-friendliness, initial setup and the integration of custom modules may still require technical support. Reliance on a cloud-based or centralized processing infrastructure also raises concerns regarding data privacy and compliance with institutional or legal requirements.



8 Conclusion

We presented DISCOVER, a novel system designed to address persistent challenges in the analysis of behavioral data, particularly within the domain of social interaction. By integrating a flexible and extensible annotation framework with automated data processing capabilities, DISCOVER offers a substantial advancement over traditional methods reliant on manual coding, which are often time-consuming, resource-intensive, and prone to subjective biases.

The integration of various state-of-the-art modules for audio and video analysis, as well as the incorporation of LLM-based semantic exploration and sentiment analysis, equips researchers with a robust suite of tools to conduct in-depth analyses without requiring extensive technical expertise. Additionally, by emphasizing interactive data exploration through features like visual inspection, aided annotation, and scene search, discover makes it easier to extract complex behavioral patterns, which improves the breadth and accuracy of social science research. We presented initial findings of a user study with prospective psychotherapists, designed to evaluate the potential of the DISCOVER framework in supporting case conceptualization. The study focused on its usability in clinical practice, particularly with regard to structuring psychological assessments and enabling data-informed treatment planning.

However, the development and deployment of automated behavioral analysis systems are not without challenges. A critical consideration is the potential for algorithmic bias. The accuracy and generalizability of automated schemes depend heavily on the quality and representativeness of the training data. If the training data are skewed towards certain demographics or behavioral expressions, the system may exhibit reduced performance or even systematic errors when applied to different populations. Therefore, rigorous validation and ongoing monitoring are essential to ensure fairness and avoid perpetuating existing societal biases. Another challenge lies in the inherent complexity of human behavior. While automated schemes can effectively identify predefined behaviors, capturing the full richness and context of social interactions requires sophisticated algorithms capable of handling ambiguity, variation, and individual differences.

Looking ahead, there are a number of particularly promising directions for future study. Expanding the library of annotation schemes and automated prediction models to encompass a wider range of behavioral cues, including gaze patterns, vocal characteristics, and body posture, would significantly enhance the system’s versatility. By empowering researchers with a versatile tool for unlocking deeper insights into the complexities of human behavior, DISCOVER has the potential to substantially advance our understanding of social interaction and its impact on human well-being.



Data availability statement

The data analyzed in this study is subject to the following licenses/restrictions: GDPR. Requests to access these datasets should be directed to tobias.hallmen@uni-a.de.



Ethics statement

Written informed consent was obtained from the individual(s) for the publication of any potentially identifiable images or data included in this article.



Author contributions

TH: Visualization, Data curation, Conceptualization, Methodology, Writing – original draft, Software, Project administration. DS: Conceptualization, Software, Methodology, Visualization, Project administration, Writing – original draft, Data curation. AV: Writing – original draft, Project administration, Visualization, Methodology, Data curation, Conceptualization. SE: Methodology, Writing – review & editing. TB: Conceptualization, Writing – review & editing, Software. DWD: Software, Writing – review & editing. WL: Writing – review & editing, Supervision, Funding acquisition. EA: Funding acquisition, Supervision, Writing – review & editing.



Funding

The author(s) declare that financial support was received for the research and/or publication of this article. This research was partially funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)—Grant numbers 493169211 and 525286173, and the KodiLL project (FBM2020, Stiftung Innovation in der Hochschullehre).



Acknowledgments

We thank Marie Görgen for her participation in the preparation of the user study.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

The handling editor PT declared a past co-authorship with the author EA.



Generative AI statement

The author(s) declare that Generative AI was used in the creation of this manuscript. The authors acknowledge the use of Large Language Models (LLMs) in the drafting and refinement of formulations within this manuscript. Specifically, we utilized both OpenAI’s ChatGPT, o3 and 4.1 as well as Google’s Gemma 3 – 27B to assist with clarifying language, exploring alternative phrasing, and improving the overall readability of the text.

Any alternative text (alt text) provided alongside figures in this article has been generated by Frontiers with the support of artificial intelligence and reasonable efforts have been made to ensure accuracy, including review by the authors wherever possible. If you identify any issues, please contact us.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fdgth.2025.1638539/full#supplementary-material



References


	1. Wittenburg P, Brugman H, Russel A, Klassmann A, Sloetjes H. ELAN: a professional framework for multimodality research. In: Calzolari N, Choukri K, Gangemi A, Maegaard B, Mariani J, Odijk J, Tapias D, editors. Proceedings of the Fifth International Conference on Language Resources and Evaluation, LREC 2006, Genoa, Italy, May 22–28, 2006. European Language Resources Association (ELRA) (2006). p. 1556–9.


	2. Kipp M. Anvil: the video annotation research tool. In: Handbook of Corpus Phonology. Oxford: Oxford University Press (2013).


	3. Schmidt T. Transcribing and annotating spoken language with exmaralda. In: Proceedings of the International Conference on Language Resources and Evaluation: Workshop on XML Based Richly Annotated Corpora, Lisbon 2004. ELRA (2004). p. 879–96.


	4. Baur T. Cooperative and transparent machine learning for the context-sensitive analysis of social interactions (dissertation). (2018).


	5. Cowie R, Douglas-Cowie E, Savvidou S, McMahon E, Sawey M, Schröder M. “Feeltrace”: an instrument for recording perceived emotion in real time. In: ISCA Tutorial and Research Workshop (ITRW) on Speech and Emotion. (2000).


	6. Cowie R, McKeown G, Douglas-Cowie E. Tracing emotion: an overview. IJSE. (2012) 3:1–17. doi: 10.4018/jse.2012010101


	7. Girard JM. CARMA: software for continuous affect rating and media annotation. J Open Res Softw. (2014) 2:e5. doi: 10.5334/jors.ar


	8. Girard JM, Wright AGC. DARMA: dual axis rating and media annotation. (2016).


	9. Ez-Zaouia M, Tabard A, Lavoué E. Emodash: a dashboard supporting retrospective awareness of emotions in online learning. Int J Hum Comput Stud. (2020) 139:102411. doi: 10.1016/j.ijhcs.2020.102411


	10. Arakawa R, Yakura H. Rescue: a framework for real-time feedback on behavioral cues using multimodal anomaly detection. In: Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems. (2019). p. 1–13.


	11. Stratou G, Morency L-P. Multisense—context-aware nonverbal behavior analysis framework: a psychological distress use case. IEEE Trans Affect Comput. (2017) 8:190–203. doi: 10.1109/TAFFC.2016.2614300


	12. Samrose S, McDuff D, Sim R, Suh J, Rowan K, Hernandez J, et al. Meetingcoach: an intelligent dashboard for supporting effective & inclusive meetings. In: Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems. (2021). p. 1–13.


	13. Hoque M, Courgeon M, Martin J-C, Mutlu B, Picard RW. Mach: my automated conversation coach. In: Proceedings of the 2013 ACM International Joint Conference on Pervasive and Ubiquitous Computing. (2013). p. 697–706.


	14. Penzkofer A, Müller P, Bühler F, Mayer S, Bulling A. ConAn: a usable tool for multimodal conversation analysis. In: Proceedings of the 2021 International Conference on Multimodal Interaction. (2021). p. 341–51.


	15. Wagner J, Lingenfelser F, Baur T, Damian I, Kistler F, André E. The social signal interpretation (SSI) framework: multimodal signal processing and recognition in real-time. In: Proceedings of the 21st ACM International Conference on Multimedia. (2013). p. 831–4.


	16. Stefanov K, Huang B, Li Z, Soleymani M. Opensense: a platform for multimodal data acquisition and behavior perception. In: Proceedings of the 2020 International Conference on Multimodal Interaction. Association for Computing Machinery (2020). p. 660–4.


	17. Bohus D, Andrist S, Feniello A, Saw N, Jalobeanu M, Sweeney P, et al. Platform for situated intelligence. (2021).


	18. Barz M, Bhatti OS, Lüers B, Prange A, Sonntag D. Multisensor-pipeline: a lightweight, flexible, and extensible framework for building multimodal-multisensor interfaces. In: Companion Publication of the 2021 International Conference on Multimodal Interaction. (2021). p. 13–8.


	19. Arakawa R, Maeda K, Yakura H. Supporting experts with a multimodal machine-learning-based tool for human behavior analysis of conversational videos. arXiv [Preprint]. arXiv:2402.11145 (2024).


	20. Baur T, Heimerl A, Lingenfelser F, Wagner J, Valstar MF, Schuller B, et al. eXplainable cooperative machine learning with NOVA. Künstliche Intell. (2020). 34:143–64. doi: 10.1007/s13218-020-00632-3


	21. Touvron H, Lavril T, Izacard G, Martinet X, Lachaux M-A, Lacroix T, et al. LLaMA: Open and efficient foundation language models. arXiv [Preprint]. arXiv:2302.13971 (2023).


	22. Liu Y, Ju S, Wang J. Exploring the potential of chatgpt in medical dialogue summarization: a study on consistency with human preferences. BMC Med Inform Decis Mak. (2024) 24:75. doi: 10.1186/s12911-024-02481-8


	23. Luo Z, Xie Q, Ananiadou S. ChatGPT as a factual inconsistency evaluator for abstractive text summarization. arXiv [Preprint]. arXiv:2303.15621 (2023).


	24. Soni M, Wade V. Comparing abstractive summaries generated by chatgpt to real summaries through blinded reviewers and text classification algorithms. arXiv [Preprint]. arXiv:2303.17650 (2023).


	25. Fatouros G, Soldatos J, Kouroumali K, Makridis G, Kyriazis D. Transforming sentiment analysis in the financial domain with chatgpt. Mach Learn Appl. (2023) 14:100508. doi: 10.48550/arXiv.2308.07935


	26. Zhang W, Deng Y, Liu B, Pan SJ, Bing L. Sentiment analysis in the era of large language models: a reality check. arXiv [Preprint]. arXiv:2305.15005 (2023).


	27. Irani A, Park JY, Esterling K, Faloutsos M. WIBA: what is being argued? a comprehensive approach to argument mining. arXiv [Preprint]. arXiv:2405.00828 (2024).


	28. Pojoni M-L, Dumani L, Schenkel R. Argument-mining from podcasts using ChatGPT. In: In procs. of the Workshops at International Conference on Case-Based Reasoning (ICCBR-WS 2023) co-located with the 31st International Conference on Case-Based Reasoning (ICCBR 2023), Aberdeen, Scotland, UK. (2023). Vol. 3438. p. 129–44.


	29. Bain M, Huh J, Han T, Zisserman A. Whisperx: time-accurate speech transcription of long-form audio. In: INTERSPEECH 2023. (2023).


	30. Radford A, Kim JW, Xu T, Brockman G, McLeavey C, Sutskever I. Robust speech recognition via large-scale weak supervision. In: International Conference on Machine Learning. PMLR (2023). p. 28492–518.


	31. Bredin H, Laurent A. End-to-end speaker segmentation for overlap-aware resegmentation. In: Proc. Interspeech 2021. Brno, Czech Republic (2021).


	32. Bredin H, Yin R, Coria JM, Gelly G, Korshunov P, Lavechin M, et al. pyannote.audio: neural building blocks for speaker diarization. In: ICASSP 2020, IEEE International Conference on Acoustics, Speech, and Signal Processing. Barcelona, Spain (2020).


	33. Ravanelli M, Parcollet T, Plantinga P, Rouhe A, Cornell S, Lugosch L, et al. SpeechBrain: a general-purpose speech toolkit. arXiv [Preprint]. arXiv:2106.04624 (2021).


	34. Barbieri F, Espinosa Anke L, Camacho-Collados J. XLM-T: multilingual language models in Twitter for sentiment analysis and beyond. In: Proceedings of the Thirteenth Language Resources and Evaluation Conference. Marseille, France: European Language Resources Association (2022). p. 258–66.


	35. Guhr O, Schumann A-K, Bahrmann F, Böhme HJ. Training a broad-coverage German sentiment classification model for dialog systems. In: Proceedings of The 12th Language Resources and Evaluation Conference. Marseille, France: European Language Resources Association (2020). p. 1620–5.


	36. Wagner J, Triantafyllopoulos A, Wierstorf H, Schmitt M, Burkhardt F, Eyben F, et al. Dawn of the transformer era in speech emotion recognition: closing the valence gap. IEEE Trans Pattern Anal Mach Intell. (2023) 45(9):10745–59. doi: 10.1109/TPAMI.2023.3263585


	37. Bazarevsky V, Grishchenko I, Raveendran K, Zhu T, Zhang F, Grundmann M. Blazepose: on-device real-time body pose tracking. arXiv [Preprint]. arXiv:2006.10204 (2020).


	38. Bazarevsky V, Kartynnik Y, Vakunov A, Raveendran K, Grundmann M. Blazeface: sub-millisecond neural face detection on mobile gpus. arXiv [Preprint]. arXiv:1907.05047 (2019).


	39. Chang D, Yin Y, Li Z, Tran M, Soleymani M. Libreface: an open-source toolkit for deep facial expression analysis. In: Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision (WACV). To appear (2024).


	40. Kartynnik Y, Ablavatski A, Grishchenko I, Grundmann M. Real-time facial surface geometry from monocular video on mobile gpus. arXiv [Preprint]. arXiv:1907.06724 (2019).


	41. Ekman P, Friesen WV. Measuring facial movement. Environ Psychol Nonverbal Behav. (1976) 1:56–75. doi: 10.1007/BF01115465


	42. Toisoul A, Kossaifi J, Bulat A, Tzimiropoulos G, Pantic M. Estimation of continuous valence and arousal levels from faces in naturalistic conditions. Nat Mach Intell. (2021) 3(1):42–50. doi: 10.1038/s42256-020-00280-0


	43. Schiller D, Huber T, Dietz M, André E. Relevance-based data masking: a model-agnostic transfer learning approach for facial expression recognition. Front Comput Sci. (2020) 2:6. doi: 10.3389/fcomp.2020.00006


	44. Darcet T, Oquab M, Mairal J, Bojanowski P. Vision transformers need registers. arXiv [Preprint]. arXiv:2309.16588 (2023).


	45. Oquab M, Darcet T, Moutakanni T, Vo HV, Szafraniec M, Khalidov V, et al. DINOv2: learning robust visual features without supervision. arXiv [Preprint]. arXiv:2304.07193 (2023).


	46. Barrault L, Chung Y-A, Meglioli MC, Dale D, Dong N, Duppenthaler M, et al. Seamless: multilingual expressive and streaming speech translation. arXiv [Preprint]. arXiv:2312.05187 (2023).


	47. Eyben F, Wöllmer M, Schuller B. Opensmile: the Munich versatile and fast open-source audio feature extractor. In: Proceedings of the 18th ACM International Conference on Multimedia. (2010). p. 1459–62.


	48. Eyben F, Scherer KR, Schuller BW, Sundberg J, André E, Busso C, et al. The geneva minimalistic acoustic parameter set (gemaps) for voice research and affective computing. IEEE Trans Affect Comput. (2015) 7:190–202. doi: 10.1109/TAFFC.2015.2457417


	49. Conneau A, Khandelwal K, Goyal N, Chaudhary V, Wenzek G, Guzmán F, et al. Unsupervised cross-lingual representation learning at scale. CoRR [Preprint]. abs/1911.02116 (2019).


	50. Hallmen T, Gietl K, Hillesheim K, Bauermann M, Friedrich A, André E. AI-based feedback in counselling competence training of prospective teachers. arXiv [Preprint]. arXiv:2505.03423 (2025).


	51. Barkham M, De Jong K, Delgadillo J, Lutz W. Routine outcome monitoring (rom) and feedback: research review and recommendations. Psychother Res. (2023) 33:841–55. doi: 10.1080/10503307.2023.2181114


	52. Lutz W, Vehlen A, Schwartz B. Data-informed psychological therapy, measurement-based care, and precision mental health. J Consult Clin Psychol. (2024) 92:671.3 doi: 10.1037/ccp0000904


	53. Lutz W, Neu R, Rubel JA. Evaluation und Effekterfassung in der Psychotherapie. Göttingen: Hogrefe Verlag GmbH & Company KG (2019). Vol. 5.


	54. Johnstone L, Dallos R. Introduction to formulation. In: Formulation in Psychology and Psychotherapy. Cambridge: Routledge (2013). p. 1–17.


	55. Easden MH, Kazantzis N. Case conceptualization research in cognitive behavior therapy: a state of the science review. J Clin Psychol. (2018) 74:356–84. doi: 10.1002/jclp.22516


	56. Eells TD, Lombart KG, Kendjelic EM, Turner LC, Lucas CP. The quality of psychotherapy case formulations: a comparison of expert, experienced, and novice cognitive-behavioral and psychodynamic therapists. J Consult Clin Psychol. (2005) 73:579. doi: 10.1037/0022-006X.73.4.579


	57. Lutz W, Schwartz B, Deisenhofer A-K, Schaffrath J, Eberhardt ST, Bommer J, et al. From theory to practice: a transtheoretical treatment and training model (4TM). Clin Psychol Eur. (2024) 6:e12421. doi: 10.32872/cpe.12421


	58. Deisenhofer A-K, Barkham M, Beierl ET, Schwartz B, Aafjes-van Doorn K, Beevers CG, et al. Implementing precision methods in personalizing psychological therapies: barriers and possible ways forward. Behav Res Ther. (2024) 172:104443. doi: 10.1016/j.brat.2023.104443


	59. Barkham M, Lutz W, Castonguay LG, Bergin and Garfield’s Handbook of Psychotherapy and Behavior Change. Hoboken: John Wiley & Sons (2021).


	60. Knox S, Hill CE. Training and supervision in psychotherapy: what we know and where we need to go. (2021).


	61. Eberhardt ST, Schaffrath J, Moggia D, Schwartz B, Jaehde M, Rubel JA, et al. Decoding emotions: exploring the validity of sentiment analysis in psychotherapy. Psychother Res. (2025) 35:174–89. doi: 10.1080/10503307.2024.2322522


	62. Mistral A. Mistral NeMo 12B: a large language model. (2024). Available online at: https://mistral.ai/news/mistral-nemo (Accessed May 05, 2025).







1https://github.com/hcmlab/discover

2https://github.com/hcmlab/nova

3https://www.mongodb.com

4https://nextcloud.com

5https://chatgpt.com

6https://ollama.com

7https://github.com/hcmlab/discover-modules

8https://huggingface.co/


OPS/xhtml/Nav.xhtml




Contents





		Cover



		DISCOVER: a Data-driven Interactive System for Comprehensive Observation, Visualization, and ExploRation of human behavior

		1 Introduction



		2 Related work



		3 Framework



		3.1 User interface



		3.2 Annotation data storage



		3.3 Media file storage



		3.4 Processing server



		3.5 LENS











		4 Modules



		4.1 Audio



		4.1.1 Verbal



		4.1.2 Speaker diarization



		4.1.3 Sentiment analysis



		4.1.4 Paraverbal











		4.2 Video



		4.2.1 Pose detector



		4.2.2 Face bounding box detector



		4.2.3 Facial landmarks and meshes



		4.2.4 Facial action units



		4.2.5 Facial expression











		4.3 Multimodal feature extraction



		4.3.1 Video



		4.3.2 Audio



		4.3.3 Text



















		5 Interactive data exploration



		5.1 Semantic content exploration



		5.2 Aided annotation



		5.3 Visual inspection



		5.4 Scene search











		6 User study



		6.1 Motivation



		6.2 Scene selection



		6.3 Interaction with LENS



		6.4 Procedure



		6.5 Sample description



		6.6 Initial findings











		7 Discussion



		8 Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Generative AI statement



		Publisher's note



		Supplementary material



		References



















OPS/images/fdgth-07-1638539-g005.jpg
B ] | | I Il J 9—Facial Expression

i@—Smile

Ly e O WSO W}, 5 rrile Mirroring

So, this step with the high school diploma isn't blocked






OPS/images/fdgth-07-1638539-g006.jpg
# Defining Inputs
smile_teacher =
TR_re ”db: dnﬂ()ldll(\n Discrete”,
input”
smile_ \euther',
]

sm

scC
> : "teach 5
i unn(ylal()r" : ”DISCOVER" 5

}

smile_parent = {
src "d annoldnon Discrete”,

pe”: e

smlle palcnl

me

role’: P r N
“annotato “DlSCOVER" R
ds_iterator = Data sellleralor(
session- nan"’

e_teacher, smile_parent],

source_ context—<DB _CREDENTIALS >,
)
ds_iterator .load ()

Processing
output =
ds_ 1terator
smile (cauher"][O]
*smile_parent”][0]

output. append((score, confidence))

# Creating the annolallon
annolauon scheme =
”smile_mirroring”,
sample rate = 25,
min_val=
max_val=1

annotation = CommuousAnnolatlon(

dala:np.asarray(oulput, dlype annotation_scheme . label_dtype)

fh = FileHandler ()
fh.save(data=annotation, fp="./smile_mirroring.annotation’)






OPS/images/fdgth-07-1638539-g007.jpg
Emotion

Cognition
Behavior

Human Experience
Problems & Resources

Motivation 4TM paradan

Transtheoretical Treatment &
Training Model





OPS/images/fdgth-07-1638539-g008.jpg
(2] mporiancer |

Rumination? ‘A‘m

- w:_@.

o °
) £5 60
gs g2
S 5
g2 40 5 40
= o

20 20





OPS/images/fdgth-07-1638539-g001.jpg
LLM

.~ Processing -

e ) PROMPT
& —
%
R S
S
REQUEST = _

®

Module

e

s Nm\\e
P

Read/
Write

\‘\\\\'&?J
\

Annotation





OPS/images/fdgth-07-1638539-g002.jpg
Label List Video 1 Face Mesh 1  Video 2

®— Face Mesh 2

I—— p—
e

cttesprmtesi— @ Audio Signal

NNy

A S <_~®—Feature Stream

1 Free Annotatlon

®— Continuous Annotation

Temporal Axis





OPS/images/fdgth-07-1638539-g003.jpg
Module

Visual Inspection

~

Aided Annotation

Interactive semantic content
exploration

Multimodal Scene

@ .................................... < Search







OPS/images/cover.jpg
& frontiers | Frontiers in Digital Health

DISCOVER: a Data-driven Interactive System for
Comprehensive Observation, Visualization, and
ExploRation of human behavior





OPS/images/fdgth-07-1638539-g004.jpg
NOVA LENS

O
USER: quality of the dialogue?
LENS: Wh he quality of a dial -
1. *Body Language™: Pay and eye contact. Are
hi i indicati i Or y i uggesting
disinterest or discomfort?
2. **Tone of Voic ice. Is it calm, reassuring, and empatt
Or is it firm, amhﬂrltah\p i ?
3. I"arI[HI(y teacher ittil her. Are they facing
each other d I Or Yy positi
an angle or from each other disconnection?
4. *Touch™: N y Tt
- fh e Th bal
4 pathy,
support, and understanding.
words. Y i miling, or g si ief? Or are they ing, looking puzzled
or displaying other i
6. * Eye Contact*: intai ith the other. Is it brief
and fle i i distraction? Or i i
7. **Posture Shifts**: Notice if Do they lean
8. **Hand Gesture: i using open,
expanswe cue hand gestures7

Context-aware

ollama_chat/llar ¥








OPS/images/crossmark.jpg
(®) Check for updates.





OPS/images/logo.jpg
& frontiers | Frontiers in Digital Health





