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Background: Mental healthcare faces growing challenges due to rising mental health issues, particularly among young adults. AI-based systems show promise in supporting prevention, diagnosis, and treatment through personalized care but raise concerns about trust, inclusivity, and workflow integration. Limited research exists on aligning AI functionalities with healthcare professionals’ needs or incorporating shared decision-making (SDM) into AI-supported mental health services, emphasizing the need for further exploration.



Objective: This study aims to explore how AI-based decision support systems can be used in mental healthcare from the perspective of healthcare professionals and in the light of a SDM framework.



Methods: A qualitative approach using deductive content analysis was employed. Sixteen healthcare professionals working with young adults participated in semi-structured interviews. The analysis was guided by elements of SDM to identify key needs and concerns related to AI.



Results: Healthcare professionals acknowledged both the potential benefits and challenges of integrating AI-based decision support systems into SDM for mental healthcare. Fifteen of 23 SDM elements were identified as relevant. AI was valued for its potential in early detection, holistic assessments, and personalized treatment recommendations. However, concerns were raised about inaccuracies in interpreting non-verbal cues, risks of overdiagnosis, reduced clinician autonomy, and weakened trust and therapeutic relationships.



Conclusions: AI holds promise for enhancing triage, patient participation, and information exchange in mental healthcare. However, concerns about trust, safety, and overreliance on technology must be addressed. Future efforts should prioritize human-centric SDM, ensuring AI implementation mitigates risks related to equity, data privacy, and the preservation of therapeutic relationships.
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1 Introduction

Mental healthcare faces significant challenges due to the increasing prevalence of mental health issues over recent decades in Sweden, as in many other European countries (1–3). These challenges exert considerable strain on healthcare systems, escalating both health and economic demands as they strive to support affected individuals while maintaining essential services. Mental health disorders account for approximately 31% of the total Disability-Adjusted Life Years (DALYs) among individuals aged 10–24 years (4). This burden continues to rise with no indications of declining (5–7).

Around 75% of all mental disorders have their onset during adolescence and early adulthood, typically before the age of 25 (8). Despite this, young adult with mild to moderate symptoms often face longer waiting times and receive lower prioritization than those with more severe conditions, which can potentially lead to progression of their problems (9, 10). Delays in early intervention and treatment are particularly concerning given the recurring episodes of mental health problems in this age group (11). Such delays substantially increase the likelihood of adverse long-term outcomes and elevate the risk of developing complex, chronic mental health disorders in adulthood (11–13).

Healthcare systems in Sweden and European countries face significant challenges in addressing young adult's mental health needs. Barriers include long waiting time inadequate service provision, and limited accessibility to appropriate care (10, 14, 15). Research in Sweden indicates that young adults often struggle to access help due to limited awareness of mental health issues and insufficient availability of services, As a result, many attempt to cope independently (14, 16, 17) Similarly, in the UK, wait times for mental health services can extend up to 18 weeks (18). Given the rising demand and the insufficient readiness of many healthcare systems, research underscores the necessity for governments to prioritize investment in mental healthcare services (19). Enhancing support for young people is essential to reduce the long-term burden on healthcare systems and to improve mental health outcomes at both individual and societal levels (20).

There is growing interest in using digital systems powered by artificial intelligence (AI) in response to these demands in order to support healthcare professionals and patients throughout the mental healthcare continuum, including prevention, diagnosis, and treatment (21, 22). AI has been recognized for its potential to enhance personalized care, promote sustainable mental healthcare by aligning interventions with the unique needs and preferences of individual patients (23). Various AI systems are being developed to support decision-making in mental health; however, research examining their impact on clinician-patient interactions, trust, and acceptance remains limited. Existing studies highlight these factors as potential barriers that may pose challenges on the implementation and sustainable use of AI systems (24–26). Concerns have been raised regarding clinician-patient interactions when AI is used in healthcare (24, 27). Key risks include reduced patient inclusivity, decision paralysis among clinicians uncertain about AI recommendations, and communication challenges—both in conveying AI outputs to patients and integrating patient input. Ambiguity around the roles of AI and clinicians may also undermine patient trust and the therapeutic relationship. Addressing these issues proactively is crucial to ensure safe and effective AI integration in mental health care.

Healthcare decision-making has progressively evolved to actively involve patients in their care processes. Numerous studies highlight the benefits of transitioning from disease-centered care to person-centered care (28, 29). Shared decision-making (SDM) embodies this concept by engaging healthcare professionals and patients collaboratively in decision-making processes. SDM is defined as an approach in which clinicians and patients share the best available evidence to make decisions, with patients receiving support to evaluate options and achieve informed preferences (30). Implementation of SDM in the mental healthcare involve various strategies, techniques, and methods, including patient decision support aids, patient education, and the development of healthcare professional's communication techniques and personal skills to include the patient in the decision-making process (31). Research also suggests that decision aids, which actively invite users to express their goals and consider alternatives, can help legitimize and incorporate their knowledge and preferences into the decision-making process (32). However, for these methods to be effective, SDM needs to be systematically planned and integrated into healthcare environments and services. This includes assessing the specific needs for SDM to ensure alignment with both end-user preferences and organizational goals (33, 34). By providing relevant, on-demand information and facilitating interactions, modern technologies, including AI systems, have the potential to strengthen such collaborative decision-making (35). However, there is limited literature describing the use and implementation of AI-based decision support systems within healthcare, particularly in mental health and in relation to SDM (36, 37).

While SDM provides a framework for structuring collaborative decision-making in healthcare, the integration of AI introduces both new opportunities and challenges. Human–AI collaboration illustrates how clinical expertise can be complemented by machine intelligence to strengthen decision quality, improve outcomes, and increase productivity (38, 39). Yet risks remain, particularly algorithmic bias, which has led in practice to large-scale inequities such as patients being excluded from access to care (40). Approaches such as human-centered AI and human–AI teaming aim to mitigate these risks by embedding human needs, preferences, and trustworthiness in system design, while promoting the complementary strengths of humans and AI (41, 80). In mental health, such approaches have shown promises in supporting user motivation, aiding interpretation of AI outputs, and preserving agency in decision-making (42), thereby offering a pathway for integrating AI into SDM practices in ways that enhance rather than undermine equity and collaboration.

While AI-based decision support systems hold considerable promise for enhancing decision-making in mental healthcare, their successful implementation may be challenged by the disconnection between healthcare professionals' needs and the practical utility of AI systems, resulting in barriers to the clinical workflows and potential engagement issues in practice (25, 43). Current research on introducing AI for decision support in mental health services remains in its infancy (44, 45), with most studies focusing on pre-implementation phases rather than real-world clinical applications (45). Notably, the integration of SDM in AI-based decision support systems remains unexamined despite its critical role in person-centered care (45).

Given these gaps, it is crucial to investigate the perspectives of healthcare professionals on AI-based decision support in mental health, particularly regarding their requirements related to SDM. This study aims to explore how AI-based decision support systems can be used in mental healthcare, especially for young adults, from the perspective of healthcare professionals and in the light of an SDM framework.



2 Methods


2.1 Study design

This study employed a qualitative design, utilizing a deductive approach to qualitative content analysis (46, 47). A deductive approach was chosen to incorporate the key elements of SDM as predefined categories for analysis (48). The study adheres to the 32-item Consolidated Criteria for Reporting Qualitative Research (COREQ) to ensure rigor and trustworthiness in the qualitative analysis (49).



2.2 Theoretical framework

The SDM framework proposed by Makoul and Clayman (48) was adopted as the theoretical foundation for this study. This framework categorizes SDM elements into three types: essential, ideal, and general (see Supplementary Table S1). For each element, we have further clarified and expanded the definitions within the proposed SDM framework, drawing on additional references to enhance comprehensiveness.


	•Essential elements represent the practical or clinically oriented steps of SDM necessary for interactions between healthcare professionals and patients. These elements include defining the problem, presenting treatment options, discussing pros and cons, eliciting patient values and preferences, evaluating patient self-efficacy, providing clinician recommendations, clarifying understanding, explicitly making or deferring decisions, and arranging follow-up.

	•Ideal elements enhance SDM practice but are not mandatory, such as defining roles, presenting evidence, ensuring unbiased information, and reaching mutual agreement.

	•General elements emphasize value-based approaches and focus on the overall SDM process and quality rather than specific practical behaviors. These include deliberation, individualized approaches, information exchange, mutual respect, partnership, patient participation, and patient education, with broader applications throughout the care journey.





2.3 Setting and participants

Young adults with common mental health problems can turn to a variety of healthcare settings in the Swedish healthcare system such as primary care units, youth guidance centers, and student healthcare services (50). Thus, care for patients with common mental health problems in Sweden is traditionally provided by healthcare professionals outside of specialized care services such as psychiatry and these healthcare settings are regarded as first line of care in Sweden. All participants in the current study work outside of the specialized care services and were recruited based on their professional experience working with young adults aged 18–30 presenting with common mental health problems. No requirements for inclusion were set regarding formal training or prior knowledge of SDM practices, and such information was not specifically at the scope of the study's data collection. A snowball sampling procedure was employed in a variety of healthcare settings (49). A purposive selection of individuals meeting the study's inclusion criteria was initially made within each clinical setting. These individuals subsequently recommended additional participants from their professional networks.

A total of 15 healthcare professionals participated in semi-structured interviews. The sample consisted of psychologists (N = 6), nurses (N = 5), welfare officers (N = 3), and a social worker (N = 1) who meet young adults in their daily clinical work. The gender distribution comprised 10 females and 5 males. Participants were drawn from various clinical settings in first line of psychiatric care, including primary care (n = 9), youth guidance centers (n = 4), and student affairs support (n = 2).



2.4 Data collection

The data collection was carried out in semi-structured individual interviews conducted either in person or digitally by researchers with previous interviewing experience (JMS, KHW and MA) between October 2020 and February 2023. The researchers had no previous relationships with the participants. The interview durations ranged from 34 to 57 min, amounting to a total of 11 h and 56 min. All the interviews were audio-recorded and transcribed verbatim. The interviews were based on an interview guide that focused on the use of AI technology as decision support in implementing interventions aimed at delivering integrated and accessible care for young adults with mental health issues. The guide included questions such as: (1) the informant's role and prior experience in working with mental illness and in applying AI-based technologies in clinical practice; (2) the informant's perspectives on mental illness, help-seeking behavior, and the provision of preventive interventions; (3) perceived opportunities and challenges that must be addressed to establish coherent, accessible, and person-centered care for young individuals with mental health needs; and (4) attitudes toward the potential use of AI-based technology to support clinical decision-making; (5) obstacles, opportunities and facilitating factors that needs to be taken into account for the introduction of new AI based methods/interventions to fit into existing processes and systems. To encourage participants to share more in-depth and reflective responses, follow-up prompts were used, such as “Could you elaborate on that?”, “Can you explain what you meant?”, and “Can you give an example?”. These open-ended prompts aimed to create space for deeper exploration and richer narratives.



2.5 Data analysis

A deductive content analysis, as described by Graneheim et al. (46, 81), was conducted to explore the healthcare professionals' perspectives on how AI systems could support SDM in mental healthcare. The analysis employed the SDM framework by Makoul and Clayman (48) to ensure a thorough understanding of how AI systems can be used in practice to support healthcare professionals in relation to SDM. A codebook was developed to guide the extraction and analysis of meaning units, incorporating definitions, operational descriptions of SDM elements, and extraction probes. It was based on the 23 SDM elements described by Makoul and Clayman (48) which each element assigned a definition extracted from relevant SDM literature (see Supplementary Table S1). To maintain consistency in interpretation, each element was further provided with description for its operational use and specific identification probes. The approach and structure of the codebook were collaboratively discussed and refined by the authors, to improve reliability and coherence.

The first author (HA) read all the transcripts multiple times to ensure familiarity with the content. The meaning units related to participants' needs and concerns regarding SDM elements were then identified through a deductive approach and then abstracted, organized, and analyzed to describe the healthcare professionals' requirements. Throughout the analytical process, all authors (HA, PS, JN, LL) were engaged in iterative discussions and critical reflections, allowing for refinement of categories, resolution of interpretive differences, and validation of analytical decisions. This collaborative and iterative process of abstracting meaning units, organizing them into elements, and conducting analysis helped ensure that no meaningful data were overlooked and contributed to the credibility and depth of the analysis. The approach aligns with the guidance of Graneheim et al. (46), who emphasize the value of reflexivity and researcher dialogue in ensuring rigor in qualitative content analysis. To further strengthen trustworthiness, the healthcare professionals' quotations used in this paper were translated from Swedish to English by a native English-speaking professional proofreader and were edited only slightly to improve readability.



2.6 Ethical considerations

The Swedish Ethical Review Authority (2020-06246) approved the project. Participants signed an informed consent before entering the study. Participation was voluntary, and participants could withdraw without stating a reason. The study adhered to the guidelines in the Declaration of Helsinki (51).




3 Results

The healthcare professionals provided their perspectives on AI-based decision support systems in mental health, specifically addressing their needs and concerns related to the SDM elements. As a result, 15 of the 23 SDM elements were identified within the three categories of SDM (essential, ideal, and general). Supplementary Table S2 summarizes the coding framework, indicating for each element whether and to what extent it was present in the data. The participants' perspectives on the SDM elements in the three categories were as follows, exemplified by citations translated from Swedish to English.


3.1 Essential elements

This category highlights needs and concerns primarily associated with four of the nine essential elements of SDM: (1) defining/explaining the problem, (2) patient values/preferences, (3) healthcare professional knowledge/recommendations, and (4) arranging follow-up.


3.1.1 Defining/explaining the problem

Healthcare professionals emphasized the potential for AI to aid in the early detection of common mental health challenges, monitor the progression of mental health conditions, and identify preventive measures and suicide risk factors. Participants expressed a desire for AI systems to support a more holistic understanding of mental health problems by enabling open-ended and needs-focused assessments rather than the rigid question-and-answer forms currently used. They also advocated for AI to incorporate lifestyle factors when evaluating mental health problems and severity, requesting to improve triage accuracy while empowering patients to articulate their problems in their own words.


“then there will be a contact form, which isn’t a depression form but more “can you describe your symptoms in more detail? How would you rate your anxiety? Do you have any suicidal thoughts? Any previous suicide attempts? What are your concerns? What are you worried about? What help do you hope to get?” and such like. And if, based on those answers, you could get help from the AI to take a closer look at some of those parts, you would have a better assessment. And I think that would have actually benefited the entire health center”.




P03—Psychologist



However, participants raised concerns about potential inaccuracies in AI's interpretation of language and non-verbal cues, particularly in digital triage, which might lead to overdiagnosis or misdiagnosis. Young adults undergoing significant life changes were considered particularly vulnerable to such inaccuracies. Furthermore, participants worried that relying on AI to define mental health problems might undermine human interactions, stigmatize young adults, or erode clinicians' autonomy when AI-generated conclusions lacked contextual human reflection. A balanced AI-human collaboration was deemed essential to ensure person-centered care.


“This is being able to interpret symptoms. And I think as a nurse, it's not just that easy … You have to be able to read between the lines. And there I see a risk with systems that only consider the text. Because sometimes patients write … If you only think about mental illness and suicide risk, sometimes they don't write that “I want to kill myself”. But it can be worded a little discreetly or you can understand it so that “the way this patient writes, I can't rule that out”. I think that there may be a risk there that one can miss symptoms that are serious”.




P05—Nurse





3.1.2 Patient values and preferences

The participants emphasized the need for AI to support the assessment of patient satisfaction, alignment with patient preferences, and intrinsic motivation to follow through with care. AI was seen as a tool to accommodate individual preferences, such as whether to access care physically or digitally and to clarify patients' personal values for tailoring interventions to their needs.


“Motivation for change, if you could pick it up. It can be depression, it can be anxiety. In other words, how motivated is the patient to actually carry out X and Y intervention or an assignment at home and what can be a sensible outcome based on these”.




P03—Psychologist





3.1.3 Healthcare professional knowledge and recommendations

Healthcare professionals identified a strong need for AI-driven decision support to enhance treatment recommendations, particularly for multi-morbid cases. AI was seen as a potentially valuable tool for suggesting stepwise interventions, providing individualized advice based on lifestyle factors and risks, and providing recommendations during triage or pre-care stages to enable early recommendations and interventions.


“I think there's also an opportunity linked to when working with sleep therapy where patients have to be registered, I think that an AI could certainly help to pick out the appropriate intervention based on that … we work with a sleep diary anyway, and try to draw conclusions from that but what … Is it sleep restriction I should work with or is it stimulus control or is it relaxation exercises or something like that?”




P04—Psychologist



Concerns revolved around the potential loss of clinical autonomy, trust issues when communicating AI-based recommendations to patients, and discrepancies between AI suggestions and real-world contexts. Participants also questioned accountability if AI-driven recommendations result in patient harm. Maintaining transparency and human agency in decision-making was seen as critical.


“When it comes to mental illness, it's … I think that it's always the patient who is responsible for his or her own life. I can't force anyone to make changes, and neither can any AI. But then on the other hand, the AI may not have a psychologist's license … if the patient goes home and kills himself. So yes, that's a great question. Had that blame been put on the healthcare services then?”




P14—Psychologist





3.1.4 Arranging follow-up

Participants envisioned AI to potentially play a valuable role in assessing the follow-up processes at three stages: triage, the conclusion of consultation sessions, and between-session monitoring. AI could help prioritize and schedule initial healthcare visits during triage by identifying the primary issue and matching patients to the most relevant care. At the end of consultation sessions, AI could assist in scheduling follow-ups by considering the needs, preferences, and availability of both patients and healthcare professionals, fostering a collaborative approach. Between sessions, AI could assess patient status and determine the necessity and type of follow-up care.


“Since we don't want weekly contacts but are a little more flexible so … “Now we've decided on on this, how long do we need?” and discuss it a little together with the patient. And there I think that an AI could provide great support just because “okay, together with the AI we assess that it would be good to see each other again soon”. And I think that it's always good to be able to lean back on as a therapist, that it's not just my gut feeling we're using here, but this is based on something. So I think it could be helpful”.




P04—Psychologist



Concerns included the risk of patients being misdirected to inappropriate care, undermining trust in the healthcare services. Additionally, over-reliance on AI for follow-ups might lead patients to become passive, expecting the system to initiate contact. Healthcare professionals also noted that not all young adults might accept the use of AI in their care or that they may not have the technical digital tools that allow them to access AI support. Despite these concerns, the majority of participants emphasized the importance of integrating AI to enhance scheduling processes while maintaining individual autonomy.


“it creates a frustration for all patients who end up in the wrong place. Many people get very frustrated … “now I've answered a lot of questions here and then I come to you and you say that you can't help me, that I need to contact my health center”. It also creates frustration and a lack of trust in the health care system”




P05—Nurse






3.2 Ideal elements

Healthcare professionals' reflections were on three of the four ideal elements of SDM: (1) unbiased information, (2) presenting evidence, and (3) defined roles.


3.2.1 Unbiased information

Participants highlighted the potential for AI to support more objective and less biased assessments by providing visualized insights and alleviating the subjectivity inherent in mental health evaluations.


“I think that right now they make their own subjective assessment there, that “this patient probably only needs four treatment sessions” or “this one needs eight” or something like that. But it's a random choice based on my previous experience. So it would probably have been very helpful to be able to predict that”.




P14—Psychologist





3.2.2 Presenting evidence

Participants viewed AI as a potentially valuable tool for presenting evidence-based information, particularly in prevention and early intervention efforts. They emphasized that AI could be beneficial if it serves as a starting point for discussions about preventive strategies, guiding decisions, and setting future care directions by providing scientifically grounded insights.


“if you start collecting data already from the children's care center up to their school age, there's probably a lot to find out. But, also getting concrete suggestions about which interventions we should actually go in for. Sometimes it's a bit trendy, that “now we're going for this”, young people in school, or something like that, but then you don't really have the evidence for … You may still have evidence that there's a problem … It needs to be spot on and right timing for it to have any effect, preventive interventions … a system with certain data, that you call certain people for everything from health checks, to early calls if you notice something”




P06—Nurse





3.2.3 Defined roles

A critical concern emerged regarding the ambiguity of responsibilities when using AI-derived predictions. Specifically, participants questioned who should communicate predictive evidence about future mental health risks to young adults, particularly when these interactions might occur outside traditional healthcare settings. This lack of clarity risks complicating decision-making processes at various points of care.


“but it perhaps also requires more competence of those of us who work. I don't know, even if one gets this, sure we can sit here and guess and think that now it's like this, or it will probably happen … But, I guess we get there when we sit with our patients and we have this in our lap and then we say “This is what I see for you now”. Should I be the one to give that message then, or?”




P07—Nurse






3.3 General elements

Healthcare professionals' perspectives encompassed eight of the ten general elements (1) flexibility and individualized approach, (2) information exchange, (3) involving at least two people, (4) mutual respect, (5) partnership, (6) patient education, (7) patient participation. (8) process/stages.


3.3.1 Flexibility and individualized approach

Participants emphasized the potential of AI to foster tailored and flexible care in mental healthcare. They highlighted the desire for AI utility that can help in adapting cognitive behavioral therapy (CBT) and psychoeducation programs to match young adults' individual knowledge levels and needs. Participants thought that AI could make these programs more efficient by allowing healthcare professionals to adjust or skip unnecessary steps. Additionally, they proposed AI-supported triage systems to replace rigid forms with more dynamic and qualitative assessments that can improve capturing individual patient needs and better in supporting decision-making.


“We talk a lot about step-by-step care because our resources are limited, we can’t give the entire treatment battery to all people, it would be a huge waste of resources and not everyone needs it. But just finding … It would be very good if you could find the ones who are good or benefit from a minor intervention? We are doing what is called psychoeducation, that is, teaching people “what is depression? Why does it occur? What are the symptoms like? What can you do to feel better and prevent a relapse and things like that”. And yes, In this step-by-step care, … If you could get computer help there, to see “what steps should we have? Which steps should we offer to which patients?”




P02—Psychologist



However, participants expressed concerns about losing the “human factor” when AI plays an intermediary role to improve flexibility. They worried that potential excessive reliance on AI might weaken the therapeutic alliance, reduce direct patient-therapist interaction, and jeopardize patient safety. There was also apprehension about AI reinforcing stereotypes by assuming homogeneity within populations, thus potentially stigmatizing young adults based on background characteristics.


“we may not always fit into these square boxes. “They are like that, and they are like that…” We are all unique as individuals, and it's important that you do not lose sight of this either, but that you actually … You remember it. That AI is a part, but then also this human factor that we also talk about, it also needs to be included. There are also circumstances around, and I think you have to be aware of them and remember. Otherwise, I think it can go too far, if you just completely rely on it”.




P08—Social worker





3.3.2 Information exchange

The participants emphasized the need for AI to facilitate the exchange of both medical and personal information that is relevant to the case. They underscored the potential value of AI in helping healthcare professionals understand patients' expectations and preferences, enabling more meaningful communication and tailored care strategies. They highlighted the importance of conveying the most relevant information and also including the patients' worries and lifestyle events. However, concerns emerged around data privacy and disconnected or poorly designed AI systems that might increase stress or complicate workflows.


“It's something we ask for in our telephone interviews, expectations that the patient has. “How do you think this will work? Can you set aside time for conversations once a week? Can you do your home assignment in between?” How they imagine the way in which the help will be given and what they are prepared to sacrifice themselves, so to speak, to feel better. That is quite important. If they think of conversation or medicine, they think of … yes. Can they imagine a group, can they imagine … So, some questions like that … How the treatment should be done. You need a picture not only of the symptoms, but of the person as well, in some way. What does the person think, what does the person expect, what is the person prepared to do to feel better?”




P02—Psychologist





3.3.3 Involving at least two people and mutual respect

AI was seen as a potential enabler of non-physical access to care, ensuring that two-way interaction remains possible even when patients cannot or do not want to attend in person. Participants emphasized the importance of AI adopting a non-stigmatizing approach toward young adults while respecting healthcare professionals' expertise. However, there were concerns that replacing human interaction with AI could lead to diminished care quality, and reduced patient trust.


“just this that something may be lost when there is no physical person sitting in front of you. However, the human factor can sometimes cause problems. And if the alliance doesn't work, it can work the other way. But that there is still perhaps a risk that something interpersonal disappears, and how does that effect the results of the care?”




P11—welfare officer





3.3.4 Partnership and patient participation

The participants valued AI's ability to support partnerships and encourage patient participation by automating time-consuming tasks, thus allowing more time for human interaction. They emphasized that AI could also enhance collaboration by providing accessible information to build mutual understanding between patients and healthcare professionals. However, societal and institutional barriers, such as inadequate integration of young adults' lifestyles or mental states into AI systems, could hinder these efforts. Additionally, excluding healthcare professionals or patients from the AI development process was seen as a potential threat to fostering collaborative partnerships. In relation to patient participation, there were concerns that the lack of human interaction could result in young adults feeling unseen or unacknowledged, which could negatively impact their willingness to open up and hinder the effectiveness of the care efforts.


“This thing about confidence and trust, I think is also one of these issues that is most often created in human relationships, that it's one human to another. That you may not gain trust and confidence in a computer in the same way. And I think that in order to feel good, it's usually human contacts that most people need, and also to be confirmed and to be seen”.




P05—Nurse





3.3.5 Patient education

AI was perceived as a valuable tool for identifying and delivering relevant psychoeducational content to young adults. Participants saw potential in AI to guide navigation through CBT and psychoeducation materials according to the young adults' individual needs, streamlining care processes and improving patient education outcomes.


“Much of our treatment is based on psychoeducation, and there can be I can imagine that AI might take the form of more individual psychoeducation. There is a lot of psychoeducation available digitally. But what if an AI, that … which in some way psychoeducational answers that if I as a young person communicate with AI that “when I came home today, I had a lot of anxiety that I didn't recognize”. AI can respond to that in some clever way … The AI has some kind of idea of “then you need” … Then you need to talk to someone, do you need to do a relaxation exercise, do you need to take a walk, something helping, individually. If the AI somehow knows me, knows who I am”.




P15—Welfare officer





3.3.6 Process and stages

Participants saw AI as a potential solution to reduce the gap between primary and specialized care by improving healthcare navigation. They illustrated that AI would be particularly valuable if it could predict and clarify the next steps in the care process, reducing inefficiencies and ensuring smoother transitions for patients.


“My experience is that there's often a gap between BUP [Child and Adolescent Psychiatry] and psychiatry, that … well, when those patients are referred to seeking help at the health center first, and then they usually bounce back and forth between the health center and psychiatry, and that is problematic in itself, I think, so it really would … A lot could be done there”.




P01—Psychologist







4 Discussion

This study revealed that healthcare professionals recognized both the benefits and limitations of integrating AI-based decision support systems into mental healthcare within an SDM framework. Needs and concerns related to 15 out of the 23 SDM elements were brought up in the interviews, encompassing the essential, ideal, and general SDM categories. Overall, the findings underscore the potential dual role of AI as both facilitator and disruptor of SDM. While the healthcare professionals recognized that AI can enhance clinical decision-making and streamline care processes, they emphasized that its successful integration depends on addressing key concerns related to accuracy, accountability, trust, and the preservation of person-centred care. From the healthcare professionals perspectives, AI could add value throughout the continuum of mental healthcare for young adults e.g., supporting triage, treatment, administrative processes, psychoeducation and self-care. Importantly, participants emphasized the need to meaningfully incorporate patients' perspectives at multiple stages of AI use in SDM. This includes designing open-ended triage processes that better capture patients' narratives, offering tailored recommendations, and involving patients in decisions. Taken together, these findings highlight the importance of developing AI systems through collaborative processes that involve healthcare professionals, patients, and system designers, to ensure alignment with SDM principles. Such insights remain underexplored in the current literature (35).


4.1 The role of AI to enhance mental healthcare and shared decision-making

One of the key advantages of AI is its ability to assist in the assessment of common mental health problems and provide recommendations, either by evaluating the current state or by predicting future risks based on existing risk factors (52), which were aspects also brought up by participants in this study. Significant efforts are underway to develop AI models capable of predicting conditions such as depression, anxiety, and other mental health disorders before they manifest (53, 54). To ensure that such systems effectively support SDM, Abbasgholizadeh et al. (35) emphasize the importance of incorporating explainability, interpretability, reproducibility, and a human-centered design approach in the development of AI tools.

Participants in this study underscored the critical need for incorporating patients' perspectives at various stages of AI use in SDM. This includes employing open-ended triage processes to better capture patients' voices, providing patient-specific recommendations, and considering patient preferences in follow-up scheduling decisions. However, integrating such inclusion raises potential challenges and risks, such as the influence of a patient's health condition on their perceptions, privacy concerns (55) that may hinder patients from openly sharing their perspectives, and skepticism from both healthcare professionals and patients regarding the trustworthiness of AI systems to accurately convey needs and preferences (25, 55, 56).

The findings suggest that AI could contribute to more objective and less biased assessments by visualizing data and reducing the subjectivity inherent in mental health evaluations. Such functionality has the potential to strengthen SDM by giving both clinicians and patients a clearer and more consistent evidence base from which to explore options and make informed choices. However, participants in this study also voiced concerns that AI might inadvertently reinforce stereotypes by assuming homogeneity within populations, which could stigmatize young adults based on background characteristics. This dual potential is reflected in previous research, which highlights AI's capacity both to mitigate clinician bias and to promote quality of care (23, 57), while also warning of its risk to reproduce or exacerbate inequities if trained on biased or non-representative data (58, 59). From a health equity perspective, embedding transparency and ongoing critical reflection into human–AI decision-making is essential, not only to safeguard against unintended harms, but also to use AI's potential to make SDM in mental healthcare more inclusive and equitable.

The study also identified a gap in the participants' perceptions of the essential SDM elements, particularly in terms of addressing the needs and concerns related to AI's role in presenting options, discussing patient ability and self-efficacy, and ensuring clarity and understanding. Practices related to these SDM elements are vital for enhancing the therapeutic alliance and fostering self-management (60, 61). AI systems have the potential to personalize options and assess a patient's ability and understanding through feedback loops (62, 63). However, if not carefully implemented, AI-driven options and feedback mechanisms could negatively impact SDM by introducing opaque “black-box” recommendations or undermining healthcare professionals' and patients' autonomy. This could shift the dynamic away from human-centered approaches and toward paternalistic AI systems, ultimately reducing trust and collaboration (24, 27).



4.2 Integrating AI into mental health care for shared decision making

The integration of AI into clinical processes for SDM demands careful planning to ensure the inclusiveness of all stakeholders. As the traditional dual relationship between patients and healthcare professionals is evolving into a triad of partnership with AI-based decision support systems (64). Challenges arise in maintaining person-centered care, current research highlights a gap in understanding how AI can be effectively implemented to support SDM while preserving its core principles (35). Joseph-Williams et al. (65) suggest that the SDM steps can be distributed across multiple mediators, such as therapists, nurses, and AI systems, to enhance workflow efficiency. However, an over-reliance on multiple mediators risks reducing patient engagement by diluting the personal connection with individual caregivers.

AI has the potential to enhance SDM by improving flexibility, fostering partnerships, and facilitating information exchange. The participants in this study highlighted the need for individualized approaches, particularly in psychoeducation and triage processes. AI-powered conversational agents, while promising in these areas (66, 67), face challenges related to safety and reliability, as generative systems can sometimes provide inappropriate responses. Ensuring high predictability and safety remains critical for deploying these technologies in healthcare.

Information exchange dynamics in SDM can shift the paradigm between paternalism and consumerism, depending on the flow and direction of information (68). The participants expressed a need for both medical and personal information to flow seamlessly between patients and providers via AI support. However, barriers such as low trust in AI-guided information and anxiety over potential errors must be addressed. Addressing these concerns requires strategies to preserve patient autonomy, foster human-AI collaboration, and train healthcare professionals on integrating AI into workflows (69–71).

There was a gap regarding the participants’ perspectives on AI to support key SDM elements, such as deliberation, negotiation, and reaching a middle ground. AI may disrupt these interactions, shifting SDM dynamics toward either extreme (64). This dynamic interplay between patients, healthcare professionals, and AI can vary depending on whether all three or only two parties interact at a time, potentially complicating SDM processes (45). Future research should explore healthcare professionals' perceptions of AI's role in facilitating balanced SDM conversations to inform implementation strategies and optimize outcomes.



4.3 Strengths and limitations

Involving a snowball sampling procedure of healthcare professionals with various professional backgrounds with experience in mental healthcare for young adults, alongside the researchers’ extensive experience in the methodology, facilitated an in-depth analysis and strengthened the credibility of the findings (46). As this study employed qualitative content analysis, the focus was on capturing the breadth and depth of experiences rather than comparing responses by professional role. The number of participants within each group precluded subgroup analysis, as conducting such analysis could have posed a risk to participant anonymity. Thus, the study did not distinguish the specific needs and concerns of individual professional group. Instead, we analyzed data from the collective perspective of healthcare professionals, aiming to identify shared and diverse views across roles. To enhance transparency, participant professions are noted in selected quotations.

A limitation of this study could be that the interview questions did not explicitly address SDM and that we did not specifically inquire about participants' formal training or knowledge of SDM practices. This omission means we cannot definitively assess the extent of participants' practical and theoretical understanding of SDM. However, existing research in the mental health field indicates that many healthcare professionals have limited formal training or knowledge of SDM practices (72, 79). This suggests that our participant group, consisting of healthcare professionals in mental health care, may share similar gaps in knowledge. This may have influenced how they conceptualized the role of AI in supporting decision-making, as their interpretations of SDM could vary. Nonetheless, the aim of this study was to interpret participants' reflections through the lens of an SDM framework, in order to explore how their experiences and views align with core elements of SDM.

The aim of qualitative content analysis is to generate in-depth understanding and nuanced insights into participants’ perspectives and previous research supports that our sample size is appropriate for qualitative analysis (73, 74). The richness of the data and the diversity of views expressed by the participating healthcare professionals contributed meaningfully to the exploration of AI integration in SDM. Furthermore, recurring perspectives and patterns emerged across interviews, indicating that the sample captured a broad range of relevant views and provided a solid foundation for the analysis.

During the data analysis, we followed the guidance of Graneheim et al. (46), emphasizing reflexivity and researcher dialogue as key strategies for ensuring analytical rigor in qualitative research, rather than relying on inter-coder reliability measures. One potential limitation of not employing formal inter-coder reliability is the possibility of subjective bias, as individual interpretations of the data may differ. However, this concern was mitigated through a collaborative and iterative process involving continuous dialogue, critical reflection, and consensus-building among the authors. Our interdisciplinary research team, bringing together expertise in mental health, SDM, AI, and qualitative methodology, further enriched the analytical process and enhanced the credibility and trustworthiness of the findings.

This study used Makoul and Clayman's (48) integrative model of shared decision-making (SDM) as a framework to explore AI's potential to support elements of SDM within mental healthcare for young adults. However, the findings primarily captured participants' perspectives on isolated elements of the SDM process, rather than the broader, integrated process as a whole. This represents a limitation, as effective SDM depends on the seamless interplay between multiple interconnected components. Consequently, while the study provides insights into how AI could support specific aspects of SDM, it does not offer a comprehensive understanding of how AI might facilitate or enhance the full SDM process. Nevertheless, the framework served as a valuable tool for identifying key element where AI could enhance SDM, underscoring its potential to improve both the quality and implementation of SDM through AI-based decision support systems.



4.4 Implications for practice and future research

This study provides a foundational step toward understanding AI's role in practical SDM models. By capturing healthcare professionals' initial perspectives on the integration of AI into SDM practice, the study provides valuable insights into how AI can support, enhance, and potentially transform decision-making processes in mental health care. Furthermore, it lays the groundwork for future research efforts aimed at exploring the real-world implementation of AI-enabled SDM, with a particular focus on identifying facilitators and addressing barriers to its adoption in clinical practice (35).

Reflecting on the challenges identified in this study, it is important to consider their potential implications for the youth population and for the practical design and implementation of AI systems targeting this group. Young adults are particularly vulnerable to the rapid changes and complexities posed by technology (75, 76). This study suggests that future AI services should avoid removing the human element from the interaction, as this may risk losing an essential therapeutic dimension such as the experience of being heard, listened to, and communicated with in humane way. Furthermore, to prevent the exacerbation of existing inequalities among young adults, attention needs to be given for ensuring the accessibility to the educational and decisional benefits that AI can provide.

Previous research has also highlighted the challenges and complications of using AI to support decision-making in healthcare context (24–26). Considering this, it is crucial in the design of AI systems for young adults to prioritize their safety, privacy, and well-being, guided by ethical guidelines that prevent exploitation and harm (77, 78). Responding both to ethical imperatives and to the limitations noted in prior literature, this study implies that AI systems need to be designed to support the positive integration between young adult's lifestyle and healthcare access. Such integration can enhance shared learning experiences between young adults and healthcare professionals, supporting SDM, promoting personalized mental healthcare, and strengthening the inclusion of the social context. Moreover, actively involving young adults in the design process can help ensure that their needs and perspectives are adequately addressed, leading to more effective and inclusive AI-based decision support systems.

The findings underscore the importance of co-designing AI solutions with end-users, addressing concerns about excluding healthcare professionals and patients from development processes. This aligns with previous research emphasizing the need for stakeholder involvement in AI design (25, 69). Future studies should involve young adults and healthcare professionals in the co-designing of AI-based decision support systems to align with end-user needs and practical SDM realities. This study identifies specific AI utilities that can inform system development, ensuring solutions are user-centered and contextually relevant.

Additionally, the study highlights specific SDM elements where AI can be impactful, such as triage, risk factor analysis for prevention, and patient psychoeducation. However, less emphasis was placed on elements like presenting options and fostering mutual agreement, warranting further investigation into healthcare professionals' perspectives to address these gaps.

Eight out of the 23 SDM elements were not emphasized by the participants. Among the essential elements of SDM, presenting options, discussing options pros/cons, discussing patient ability, checking clarity and patient understanding, and finalizing a decision were not brought up by the participants. Similarity, needs and concerns related to mutual agreement, deliberation/negotiation, and reaching a middle ground in decisions were not emphasized by participants within the ideal and general SDM elements. Several factors may explain these absences. First, the study design encouraged participants to reflect broadly on their needs and concerns regarding AI in decision support, rather than prompting them to consider each SDM element in detail. Second, participants' roles outside specialized care, together with potentially limited practical familiarity with AI and SDM, may have shaped the scope of their reflections. This finding suggests important avenues for future research, particularly studies that more explicitly examine these elements, to better understand how AI systems can be designed to support the less-emphasized SDM elements and thereby strengthen SDM in mental healthcare.




5 Conclusions

This study contributes to a deeper understanding of healthcare professionals' perspectives on integrating AI into SDM within mental healthcare for young adults. The healthcare professionals identified AI's potential to enhance early problem identification, triage, patient participation, information exchange, psychoeducation, and self-care, supporting a more personalized, participatory, and integrated approach to care. The healthcare professionals also emphasized the opportunity for AI to support the inclusion of patients' perspectives throughout various stages of the SDM process. This included designing open-ended triage systems that better capture patients' narratives, accommodating individual preferences, facilitating tailored information provision, and involving patients in care decisions. At the same time, healthcare professionals raised concerns about the potential overreliance on AI, which could undermine trust, reduce human interaction, and negatively affect patient safety. Additional risks were identified in relation to data privacy, equity in access, and increased demands on healthcare systems. These insights underscore the importance of designing AI tools in close collaboration with both healthcare professionals and young adults to ensure alignment with the theoretical foundations of SDM in mental healthcare.

As the integration of AI into SDM in mental healthcare for young adults remains a developing and underexplored field, further research is needed in several key areas. Priorities include gaining a deeper understanding of young adults' perspectives and examining how AI tools are implemented in real-world settings, as well as their effects on patient participation, quality of care, and clinical outcomes. Expanding this knowledge is crucial to ensure that future AI solutions are effectively aligned with the needs and values of both young adults and healthcare professionals.



Data availability statement

The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.



Ethics statement

The studies involving humans were approved by The Swedish Ethical Review Authority. The studies were conducted in accordance with the local legislation and institutional requirements. The participants provided their written informed consent to participate in this study.



Author contributions

HA: Conceptualization, Data curation, Formal analysis, Investigation, Methodology, Project administration, Writing – original draft, Writing – review & editing. JN: Conceptualization, Data curation, Funding acquisition, Investigation, Methodology, Resources, Supervision, Validation, Writing – original draft, Writing – review & editing. LL: Conceptualization, Data curation, Formal analysis, Investigation, Methodology, Supervision, Validation, Writing – original draft, Writing – review & editing. LP: Conceptualization, Investigation, Methodology, Supervision, Validation, Writing – review & editing. PS: Conceptualization, Investigation, Methodology, Supervision, Validation, Writing – review & editing, Data curation, Funding acquisition, Resources, Writing – original draft.



Funding

The author(s) declare that financial support was received for the research and/or publication of this article. This research study was part of Center for Applied Intelligent Systems Research (CAISR) Health profile and was funded by the Knowledge Foundation (grant 20200208 01H) and Halmstad University. The Knowledge Foundation was not involved in any aspect of study design, data collection, analysis, interpretation of data, or in the writing and publication of this study.



Acknowledgments

Sincere acknowledgment to the contributions of Julia Malmborg Söderström, Katrin Häggström Westberg, and Mikael Ahlborg for their valuable contribution to the data collection process for this study.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Generative AI statement

The author(s) declare that no Generative AI was used in the creation of this manuscript.

Any alternative text (alt text) provided alongside figures in this article has been generated by Frontiers with the support of artificial intelligence and reasonable efforts have been made to ensure accuracy, including review by the authors wherever possible. If you identify any issues, please contact us.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fdgth.2025.1588759/full#supplementary-material



Abbreviations

AI, artificial intelligence; CBT, cognitive behavioral therapy; SDM, shared decision-making.



References


	1. Potrebny T, Wiium N, Lundegård MM-I. Temporal trends in adolescents’ self-reported psychosomatic health complaints from 1980 to 2016: a systematic review and meta-analysis. PLoS One. (2017) 12(11):e0188374. doi: 10.1371/journal.pone.0188374


	2. Blomqvist I, Henje Blom E, Hägglöf B, Hammarström A. Increase of internalized mental health symptoms among adolescents during the last three decades. Eur J Public Health. (2019) 29(5):925–31. doi: 10.1093/eurpub/ckz028


	3. Hagquist C, Due P, Torsheim T, Välimaa R. Cross-country comparisons of trends in adolescent psychosomatic symptoms—a Rasch analysis of HBSC data from four Nordic countries. Health Qual Life Outcomes. (2019) 17(1):27. doi: 10.1186/s12955-019-1097-x


	4. IHME. (2021). Institute for Health Metrics and Evaluation—VizHub—GBD Compare. Available at: Available online at: https://vizhub.healthdata.org/gbd-compare/ (Accessed September 19, 2024).


	5. Daly M, Sutin AR, Robinson E. Longitudinal changes in mental health and the COVID-19 pandemic: evidence from the UK household longitudinal study. Psychol Med. (2022) 52(13):2549–58. doi: 10.1017/S0033291720004432


	6. Brunette MF, Erlich MD, Edwards ML, Adler DA, Berlant J, Dixon L, et al. Addressing the increasing mental health distress and mental illness among young adults in the United States. J Nerv Ment Dis. (2023) 211(12):961–7. doi: 10.1097/NMD.0000000000001734


	7. Potrebny T, Nilsen SA, Bakken A, von Soest T, Kvaløy K, Samdal O, et al. Secular trends in mental health problems among young people in Norway: a review and meta-analysis. Eur Child Adolesc Psychiatry. (2024) 34(1):69–81. doi: 10.1007/s00787-024-02371-4


	8. Kessler RC, Amminger GP, Aguilar-Gaxiola S, Alonso J, Lee S, Ustün TB. Age of onset of mental disorders: a review of recent literature. Curr Opin Psychiatry. (2007) 20(4):359–64. doi: 10.1097/YCO.0b013e32816ebc8c


	9. McGorry PD, Mei C. Early intervention in youth mental health: progress and future directions. Evid Based Ment Health. (2018) 21(4):182–4. doi: 10.1136/ebmental-2018-300060


	10. Edbrooke-Childs J, Deighton J. Problem severity and waiting times for young people accessing mental health services. BJPsych Open. (2020) 6(6):e118. doi: 10.1192/bjo.2020.103


	11. Colizzi M, Lasalvia A, Ruggeri M. Prevention and early intervention in youth mental health: is it time for a multidisciplinary and trans-diagnostic model for care? Int J Ment Health Syst. (2020) 14:23. doi: 10.1186/s13033-020-00356-9


	12. de Girolamo G, Dagani J, Purcell R, Cocchi A, McGorry PD. Age of onset of mental disorders and use of mental health services: needs, opportunities and obstacles. Epidemiol Psychiatr Sci. (2012) 21(1):47–57. doi: 10.1017/S2045796011000746


	13. Patton GC, Coffey C, Romaniuk H, Mackinnon A, Carlin JB, Degenhardt L, et al. The prognosis of common mental disorders in adolescents: a 14-year prospective cohort study. Lancet. (2014) 383(9926):1404–11. doi: 10.1016/S0140-6736(13)62116-9


	14. Sundler AJ, Råberus A, Carlsson G, Nilsson C, Darcy L. “Are they really allowed to treat me like that?”—a qualitative study to explore the nature of formal patient complaints about mental healthcare services in Sweden. Int J Ment Health Nurs. (2022) 31(2):348–57. doi: 10.1111/inm.12962


	15. Häggström Westberg M, Nyholm M, Nygren J, Svedberg P. Mental health problems among young people—a scoping review of help-seeking. Int J Environ Res Public Health. (2022) 19:1430. doi: 10.3390/ijerph19031430


	16. Häggström Westberg K, Nygren J, Nyholm M, Carlsson I-M, Svedberg P. Lost in space—an exploration of help-seeking among young people with mental health problems: a constructivist grounded theory study. Arch Public Health. (2020) 78:93. doi: 10.1186/s13690-020-00471-6


	17. Häggström Westberg K, Cerna K, Ahlborg M, Malmborg J, Svedberg P, Petersson L. Next stop—mental health: a qualitative study of healthcare journeys from the perspective of young adults in Sweden. BMC Health Serv Res. (2025) 25:364. doi: 10.1186/s12913-025-12510-5


	18. Punton G, Dodd AL, McNeill A. “You’re on the waiting list”: an interpretive phenomenological analysis of young adults’ experiences of waiting lists within mental health services in the UK. PLoS One. (2022) 17(3):e0265542. doi: 10.1371/journal.pone.0265542


	19. Malla A, Shah J, Iyer S, Boksa P, Joober R, Andersson N, et al. Youth mental health should be a top priority for health care in Canada. Can J Psychiatry. (2018) 63(4):216–22. doi: 10.1177/0706743718758968


	20. Santomauro DF, Mantilla Herrera AM, Shadid J, Zheng P, Ashbaugh C, Pigott DM, et al. Global prevalence and burden of depressive and anxiety disorders in 204 countries and territories in 2020 due to the COVID-19 pandemic. Lancet. (2021) 398(10312):1700–12. doi: 10.1016/S0140-6736(21)02143-7


	21. Lovejoy CA. Technology and mental health: the role of artificial intelligence. Eur Psychiatry. (2019) 55:1–3. doi: 10.1016/j.eurpsy.2018.08.004


	22. Olawade DB, Wada OZ, Odetayo A, David-Olawade AC, Asaolu F, Eberhardt J. Enhancing mental health with artificial intelligence: current trends and future prospects. J Med Surg Public Health. (2024) 3:100099. doi: 10.1016/j.glmedi.2024.100099


	23. Graham S, Depp C, Lee EE, Nebeker C, Tu X, Kim H-C, et al. Artificial intelligence for mental health and mental illnesses: an overview. Curr Psychiatry Rep. (2019) 21(11):116. doi: 10.1007/s11920-019-1094-0


	24. Triberti S, Durosini I, Pravettoni G. A “Third Wheel” effect in health decision making involving artificial entities: a psychological perspective. Front Public Health. (2020) 8:117. doi: 10.3389/fpubh.2020.00117


	25. Higgins O, Short BL, Chalup SK, Wilson RL. Artificial intelligence (AI) and machine learning (ML) based decision support systems in mental health: an integrative review. Int J Ment Health Nurs. (2023) 32(4):966–78. doi: 10.1111/inm.13114


	26. Wu X, Liew K, Dorahy MJ. Trust, anxious attachment, and conversational AI adoption intentions in digital counseling: a preliminary cross-sectional questionnaire study. JMIR AI. (2025) 4:e68960. doi: 10.2196/68960


	27. Bjerring JC, Busch J. Artificial intelligence and patient-centered decision-making. Philos Technol. (2021) 34(2):349–71. doi: 10.1007/s13347-019-00391-6


	28. Švab I, Cerovečki V. Person-centred care, a core concept of family medicine. Eur J Gen Pract. (2024) 30(1):2393860. doi: 10.1080/13814788.2024.2393860


	29. Murgic L, Hébert PC, Sovic S, Pavlekovic G. Paternalism and autonomy: views of patients and providers in a transitional (post-communist) country. BMC Med Ethics. (2015) 16(1):65. doi: 10.1186/s12910-015-0059-z


	30. Elwyn G, Laitner S, Coulter A, Walker E, Watson P, Thomson R. Implementing shared decision making in the NHS. Br Med J. (2010) 341(oct14 2):c5146. doi: 10.1136/bmj.c5146


	31. Zisman-Ilani Y, Barnett E, Harik J, Pavlo A, O’Connell M. Expanding the concept of shared decision making for mental health: systematic search and scoping review of interventions. Ment Health Rev J. (2017) 22(3):191–213. doi: 10.1108/MHRJ-01-2017-0002


	32. Grim K, Rosenberg D, Svedberg P, Schön U-K. Development- and testing of a web-based decision support for users and health professionals in psychiatric services. Psychiatr Rehabil J. (2017) 40(3):293–302. doi: 10.1037/prj0000278


	33. Waddell A, Lennox A, Spassova G, Bragge P. Barriers and facilitators to shared decision-making in hospitals from policy to practice: a systematic review. Implement Sci. (2021) 16(1):74. doi: 10.1186/s13012-021-01142-y


	34. Chmielowska M, Zisman-Ilani Y, Saunders R, Pilling S. Trends, challenges, and priorities for shared decision making in mental health: the first umbrella review. Int J Soc Psychiatry. (2023) 69(4):823–40. doi: 10.1177/00207640221140291


	35. Abbasgholizadeh Rahimi S, Cwintal M, Huang Y, Ghadiri P, Grad R, Poenaru D, et al. Application of artificial intelligence in shared decision making: scoping review. JMIR Med Inform. (2022) 10(8):e36199. doi: 10.2196/36199


	36. Khosravi M, Zare Z, Mojtabaeian SM, Izadi R. Artificial intelligence and decision-making in healthcare: a thematic analysis of a systematic review of reviews. Health Serv Res Manag Epidemiol. (2024) 11:23333928241234863. doi: 10.1177/23333928241234863


	37. Nilsen P, Sundemo D, Heintz F, Neher M, Nygren J, Svedberg P, et al. Towards evidence-based practice 2.0: leveraging artificial intelligence in healthcare. Front Health Serv. (2024) 4:1368030. doi: 10.3389/frhs.2024.1368030


	38. Akinnagbe OB. Human-AI collaboration: enhancing productivity and decision-making. Int J Educ Manag Technol. (2024) 2(3):387–417. doi: 10.58578/ijemt.v2i3.4209


	39. Azmee AA, Nweke F, Pederson M, Khan MAAH, Pei Y. Human AI collaboration framework for detecting mental illness causes from social Media. Smart Health. (2025) 36:100566. doi: 10.1016/j.smhl.2025.100566


	40. Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of populations. Science. (2019) 366(6464):447–53. doi: 10.1126/science.aax2342


	41. Bevilacqua R, Bailoni T, Maranesi E, Amabili G, Barbarossa F, Ponzano M, et al. Framing the human-centered artificial intelligence concepts and methods: scoping review. JMIR Hum Factors. (2025) 12:e67350. doi: 10.2196/67350


	42. Thieme A, Hanratty M, Lyons M, Palacios J, Marques RF, Morrison C, et al. Designing human-centered AI for mental health: developing clinically relevant applications for online CBT treatment. ACM Trans Comput Hum Interact. (2023) 30(2):1–50. doi: 10.1145/3564752


	43. Wang L, Zhang Z, Wang D, Cao W, Zhou X, Zhang P, et al. Human-centered design and evaluation of AI-empowered clinical decision support systems: a systematic review. Front Comput Sci. (2023) 5:1187299. doi: 10.3389/fcomp.2023.1187299


	44. Barrera A. Trust and confidence of clinical staff and patients is crucial for the successful introduction of artificial intelligence (AI) in mental healthcare. Evid Based Nurs. (2024) 27(2):68–68. doi: 10.1136/ebnurs-2023-103744


	45. Auf H, Svedberg P, Nygren J, Nair M, Lundgren LE. The use of AI in mental health services to support decision-making: scoping review. J Med Internet Res. (2025) 27:e63548. doi: 10.2196/63548


	46. Graneheim UH, Lindgren B-M, Lundman B. Methodological challenges in qualitative content analysis: a discussion paper. Nurse Educ Today. (2017) 56:29–34. doi: 10.1016/j.nedt.2017.06.002


	47. Lindgren B-M, Lundman B, Graneheim UH. Abstraction and interpretation during the qualitative content analysis process. Int J Nurs Stud. (2020) 108:103632. doi: 10.1016/j.ijnurstu.2020.103632


	48. Makoul G, Clayman ML. An integrative model of shared decision making in medical encounters. Patient Educ Couns. (2006) 60(3):301–12. doi: 10.1016/j.pec.2005.06.010


	49. Tong A, Sainsbury P, Craig J. Consolidated criteria for reporting qualitative research (COREQ): a 32-item checklist for interviews and focus groups. Int J Qual Health Care. (2007) 19(6):349–57. doi: 10.1093/intqhc/mzm042


	50. Regeringskansliet. God och Nära Vård—rätt Stöd Till Psykisk Hälsa. SOU 2021:6. Stockholm: Regeringskansliet (2021). ISBN 978-91-525-0019-4. Stockholm. Available online at: https://www.riksdagen.se/sv/dokument-och-lagar/dokument/statens-offentliga-utredningar/god-och-nara-vard-ratt-stod-till-psykisk-halsa-_zzb36/


	51. WMA. World medical association declaration of Helsinki: ethical principles for medical research involving human subjects. JAMA. (2013) 310(20):2191. doi: 10.1001/jama.2013.281053


	52. Mittal A, Dumka L, Mohan L. A comprehensive review on the use of artificial intelligence in mental health care. 2023 14th International Conference on Computing Communication and Networking Technologies (ICCCNT). Delhi, India: IEEE (2023). p. 1–5. doi: 10.1109/ICCCNT56998.2023.10308255


	53. Li Y, Song Y, Sui J, Greiner R, Li XM, Greenshaw AJ, et al. Prospective prediction of anxiety onset in the Canadian longitudinal study on aging (CLSA): a machine learning study. J Affect Disord. (2024) 357:148–155. doi: 10.1016/j.jad.2024.04.098


	54. Zafar F, Fakhare Alam L, Vivas RR, Wang J, Whei SJ, Mehmood S, et al. The role of artificial intelligence in identifying depression and anxiety: a comprehensive literature review. Cureus. (2024) 16(3):e56472. doi: 10.7759/cureus.56472


	55. Esmaeilzadeh P, Mirzaei T, Dharanikota S. Patients’ perceptions toward human–artificial intelligence interaction in health care: experimental study. J Med Internet Res. (2021) 23(11):e25856. doi: 10.2196/25856


	56. Reading Turchioe M, Desai P, Harkins S, Kim J, Kumar S, Zhang Y, et al. Differing perspectives on artificial intelligence in mental healthcare among patients: a cross-sectional survey study. Front Digit Health. (2024) 6:1410758. doi: 10.3389/fdgth.2024.1410758


	57. Balasubramanian S, Raparthi M, Dodda SB, Maruthi S, Kumar N, Dongari S. AI-enabled mental health assessment and intervention: bridging gaps in access and quality of care. Power Syst Technol. (2023) 47(3):85–92. doi: 10.52783/pst.159


	58. Ferrara E. Fairness and bias in artificial intelligence: a brief survey of sources, impacts, and mitigation strategies. Sci. (2023) 6(1):3. doi: 10.3390/sci6010003


	59. Timmons AC, Duong JB, Simo Fiallo N, Lee T, Vo HPQ, Ahle MW, et al. A call to action on assessing and mitigating bias in artificial intelligence applications for mental health. Perspect Psychol Sci. (2023) 18(5):1062–96. doi: 10.1177/17456916221134490


	60. Bandura A. Perceived self-efficacy in the exercise of control over AIDS infection. Eval Program Plann. (1990) 13(1):9–17. doi: 10.1016/0149-7189(90)90004-G


	61. Beers E, Lee Nilsen M, Johnson JT. The role of patients. Otolaryngol Clin North Am. (2017) 50(4):689–708. doi: 10.1016/j.otc.2017.03.006


	62. Lentz A, Siy JO, Carraccio C. AI-ssessment: towards assessment as a sociotechnical system for learning. Acad Med. (2021) 96(7S):S87–8. doi: 10.1097/ACM.0000000000004104


	63. Robinson C, D’Souza R, Yazdi C, Diejomaoh E, Schatman M, Emerick T, et al. Reviewing the potential role of artificial intelligence in delivering personalized and interactive pain medicine education for chronic pain patients. J Pain Res. (2024) 17:923–9. doi: 10.2147/JPR.S439452


	64. Lorenzini G, Arbelaez Ossa L, Shaw DM, Elger BS. Artificial intelligence and the doctor–patient relationship expanding the paradigm of shared decision making. Bioethics. (2023) 37(5):424–9. doi: 10.1111/bioe.13158


	65. Joseph-Williams N, Elwyn G, Edwards A. Knowledge is not power for patients: a systematic review and thematic synthesis of patient-reported barriers and facilitators to shared decision making. Patient Educ Couns. (2014) 94(3):291–309. doi: 10.1016/j.pec.2013.10.031


	66. Vaidyam AN, Wisniewski H, Halamka JD, Kashavan MS, Torous JB. Chatbots and conversational agents in mental health: a review of the psychiatric landscape. Can J Psychiatry. (2019) 64(7):456–64. doi: 10.1177/0706743719828977


	67. Pham KT, Nabizadeh A, Selek S. Artificial intelligence and chatbots in psychiatry. Psychiatr Q. (2022) 93(1):249–53. doi: 10.1007/s11126-022-09973-8


	68. Charles C, Whelan T, Gafni A. What do we mean by partnership in making decisions about treatment? Br Med J. (1999) 319(7212):780–2. doi: 10.1136/bmj.319.7212.780


	69. Espejo G, Reiner W, Wenzinger M. Exploring the role of artificial intelligence in mental healthcare: progress, pitfalls, and promises. Cureus. (2023) 15(9):e44748. doi: 10.7759/cureus.44748


	70. Nair M, Svedberg P, Larsson I, Nygren JM. A comprehensive overview of barriers and strategies for AI implementation in healthcare: mixed-method design. PLoS One. (2024) 19(8):e0305949. doi: 10.1371/journal.pone.0305949


	71. Li W, Liu X. Anxiety about artificial intelligence from patient and doctor-physician. Patient Educ Couns. (2025) 133:108619. doi: 10.1016/j.pec.2024.108619


	72. Schoon Y. Shared decision-making is not common in clinical practice. Heart. (2022) 108(7):498–9. doi: 10.1136/heartjnl-2021-320519


	73. Hennink M, Kaiser BN. Sample sizes for saturation in qualitative research: a systematic review of empirical tests. Soc Sci Med. (2022) 292:114523. doi: 10.1016/j.socscimed.2021.114523


	74. Hsieh H-F, Shannon SE. Three approaches to qualitative content analysis. Qual Health Res. (2005) 15(9):1277–88. doi: 10.1177/1049732305276687


	75. Adams SH, Knopf DK, Park MJ. Prevalence and treatment of mental health and substance use problems in the early emerging adult years in the United States: findings from the 2010 national survey on drug use and health. Emerg Adulthood. (2014) 2(3):163–72. doi: 10.1177/2167696813513563


	76. Badr J, Motulsky A, Denis J-L. Digital health technologies and inequalities: a scoping review of potential impacts and policy recommendations. Health Policy. (2024) 146:105122. doi: 10.1016/j.healthpol.2024.105122


	77. Verma K, Milosevic T, Davis B, Norman JO. (2023) Designing ethical artificial intelligence (AI) systems with meaningful youth participation: implications and considerations, AoIR Selected Papers of Internet Research. doi: 10.5210/spir.v2023i0.13512


	78. Saeidnia HR, Hashemi Fotami SG, Lund B, Ghiasi N. Ethical considerations in artificial intelligence interventions for mental health and well-being: ensuring responsible implementation and impact. Soc Sci. (2024) 13(7):381. doi: 10.3390/socsci13070381


	79. Mathijssen EGE, van den Bemt BJF, Wielsma S, van den Hoogen FHJ, Vriezekolk JE. Exploring healthcare professionals’ knowledge, attitudes and experiences of shared decision making in rheumatology. RMD Open. (2020) 6(1):e001121. doi: 10.1136/rmdopen-2019-001121


	80. Berretta S, Tausch A, Ontrup G, Gilles B, Peifer C, Kluge A. Defining human-AI teaming the human-centered way: a scoping review and network analysis. Front Artif Intell. (2023) 6:1250725. doi: 10.3389/frai.2023.1250725


	81. Lindgren BM, Lundman B, Graneheim UH. Abstraction and interpretation during the qualitative content analysis process. Int J Nurs Stud. (2020) 108:103632. doi: 10.1016/j.ijnurstu.2020.103632







OPS/images/cover.jpg
& frontiers | Frontiers in Digital Health

Healthcare Professionals’ perspectives on Al-
driven decision support in young adult mental
health: an analysis through the lens of a shared

decision-making framework








OPS/images/crossmark.jpg
(®) Check for updates.





OPS/xhtml/Nav.xhtml




Contents





		Cover



		Healthcare Professionals’ perspectives on AI-driven decision support in young adult mental health: an analysis through the lens of a shared decision-making framework

		1 Introduction



		2 Methods



		2.1 Study design



		2.2 Theoretical framework



		2.3 Setting and participants



		2.4 Data collection



		2.5 Data analysis



		2.6 Ethical considerations











		3 Results



		3.1 Essential elements



		3.1.1 Defining/explaining the problem



		3.1.2 Patient values and preferences



		3.1.3 Healthcare professional knowledge and recommendations



		3.1.4 Arranging follow-up











		3.2 Ideal elements



		3.2.1 Unbiased information



		3.2.2 Presenting evidence



		3.2.3 Defined roles











		3.3 General elements



		3.3.1 Flexibility and individualized approach



		3.3.2 Information exchange



		3.3.3 Involving at least two people and mutual respect



		3.3.4 Partnership and patient participation



		3.3.5 Patient education



		3.3.6 Process and stages



















		4 Discussion



		4.1 The role of AI to enhance mental healthcare and shared decision-making



		4.2 Integrating AI into mental health care for shared decision making



		4.3 Strengths and limitations



		4.4 Implications for practice and future research











		5 Conclusions



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Generative AI statement



		Publisher's note



		Supplementary material



		Abbreviations



		References



















OPS/images/logo.jpg
& frontiers | Frontiers in Digital Health





