

[image: image1]
The impact of adaptive cognitive diversity and attention on discussion effectiveness in an intelligent discussion system









 


	
	
ORIGINAL RESEARCH
published: 17 November 2025
doi: 10.3389/fcomp.2025.1650189








[image: image2]

The impact of adaptive cognitive diversity and attention on discussion effectiveness in an intelligent discussion system

Hongli Gao1, Bing Zhao1, Xing Hu1, Chang Liu1, Huifang Chen1, Xiaohan Jiang1, Hongxing Zhang1* and Huiyu Zhou2


1School of Psychology, Xinxiang Medical University, Xinxiang, China

2School of Computing and Mathematical Sciences, University of Leicester, Leicester, United Kingdom

Edited by
 Antonio Sarasa-Cabezuelo, Complutense University of Madrid, Spain

Reviewed by
 Yuki Nishida, Ritsumeikan University, Japan
 Cleofé Alvites Huamaní, Cesar Vallejo University, Peru
 Gloria Virginia, Duta Wacana Christian University, Indonesia
 

*Correspondence
 Hongxing Zhang, zhx166666@163.com 

Received 26 June 2025
 Accepted 04 November 2025
 Published 17 November 2025

Citation
 Gao H, Zhao B, Hu X, Liu C, Chen H, Jiang X, Zhang H and Zhou H (2025) The impact of adaptive cognitive diversity and attention on discussion effectiveness in an intelligent discussion system. Front. Comput. Sci. 7:1650189. doi: 10.3389/fcomp.2025.1650189
 

Introduction: Although group discussion plays a crucial role in collaborative learning, it often falls short of achieving optimal effectiveness. The introduction of conversational agents has the potential to enhance the effectiveness of group discussion; nevertheless, the interaction strategies between conversational agents and human participants remain an issue that requires further investigation. The present study aims to examine how the diverse viewpoints provided by the conversational agent and participants’ attention to them affected discussion effectiveness.

Methods: This study involved 129 university students who discussed an open-ended question in an adaptive discussion system. A 2 (adaptive cognitive diversity: homogeneity vs. diversity) × 2 (attention: with vs. without instruction) between-subjects design was employed, with an additional control condition. Participants in the experimental conditions interacted with a conversational agent, while those in the control condition discussed in pairs without it.

Results and discussion: The results indicated that discussions in the diversity condition exhibited greater breadth, whereas those in the homogeneity condition demonstrated significantly greater depth, suggesting that diverse perspectives promote broader idea exploration, while similar perspectives facilitate deeper elaboration. Compared with the control condition, the diversity-with-instruction demonstrated greater discussion breadth. Participants under the with-instruction condition perceived the conversational agent’s viewpoints as obstructing their own idea generation; by contrast, those under the without-instruction condition generated a higher proportion of valid ideas and achieved deeper and better understanding of the discussion topic. These results suggest that attention plays both positive and negative roles in the discussion process. The present study examined the roles of adaptive cognitive diversity and attention in group discussion and explored how manipulating these factors within a human-computer interaction system can shape discussion effectiveness.
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1 Introduction

Learning or working in groups is essential in the modern world because many complex problems require or benefit from teams that bring diverse expertise and perspectives (Corrégé and Michinov, 2021; Graesser et al., 2018, 2020; Kenworthy et al., 2023). Group discussion is an important part of collaborative learning and group creative problem solving (Kenworthy et al., 2024). It is a process of interpersonal interaction in which group members share perspectives. These shared perspectives serve as stimulus cues that activate relevant information within each participant’s semantic network, allowing old and new information to interact and thereby fostering knowledge generation and innovation.

However, positive outcomes do not occur automatically simply by assembling a group to engage in discussion (Kuhn et al., 2025). When left to their own devices, groups often perform suboptimally (Kenworthy et al., 2023). The interactive process of the group discussion involves both social and informational interactions. Social interaction primarily serves to provide social cues that promote a sense of identity and belonging, while informational interaction mainly functions to elevate the cognitive level of the discussants. Unlike social interaction, informational interaction does not serve the intended function especially for expressing disagreements (Almodiel, 2022). Furthermore, it is often challenging to identify ideal discussion partners who can facilitate optimal discussion outcomes (Memmert and Tavanapour, 2023).

With the development of technology, researchers have applied artificial intelligence (AI) techniques to the collaborative learning process, namely adaptive collaborative learning support (Rummel et al., 2016; Walker et al., 2009). A prominent example of such support is human interaction with virtual conversational agents (CAs) (de Araujo et al., 2024, 2025; Graesser, 2016; Graesser et al., 2017). CAs are computer programs designed to communicate with humans through natural language, either spoken or written (Paschoal et al., 2020). They may assume various roles in the learning process, such as peers, tutors, or even competitors (Graesser et al., 2017; Lehman and D’Mello, 2013; Nguyen, 2023). By fostering both constructive engagement, which involves learners generating new idea, and interactive engagement, which entails co-constructing understanding through dialogue, CAs can enhance learning experiences (Chi and Wylie, 2014; Nguyen, 2023). Increasingly, CAs are being recognized as active participants in human learning and ideation processes. They can provide adaptive support for collaborative learning and serve as co-ideators in human-AI collaborative problem-solving contexts (de Araujo et al., 2024, 2025; La Scala et al., 2025; Memmert and Tavanapour, 2023; Richter and Schwabe, 2025; Schmidt et al., 2023; Tegos and Demetriadis, 2017).

Nevertheless, technological innovations often fail to directly enhance learning unless thoughtfully integrated. Although CAs have the potential to facilitate ideation and knowledge construction, their success is heavily dependent on carefully designed scaffolds that structure and regulate interactions. The interaction mechanism between human participants and CAs is thus of great importance. Specifically, it is essential to investigate both the factors that influence interaction effectiveness and the means by which CAs can leverage these factors to enhance discussion outcomes.

Prior studies suggest that cognitive diversity is one of the key factors influencing the effectiveness of group ideation (Nijstad et al., 2002; Paulus and Brown, 2007; Paulus and Kenworthy, 2021). Semantic diversity and similarity are important manifestations of cognitive diversity, as it reflects how individuals differ in representing and expressing ideas. Specifically, semantic similarity refers to ideas within the same semantic domain, while semantic diversity involves ideas spanning across different domains, indicating broader conceptual variation. The search for ideas in associative memory (SIAM) model proposed by Nijstad et al. (2002) emphasizes that semantically diverse viewpoints can expand the knowledge base, while semantically homogeneous viewpoints can deepen discussion within a specific domain (Baruah and Paulus, 2011; Rietzschel et al., 2007). According to the cognitive-social-motivational (CSM) model (Paulus and Brown, 2007; Paulus and Kenworthy, 2021), group diversity can generate diverse viewpoints, thereby increasing cognitive stimulation and activating less accessible knowledge. However, previous research has often focused on static, non-adaptive cognitive diversity, neglecting the internal dynamic processes of discussion (Moussaïd et al., 2018; Reinert et al., 2025). To address this, we propose the concept of adaptive cognitive diversity, which involves dynamically providing viewpoints based on the current discussion content. The dynamic process offers greater theoretical and practical value than static cognitive diversity, thus providing a new perspective for research on cognitive diversity in group activities.

Besides the diversity of shared perspectives, attention, the selective allocation of cognitive resources to certain stimuli or ideas, is also another crucial factor that influences the effectiveness of discussion. According to the CSM model (Paulus and Brown, 2007; Paulus and Kenworthy, 2021), attention functions as a crucial bridging mechanism between social-motivational and cognitive processing. Specifically, attention governs how individuals allocate and focus cognitive resources on socially relevant stimuli, such as cues from others’ ideas, enabling selective engagement with the most motivationally pertinent information. In this way, attention not only filters and prioritizes social inputs but also enables deeper cognitive processing—such as retrieval, integration, and elaboration—which is crucial for generating new ideas. In an electronic human-human brainstorming, the study by Michinov et al. (2015) demonstrated a significant partial correlation between participants’ attention to their partner’s ideas and the quality of the ideas they generated. Attention guidance can help participants allocate their cognitive resources more effectively in online learning dialogues, and such improvements have been found to enhance dialogue quality (Eryilmaz et al., 2015). This promotes deeper processing of target concepts, thereby improving memory retention and knowledge transfer, as well as fostering greater learning efficiency (De Koning et al., 2007; Eryilmaz et al., 2014, 2018). Therefore, as a mechanism that bridges social-motivational and cognitive processes, attention plays a critical role in determining the effectiveness of online discussion. Enhancing learners’ attention to others’ perspectives may be a key strategy for improving the overall quality of group discussion.

In summary, intelligent CAs hold promise for enhancing the effectiveness of group discussion, yet the mechanisms of human-computer interaction involved remain under-investigated. Specifically, it is necessary to examine which factors enable CAs to influence interaction outcomes and how these factors can be manipulated to optimize performance in human-computer interaction systems. Building on relative theoretical foundations, this study focuses on two key factors that may influence the effectiveness of human-CA discussion: adaptive cognitive diversity and attention to others’ viewpoints, with the aim of proposing effective strategies for optimizing group discussion. According to SIAM model (Nijstad and Stroebe, 2006) and CSM model (Paulus and Brown, 2007; Paulus and Kenworthy, 2021), semantically different perspectives can stimulate cognitive activation across distant concepts in associative memory, thereby promoting broader idea exploration and enhancing creative potential. In contrast, semantically similar perspectives reinforce existing associative pathways, facilitating focused thinking and deeper elaboration within a familiar conceptual space. Based on these theoretical insights, we hypothesize that (H1) semantically different perspectives provided by the CA enhance the human participants’ breadth of discussion, (H2) semantically similar perspectives provided by the CA enhance the human participants’ depth of discussion. According to CSM model (Paulus and Brown, 2007; Paulus and Kenworthy, 2021), attention plays a central role in shaping how individuals cognitively engage with external inputs during idea generation. When participants actively focus on the CA’s contributions, they are more likely to process, integrate, and build upon those inputs, thus enhancing the effectiveness of the interaction. In line with this theoretical framework, we hypothesize that (H3) participants’ attention to the CA’s perspectives positively influences the effectiveness of the discussion. Specifically, attending to the diverse perspectives of CA increases the breadth of discussion, whereas attending to its homogeneous perspectives enhances the depth.

Building on these insights, the present study proposes a human-computer interaction system in which the computer dynamically provides adaptive viewpoints tailored to the evolving discussion context and guides human participants to further process these viewpoints. Theoretically, this research analyzes factors affecting discussion outcomes through the lenses of adaptive cognitive diversity and attention. Informed by these theoretical insights, the practical dimension explores how to manipulate these factors in the human-computer interaction system to improve discussion quality.



2 Methods


2.1 Participants

A total of 129 university students participated in this experiment. The sample size was determined based on prior research (Dugosh et al., 2000) and practical constraints, particularly the availability of participants within the specified time frame. They were randomly assigned to one of five conditions, including four experimental subconditions and one control condition. In the experimental conditions, each discussion involved one participant interacting with a computer-based CA, whereas in the control condition, discussions were conducted between two participants without the presence of the CA. After excluding data from three groups unrelated to the discussion topic, the final sample consisted of 126 participants (53 males, 73 females), with 21 participants assigned to each of the four experimental conditions and 42 participants assigned to the control condition. All participants provided written informed consent prior to their participation.



2.2 Materials

Corpus: In a previous study, a total of 60 participants engaged in a 30-min online discussion on the topic “What impact will AI have on humanity?” Viewpoint sentences were extracted from the discussion transcripts and refined, resulting in an initial corpus of 600 viewpoints. The viewpoints were independently annotated by five researchers with respect to their types (for example, tag “I believe AI will cause unemployment” as “unemployment”), and discrepancies in coding were resolved through discussion until consensus was achieved. Similar types were subsequently merged, and those with higher frequencies were summarized. Representative viewpoints were then identified for each type, yielding 13 preliminary types with approximately 10 viewpoints each. To further evaluate type distinctiveness and the correspondence between viewpoints and their assigned types, assessments were conducted by other 26 participants. Based on their evaluations, several types with overlapping or easily confusable meanings were modified or consolidated. As a result, a final viewpoint pool comprising 8 types and their representative viewpoints was established, as presented in Table 1.


TABLE 1 Selected types and typical views in the corpus.


	Type
	Typical viewpoint

 

 	Convenience 	I think AI will make people’s lives easier


 	Unemployment 	The massive spread of AI will still put some people out of work


 	Dependency 	People rely too much on AI, and certain abilities are gradually lost


 	Control 	AI technology is out of control, and this is a problem that humanity will continue to study, how to better manipulate AI


 	Replacement 	AI can change human life, but it cannot replace it


 	Progress 	The positive effects of AI are the reduction of human input in the workplace, enhancement of efficiency, embodiment of new technologies, increase in productivity, and reduction of waste products


 	Rational use 	Reasonable use will make human life better. Improper application will produce harm


 	Trend 	With the advancement of science and technology, the development of artificial skills will surely become an important indicator of a country’s scientific capacity




 

Discussion effectiveness questionnaires: the questionnaire evaluated the helpfulness of others’ viewpoints (e.g., “The views expressed by others in the discussion have been helpful to me,” “The views expressed by others in the discussion hindered the generation of my own opinions”), overall discussion effectiveness (e.g., “I think the discussion has been very productive” and “Following the discussion, I have gained a deeper understanding of the issue discussed”). The questionnaire is scored on a 5-point scale. A score of 1 indicates strongly disagree, 2 for disagree, 3 for neutral, 4 for agree, 5 for strongly agree.



2.3 Design

The experiment employed a 2 (adaptive cognitive diversity: homogeneity vs. diversity) × 2 (attention: with-instruction vs. without-instruction) between-subjects design, with an added non-factorial control condition. In the control condition, two participants engaged in a discussion without the involvement of the CA. In the experimental conditions, after the participants stated several ideas, the computer automatically identified the semantic type to which the participants’ opinions belong and then gave adaptive response. In the diversity condition, the CA introduced ideas from semantically different types based on the current discussion, meaning the CA’s ideas differed from the ongoing conversation. In the homogeneity condition, the CA provided ideas from the same type as the current discussion, meaning the CA’s ideas aligned with the ongoing conversation. In the with-instruction condition, participants were instructed to remember the CA’s ideas and recall what the CA said after the discussion. In the without-instruction condition, no memory-related instructions or recall tasks were given (Dugosh et al., 2000).

Dependent variables included the breadth, depth, and effectiveness ratio that participants demonstrate in the discussions, as well as participants’ self-reported discussion effectiveness. Each sentence spoken by the participants in the chat logs was categorized by the computer. Sentences not involving any keywords from a predefined list were marked as invalid viewpoints, while valid viewpoints were categorized accordingly. Based on this classification, the number and types of viewpoints for each group member were calculated. Subsequently, the following dependent variables were analysed (Manabe et al., 2024; Nijstad et al., 2002). The breadth of discussion was defined as the number of different types of viewpoints presented by participants. The depth of discussion was operationalized as the average number of viewpoints per type, calculated by dividing the total number of viewpoints by the number of viewpoint types. The proportion of valid ideas was measured as the ratio of valid ideas to the total number of sentences. Finally, self-reported discussion effectiveness was assessed through a post-discussion questionnaire.



2.4 Adaptive discussion system

This study employed a self-developed human-CA discussion system, in which the CA used keyword matching to automatically identify the semantic type of participants’ contributions and respond adaptively based on the discussion context.

During the discussion process, the computer needs to give the same type or different types of viewpoints based on the content of the participants’ previous contributions; it also needs to identify valid viewpoints and categorise the viewpoints in the calculation of the dependent variable indicator. In order to achieve these functions, it is necessary for the computer to be able to identify the types involved in the content of the participants’ previous contributions. In this study, we used keyword matching. A list of keywords is formed by extracting keywords from the typical viewpoints contained in each type, together with the near-synonyms of these keywords. If a piece of information provided by a participant contains any of the keywords from the list, it indicates that the corresponding type has been mentioned. If a message contains more than one keyword, it is classified into the type that includes the largest number of mentioned keywords; if a message does not contain any of the keywords from the list, it is labeled as irrelevant.

We evaluated the accuracy of the computerised classification. First, one group of discussion texts was selected and two researchers were asked to identify valid ideas and mark the type to which they belonged. Then, four groups of discussion texts were selected and the two researchers were asked to perform type labeling independently, which showed that the agreement (number of agreements ÷ total number) between the two labelers was 0.72. The computer performed type labeling for each sentence using keyword matching and compared the results with those obtained from the two researcher’s negotiated results. The analysis showed that the agreement between the computer-generated labeling and the manual labeling (number of agreements ÷ total number) was 0.79.



2.5 Procedure

The entire experiment was conducted in a laboratory setting, with partitions around each workstation to minimize distractions. Before the discussion, the experimenter set up the discussion group in the management interface, specifying the group type and ID. Upon arrival, participants signed an informed consent form and then sat at a computer. The computer screen displayed a general-purpose instructional interface that outlined the experimental procedures and introduced the principles of confidentiality.

During the online discussion phase, the system introduced the discussion topic and the time allocated. In the control condition, the instructions did not explicitly state whether the other discussion group member was a human participant or a CA. The discussion was initiated after both members entered the group, during which they freely exchanged views on the assigned topic. Participants from the same group were seated in different positions, ensuring they were not placed opposite or adjacent to each other. In the experimental conditions, participants were informed that GX07 was a CA. In the with-instruction condition, participants received the prompt “Please try to remember what GX07 said, you need to recall it after the discussion,” while in the without-instruction condition, participants were not shown this statement.

The discussion topic “What impact will AI have on humanity?” was displayed at the top of the discussion interface. In the experimental conditions, after participants had spoken 2–4 sentences, the CA automatically identified the corresponding types and then provided feedback according to the requirements of each experimental condition. In the diversity condition, after identifying the type of the participant’s viewpoint, the CA selected a response from viewpoints of a different type in the corpus. In the homogeneity condition, the CA followed the same procedure but responded with a viewpoint of the same type as the participant’s most recent sentence (see Figure 1).

[image: Flowchart depicting a participant’s interaction with a conversational agent (CA). Arrows indicate different conditions. In the with-instruction condition, participants were instructed to remember the CA’s ideas and recall what the CA said. In the without-instruction condition, no memory-related instructions or recall tasks were given. In the diversity condition, the CA introduced an idea from a semantically different type based on the current discussion. In the homogeneity condition, the CA provided an idea from the same type as the current discussion.]

FIGURE 1
 Schematic diagram of human-CA dialogue process.


After 15 min of discussion, the system automatically moved to the discussion effectiveness questionnaire. In the with-instruction condition, participants were required to complete an additional recall task, in which they were asked, “Please recall as many of the main viewpoints expressed by GX07 as possible.” This task was not administered in the other conditions. Upon answering and submitting the questions, participants were directed to a summary interface concluding the session.




3 Results


3.1 Breadth of discussion

A 2 (adaptive cognitive diversity: homogeneity vs. diversity) × 2 (attention: with-instruction vs. without-instruction) between-subjects analysis of variance (ANOVA) was conducted to examine its effect on discussion breadth. The results indicated that the interaction between adaptive cognitive diversity and attention was not significant, F (1, 80) = 3.62, p = 0.061, 
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; the breadth of discussion was higher in the diversity condition (M = 4.90, SD = 1.53) compared to the homogeneity condition (M = 4.21, SD = 1.16).

A one-way ANOVA was conducted to test differences in breadth of discussion across the five conditions (four experimental and one control). The analysis revealed a significant main effect of condition, F (4, 100) = 3.96, p = 0.005, 
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. The post hoc multiple comparison results, corrected using the Bonferroni method, indicated that the breadth of discussion was significantly greater in the diversity-with-instruction condition (M = 5.43, SD = 1.33) than in the control condition (M = 4.10, SD = 1.00), p = 0.009. The other experimental conditions were not significantly different from the control condition (see Figure 2).

[image: Bar graph showing the breadth of discussion across five conditions: Control, Homogeneity With Instruction, Diversity With Instruction, Homogeneity Without Instruction, and Diversity Without Instruction. The breadth of discussion was significantly greater in the diversity-with-instruction condition than in the control condition indicated by double asterisks. Each bar includes error bars representing standard error.]

FIGURE 2
 Comparison of the differences between the four experimental conditions and control condition on the breadth of discussion. Error bars show standard errors in all figures. ** p < 0.01.




3.2 Depth of discussion

A 2 (adaptive cognitive diversity: homogeneity vs. diversity) × 2 (attention: with-instruction vs. without-instruction) non-repeated measures ANOVA was used to explore the effect on depth of discussion. Results demonstrated no significant interaction between the two variables, F (1, 80) = 2.29, p = 0.134, 
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. The main effect of attention was not significant, F (1, 80) = 1.26, p = 0.264, 
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. The main effect of adaptive cognitive diversity was significant, F (1, 80) = 7.47, p = 0.008, 
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. Specifically, the depth of discussion in the homogeneity condition (M = 2.73, SD = 0.94) was significantly higher than in the diversity condition (M = 2.24, SD = 0.71).

For the depth of discussion, a one-way ANOVA across the five conditions revealed a significant main effect of condition, F (4, 100) = 2.74, p = 0.033, 

η
p
2

 = 0.10, 95% Cl for 

η
p
2


[
0.00
,
0.20
]
. However, post-hoc pairwise comparisons (Bonferroni corrected) indicated that none of the experimental conditions significantly differed from the control condition (ps > 0.05).



3.3 Proportion of valid viewpoints

A 2 (adaptive cognitive diversity: homogeneity vs. diversity) × 2 (attention: with-instruction vs. without-instruction) non-repeated measures ANOVA was also conducted to explore the impact on the proportion of valid viewpoints. It turned out that no significant interaction was found, F (1, 80) = 0.13, p = 0.718, 
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; the proportion of valid discussion in the diversity condition (M = 0.87, SD = 0.12) was significantly higher than in the homogeneity (M = 0.80, SD = 0.15). The main effect of attention was also significant, F (1, 80) = 5.69, p = 0.019, 
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; the without-instruction condition (M = 0.87, SD = 0.12) had a significantly higher proportion of valid discussion than the with-instruction condition (M = 0.80, SD = 0.14).

The one-way ANOVA revealed a significant main effect of condition on the proportion of valid views, F (4, 100) = 13.41, p < 0.001, 
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. After applying Bonferroni correction to the post hoc multiple comparison results, it was found that the proportion of valid views was significantly greater in all experimental conditions—homogeneity-with-instruction (M = 0.77, SD = 0.14, p = 0.003), diversity-with-instruction (M = 0.83, SD = 0.13, p < 0.001), homogeneity-without-instruction (M = 0.82, SD = 0.14, p < 0.001), and diversity-without-instruction (M = 0.91, SD = 0.09, p < 0.001)—relative to the control condition (M = 0.60, SD = 0.20) (see Figure 3).

[image: Bar chart showing the proportion of valid viewpoints across five conditions: Control, Homogeneity with Instruction, Diversity with Instruction, Homogeneity without Instruction, and Diversity without Instruction. Bars range from 0.65 to 0.9, with statistical significance indicated by asterisks.]

FIGURE 3
 Comparison of the differences between the four experimental conditions and control condition on the proportion of valid viewpoints. ** p < 0.01. *** p < 0.001.




3.4 Self-reported discussion effectiveness

A 2 (adaptive cognitive diversity: homogeneity vs. diversity) × 2 (attention: with-instruction vs. without-instruction) non-repeated measures ANOVA was conducted to explore the impact of independent variables on the self-reported discussion effectiveness. The analysis results indicated that the interaction effect was not significant across all indicators, nor was the main effect of adaptive cognitive diversity significant. The main effect of attention was significant for the hindering effect of others’ viewpoints, F (1, 80) = 6.17, p = 0.015, 
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; participants in the with-instruction condition (M = 2.60, SD = 1.04) were more likely to report that “others’ opinions hindered the generation of my own opinions” than participants in the without-instruction condition (M = 2.07, SD = 0.89). In addition, a significant main effect of attention was found on the depth of problem understanding, F (1, 80) = 4.04, p = 0.048, 
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; participants in the without-instruction condition (M = 4.19, SD = 0.86) felt they had a deeper understanding of the issue discussed compared to the with-instruction condition (M = 3.71, SD = 1.13). Furthermore, a significant main effect of attention was also observed on the overall understanding of the problem, F (1, 80) = 4.75, p = 0.032, 
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; participants in the without-instruction condition (M = 4.29, SD = 0.71) reported a better understanding of the issues under discussion compared to the with-instruction condition (M = 3.93, SD = 0.89). There was no significant difference in self-reported discussion effectiveness between the control condition and any of the four experimental conditions.




4 Discussion

This study extends the CSM model (Paulus and Brown, 2007; Paulus and Kenworthy, 2021) by introducing and empirically testing it in the novel context of human-AI collaborative discussion. It reconceptualizes cognitive diversity from a static group attribute to a dynamic, adaptive process that can be regulated by a conversational agent. This dynamic perspective captures the fluid nature of real-world discussion and clarifies the conditions under which cognitive diversity enhances performance. The findings provide new theoretical insight into how adaptive cognitive diversity and participants’ attention jointly influence discussion outcomes, thereby advancing the understanding of effective human-AI collaboration.

The results showed that the proportion of valid views during discussion was higher in all four experimental conditions (in which a CA was involved) than that in the control condition in which only two human participants discussed. This difference was independent of whether the computer provided differing or similar views, or whether participants were asked to pay attention to those views. This result indicates that two human participants are more prone to drift off-topic when discussing, whereas the mere presence of the CA encourages the participants to focus more on the current dialogue. At the same time, for the proportion of valid viewpoints, the diversity group achieved a significantly higher score than the similarity group. This suggests that offering diverse viewpoints is more likely to promote participants’ engagement in the discussion process, implying that adaptive diversity has the potential to address the issue of low student participation in online discussion (Hew et al., 2010).


4.1 Impact of diverse and homogeneous ideas on the breadth and depth of discussion

This study has demonstrated that when the CA provided viewpoints differing from the current discussion content, the breadth of discussion was significantly greater than when it provided similar viewpoints. The results are consistent with the hypothesis that semantically different perspectives contribute to the breadth of the discussion (H1). As with previous findings (Baruah and Paulus, 2011; Nijstad et al., 2002), these results support the SIAM model and CSM model (Paulus and Brown, 2007; Paulus and Kenworthy, 2021). They suggest that semantically diverse ideas can serve as retrieval cues, activating a broader range of knowledge in long-term memory and prompting more semantically diverse viewpoints.

When the CA provided similar ideas, the depth of discussion was higher than when it provided different viewpoints. This aligns with the hypothesis that semantically similar perspectives deepen the discussion (H2). The results concur with prior research that semantically related or homogeneous cues activate ideas within a narrower domain, fostering deeper exploration and the generation of numerous ideas within that semantic category (Baruah and Paulus, 2011; Nijstad et al., 2002; Rietzschel et al., 2007). In terms of depth, whether the computer-provided viewpoints were noticed or not, the depth of discussion in both the homogeneity and diversity conditions did not differ from that of the control condition in which two human participants discussed. This suggests that computer-human interaction can achieve a depth of engagement comparable to that of two real people interacting.



4.2 Dual effects of attention to the ideas of CA

Attention fulfills two primary roles: it enables the selective focus on particular information and the allocation of cognitive resources to that focus. The more resources are devoted to the selected information, the more effectively it can be processed. In human-computer interaction, attention may be oriented either toward others’ viewpoints (e.g., those generated by a CA) or toward one’s own idea-generation process. This theoretical framework provides the basis for understanding the role of attention observed in the present study.

The results of this study suggest that attention exerts a dual influence on the discussion process. On the one hand, directing participants’ attention to computer-generated viewpoints—especially under diversity condition—expanded the breadth of discussion. This finding partly supports our hypothesis that attention to others’ perspectives contributes to discussion outcomes (H3). On the other hand, allocating more cognitive resources to others’ viewpoints reduced the resources available for generating one’s own ideas. As a result, participants under the with-instruction condition generated a lower proportion of effective viewpoints. Results on self-reported discussion effectiveness further support this interpretation, as participants encouraged to focus on the CA’s ideas often felt that “others’ opinions hindered the generation of my own opinions,” whereas those without such instructions were more likely to report a deeper and better understanding. The dual role of attention observed in this study aligns with the CSM model (Paulus and Brown, 2007; Paulus and Kenworthy, 2021). This model posits that attention to others’ ideas can stimulate cognition and expand idea generation; however, excessive focus on others may inhibit the development of one’s own ideas.

Therefore, achieving a balance between attending to others and focusing on oneself is crucial for optimizing the effectiveness of interaction. When the aim is to stimulate idea generation, attending to others’ diverse viewpoints may be more beneficial. Once new information has been acquired, however, participants should redirect their attention inward, weaving external insights into their personal conceptual framework. For human-computer collaboration platforms, these findings highlight the importance for adaptive attention guidance mechanisms. One practical design is to cue users to attend to computer-generated viewpoints when additional input is needed. Subsequently, systems can prompt users to reflect on and integrate these viewpoints with their own ideas. Such designs would help balance external and internal attention. In turn, this balance can support both the breadth and the depth of collaborative problem solving.



4.3 Limitations and future prospects

The design was based on eight predefined types, with the variable operationalized through same-type versus different-type groupings. While this ensured that, in the diversity condition, computer-generated viewpoints covered multiple aspects and thereby promoted broader discussion among participants, it also constrained the range of viewpoints to the predefined types, thus limiting flexibility. Future research could introduce generative AI to elicit more accurate, richer, and deeper interactions between computers and humans (Memmert and Tavanapour, 2023; Zhu et al., 2025). Regarding to the manipulation of attention, the present study employed the recall instruction to direct participants’ focus. The resulting effects may reflect memory processes rather than attention per se. Future work could consider employing methods such as eye-tracking to investigate participants’ attentional allocation (Michinov et al., 2015), thereby avoiding the ambiguity between attention and memory.

In addition, the present study imposed a fixed instruction set, assigning participants receiving either similar or divergent viewpoints and being required, or not, to attend to them. However, real-world discussion is inherently dynamic, and the roles of diverse viewpoints and attention may shift across different stages. Accordingly, future research should adopt flexible designs that let participants decide in real time whether to solicit CA input and whether to favor similar or divergent viewpoints. Such flexibility would enhance the relevance and necessity of the CA contributions and promote more targeted and effective interactions.




5 Conclusion

Drawing on theories related to group idea generation, this study examined the impact of adaptive cognitive diversity and attention on the effectiveness of discussion in a human-computer interaction system. The main conclusions of this study are as follows: when the CA supplied adaptive differences in viewpoints, discussion breadth widened and participants could stay concentrated on the ongoing topic; conversely, when the computer offered similar viewpoints, discussion depth increased. Attention plays a dual role in the discussion process, exerting both facilitative and inhibitory effects. When the CA provides differing viewpoints and participants attended to them, the breadth of discussion exceeds that of two-human interactions. At the same time, however, requiring participants to attend to computer-provided viewpoints hampers their own idea generation and impairs their understanding of discussion issues. The presence of a CA enables participants to focus more on the current dialogue, achieving a depth of discussion comparable to that of a dyadic human conversation.
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