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Al-based recruiting is emerging as a critical tool for companies to attract
and engage candidates. In this interdisciplinary study, we present a framework
for Al-based active sourcing in recruitment to explore opportunities for
incorporating considerations of contestability, i.e., the openness of an Al
system to human intervention by those affected. The proposed framework is
structured around four key modules: Active searching, skills extraction, skills
matching, and automated and personalized approach. After introducing the
design and functionality of each module, we critically examine the associated
opportunities and challenges regarding contestability, including their connection
to other ethical aspects like transparency. We conclude with a discussion
of pertinent challenges and points of concern, as well as potential practical
solutions to enhance contestability and mitigate ethical risks. Our work aims
to explore contestability in the context of responsible, ethically acceptable
development and application of Al-driven active sourcing systems in human
resource management. Future research should empirically assess the integration
of contestability aspects in active sourcing approaches in practice.
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1 Introduction

Solutions based on artificial intelligence (AI) are increasingly arriving in the field of
hiring and recruitment. Al-based technology promises to support human resources (HR)
experts in the identification of suitable applicants through more efficient and effective
hiring processes not only by saving resources but also by making the application processes
fairer and less prone to subjective decisions (Raghavan et al., 2020). Particularly the
first stages of the recruitment process—like candidate outreach and pre-selection—have
significant potential for AI utilization (Danner et al., 2023b). Given that these technical
systems depend on human input and on data originating from often prejudiced and
discriminatory social contexts, Al applications can, however, reproduce existing biases
and automate them accordingly (Barocas et al., 2023; Eubanks, 2018; Houser, 2019).
This bears a risk to perpetuate existing job market discrimination toward groups like
disabled people, racial minorities, women, and other marginalized communities (Johnson
et al,, 2016; Schumann et al., 2020). The question of how human actors can comprehend,
assess, and scrutinize AI processes and outputs, especially in complex and potentially
discriminatory contexts like hiring and recruiting, is thus becoming more and more
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important. Contestability, which refers to the openness and
responsiveness of an Al system to human intervention by those
people directly or indirectly impacted by the system (Alfrink et al.,
2023b), has been proposed as a safeguarding instrument to ensure
human control over automated systems (Lyons et al., 2021a).
In the context of Al recruitment, contestability strategies should
allow both candidates and recruiters to understand, question, and
intervene in the models’ decisions and/or predictions.

This interdisciplinary contribution explores strategies of
contestability in the context of active sourcing through a normative
lens. Active sourcing is a proactive recruitment strategy in which
recruiters use a variety of digital platforms and networks to
actively find, interact with, and attract potential candidates, often
people who may not be actively looking for work (Rechsteiner,
2019). We first define the notions of active sourcing, Al-based
recruiting, and contestability, and provide an overview of relevant
literature. Focusing on the German labor market, we propose a
novel approach to automated active sourcing, which is structured
in four modules: active searching, skills extraction, skills matching,
and automated and personalized approach. This modular approach
can increase accuracy and efficiency in the recruiting process, but
it also raises issues regarding contestability at every step. The
description of every module is thus followed by an analysis of
pertinent ethical aspects, particularly in regard to contestability.
We then discuss the main findings of this analysis and attempt to
find potential solutions to increase contestability. The contribution
concludes with some final remarks.

The structure of this contribution is intended as a dialogue
between the technical descriptions from a data science and machine
learning perspective and a normative critique that incorporates
ethics and social science considerations. The overall objective
is to explore opportunities for—and potential shortcomings
of—contestability in the context of interdisciplinary technology
development with the concrete case of an active sourcing system.
Along the description of the proposed active sourcing model,
we can demonstrate how ethical considerations can be integrated
already during the design phases of automated systems, but also the
difficulties that come with it.

2 Background and literature review

In this section, we will define essential terms and give a brief
overview of relevant literature in this regard. We first explain the
meaning of active sourcing as a hiring approach, before moving
on to the notion of Al-based recruiting, both in general terms and
in connection with active sourcing procedures. We then introduce
the concept of AI contestability and why it might be of particular
interest for Al-based active sourcing.

2.1 Active sourcing

Active sourcing in general has been employed in hiring
procedures for executive, high-ranked positions for quite a while.
The term “active sourcing” describes the proactive process of
finding possible applicants through focused searches on social
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or professional media networks and approaching them with
an open job position for which they would be a suitable
candidate (Rechsteiner, 2019; Pangarso et al., 2024; Rubio-Leal
et al., 2024). A recent change is that recruiters started to utilize
active sourcing for a wide range of positions where traditional
recruiting strategies do not manage to attract enough suitable
candidates (Kroll et al., 2021). Despite growing trends of active
sourcing utilization (Weitzel et al., 2020), external job postings
remain the primary recruitment method for most German
companies (Freuding and Garnitz, 2022), as around one-third of
the surveyed recruiting companies do not use active sourcing at
all. Only 13% of the 1,000 best-performing German companies
invest more than €10,000 annually in their active sourcing
expenditures, including costs for database access and social media
licenses (Weitzel et al., 2020). This suggests that active sourcing
holds a lot of potential, especially for small and medium-sized
businesses (SMEs) with limited financial resources (Danner et al.,
2023b).

The trend of active sourcing use is especially noted in the IT
industry (Weitzel et al., 2020), for niche experts and high-ranked
positions (Dannhduser and Braehmer, 2017), and in industries
where an international workforce is needed (Walter and Matar,
2023). This indicates that active sourcing can be an effective
tool for positions requiring highly specialized skills, for smaller
companies with less established recruiting brands, or where the
local job market is insufficient. Furthermore, the majority of
jobseekers generally are in favor of being directly approached by
potential employers, which indicates that active sourcing might be
a promising strategy to reach candidates (Weitzel et al., 2020).

Yet, active sourcing holds certain limitations and potential
risks. Trost and Trost (2014) labels active sourcing as a
direct and aggressive approach in the “global war for talents,
where maintaining a very sensitive balance between ethical
considerations and legal boundaries is of crucial importance.
An extensive data analysis of active sourcing patterns by
German recruiting companies indicates that in the active
sourcing process, companies approach female, older, and foreign
candidates significantly less frequently, which hints at potential
discriminatory dynamics at play (Kroll et al., 2021). Additionally,
the process of manual candidate search and outreach is very
time-consuming (Dannhéduser and Brachmer, 2017), making active
sourcing a less suited approach for high-volume hiring (Trost and
Trost, 2014). Due to over-messaging and communication fatigue,
such strategies may also drive away top talent (Weitzel et al., 2020).
Approximately 50% of contacted candidates never reply back; only
around 25% of the candidates reached out to respond positively and
participate in the recruiting process (Weitzel et al., 2020).

Searching for candidates online on job-related social media
platforms (e.g., LinkedIn, Xing, ResearchGate, GitHub) has proven
to be an efficient approach, particularly for professions where
candidates maintain an active presence on such networks (Freuding
and Garnitz, 2022). These professions tend to be white-collar
jobs; in contrast, blue-collar workers typically leave less digital
footprints, which means that in their case active sourcing methods
are less successful than initially expected (Danner et al., 2023b).
In these professions, for instance nursing, alternative sourcing
techniques with a greater emphasis on personal recommendations
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and referrals are necessary, and communication with potential
candidates often requires a more personalized approach (Ernst,
2021).

This overview demonstrates the potential of active sourcing
techniques in current recruiting practices, but it also identifies a
number of drawbacks, such as the long duration of the procedure,
existing biases and discrimination, as well as challenges to making a
scalable approach. However, these limitations could potentially be
addressed by automating active sourcing through the integration
of different machine learning techniques. The following section
will outline the concept of Al-based recruiting, which can include
Al-based active sourcing.

2.2 Al-based recruiting

According to recent studies, Al is transforming the recruiting
process by expediting the sourcing, screening, and selection of
candidates while cutting expenses and increasing productivity of
the process (Albassam, 2023; Tay et al., 2024). Besides increasing
the pace of the process by rendering it scalable to larger amounts
of data, such systems can hold potential to overcome biases that
are very frequent in traditional recruiting procedures due to human
prejudice (Tsiskaridze et al., 2023; Danner et al., 2023b).

Currently, such Al-based tools are used across numerous stages
of the hiring process (Hunkenschroer and Luetge, 2022). One of the
most frequent applications of Al is in the task of resume screening
and parsing, where Al-based systems evaluate larger datasets of
resumes to extract relevant skills and candidate qualifications.
These approaches mostly use natural language processing (NLP)
technologies. Frequently, several NLP techniques are combined for
skill extraction, including Named Entity Recognition (NER), Part
of Speech (PoS) Tagging or Word Embeddings (e.g., Word2Vec).
Together, they achieve very respectable precision results (Gugnani
and Misra, 2020; Zhang et al., 2022). The Al-supported task of skills
matching in the recruitment process involves aligning the skills
extracted from candidates’ resumes with the requirements specified
in the given job descriptions using advanced techniques beyond
simple keyword matching, such as ontology-based methods and
semantic vector-based approaches. These methodologies enhance
the precision of candidate selection by capturing the nuances
and contextual relationships between skills, ultimately facilitating
more effective recruitment decisions (Danner et al., 2023a). This
trend has become especially pronounced in recent years with
the increasing adoption of transformer models (e.g., BERT, GPT,
Llama) in recruitment technologies (Kavas et al., 2024; Bocharova
et al., 2023).

Moreover, Al has been integrated into interview processes
through tools that conduct structured video interviews, going as far
as analyzing facial expressions, vocal cues, and behavioral patterns
to assess soft skills and overall fit (Hewage, 2023), or through
recruitment chatbots and automated communication interfaces to
enhance candidate engagement and streamline the dissemination
of information throughout the recruitment cycle (Albassam, 2023),
as well as for crafting personalized messages to attract the
attention of potential employees for open positions (Vishwanath
and Vaddepalli, 2023; Danner et al., 2023b).
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Despite these advantages, numerous studies underscore ethical
and operational challenges inherent in Al-driven recruitment.
Researchers have critically examined the potential for AT algorithms
to perpetuate existing biases in recruiting, inherited from real world
data (Kochling and Wehner, 2020; Kroll et al.,, 2021), leading to
systematic discrimination based on factors like ethnicity, age, or
gender (Mujtaba and Mahapatra, 2019; Hunkenschroer and Luetge,
2022; Danner et al., 2023a; Wilson and Caliskan, 2024). Other
studies have explored aspects like the privacy (Harper and Millard,
2023; Kim and Bodie, 2020; Yam and Skorburg, 2021), transparency
(Balasubramaniam et al., 2023; Chen et al., 2025; Yanamala, 2023),
and explainability (Magham, 2024; Jamal et al., 2024) of AT hiring
systems. Specific algorithms and tools have demonstrated notable
success in identifying biases within datasets and proposing effective
mitigation strategies to ethical concerns in a hiring context (Balayn
et al., 2021; Bellamy et al., 2019; Houser, 2019; Pefia et al., 2023).
However, the contestability of Al hiring systems, which will be
examined in the next section, is an aspect that so far has not been
research extensively, despite being of importance for the ethical and
human-centered development and use of such technologies.

2.3 Contestability

Contestability refers to an AI system’s openness and
responsiveness to human intervention by those people directly or
indirectly impacted by the system (Alfrink et al., 2023b; Almada,
2019; Hirsch et al., 2017). It can serve as an instrument to ensure
human self-determination and control over automated systems
(Lyons et al., 2021a). A right to contestation has been advanced
as a more effective safeguard against the risks of automatic
decision making over a right to explanation (Sarra, 2020). In the
context of Al-based recruiting systems, contestability refers to the
ability of candidates (whose data are analyzed), HR professionals
(who base further decisions on the Al-based analysis), and other
stakeholders to challenge and seek redress for decisions made by
these systems. Al contestability has received increasing academic
attention over the last years, for instance focusing on the legal
right to contestation (Kaminski and Urban, 2021), government
Al systems (Landau et al., 2024), education (Hong et al.,, 2024),
computational argumentation (Leofante et al., 2024), or public AI
(Alfrink et al., 2023a). A recent publication explores AI system
operator contestability with recruitment systems as a use case
(Veluwenkamp and Buijsman, 2025). Sheard (2022) states that
from a legal perspective, discriminatory decisions automated
hiring systems are currently often not contestable. Beyond this, the
concept of contestability has, to the knowledge of the authors, not
yet been addressed in-depth in connection with Al recruitment and
specifically with active sourcing. The application of contestability
strategies in practice is still limited (Raees et al., 2024).

The issue of human intervention is particularly interesting in
the context of active sourcing because this recruitment approach
inherently reduces the participation of humans in the outreach
to suitable candidates. While active sourcing can be convenient
both for recruiters and for job searchers by reducing the amount
of labor during the application stage, it renders both groups
more passive and can further reduce the transparency of the
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Active sourcing framework

recruitment process. This poses the question of how contestability,
which involves critically evaluating and, if necessary, contesting
Al mechanisms, assumptions and predictions (Alfrink et al,
2023b), can be facilitated in active sourcing systems. Particularly
in systems that are designed to be somewhat opaque, designing for
contestability is a challenge (Vaccaro et al., 2019).

Furthermore, Al recruiting overall and active sourcing in
particular are suitable contexts for testing contestability strategies,
given that as high-risk contexts (Lyons et al., 2021b) they can
have significant impact on individuals and groups, but are neither
extremely high stakes (in contrast to, e.g., autonomous weapons),
nor is the need for human intervention extremely time-sensitive
(in contrast to, e.g., autonomous driving) (Alfrink et al., 2023b);
they can be classified as slow systems (Veluwenkamp and Buijsman,
2025). Lastly, contestability should not only be considered after
a system’s implementation, but throughout the entire Al lifecycle
(Almada, 2019); systems should be conceptualized and designed to
be contestable from the beginning (Alfrink et al., 2023b), rendering
contestability a deep system property to facilitate joint, interative
decisions between humans and algorithms (Vaccaro et al., 2019).

Considering the existing body of research, our study aims to
analyse opportunities and obstacles for contestability based on a
proposed holistic automated active sourcing system. Hence, in
the following section, we will present our modular framework
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on how to effectively integrate various machine learning tools
and techniques into an efficient automated active sourcing model.
For each module, contestability aspects and challenges will be
specifically explored at each step of the pipeline, including the
intersection of contestability concerns and other ethical issues
connected to, for instance, transparency and fairness. The focus lies
both on contestability for candidates, given that as the data subjects
of active sourcing technology they are the most impacted by such
systems, and, where pertinent, on contestability for recruiters as the
primary users of active sourcing systems.

3 Methodology and design of the
active sourcing model

Active sourcing is a complex process that depends on the
smooth coordination of multiple interrelated procedures. Our
framework, shown visually in Figure 1, identifies four separate
modules that need to be carried out in sequence to successfully
perform the task of active sourcing: (1) Active Searching, (2)
Skills Extraction, (3) Skills Matching, and (4) Automated and
Personalized Approach. In the following subsections, all steps of
the introduced module are elaborated in-depth, explaining the
techniques and tools necessary for their utilization. Secondly, for
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each module, the most pertinent ethical aspects, particularly in
regard to contestability, are analyzed.

3.1 Active searching module

The Active Searching module is the initial stage in this
framework and includes tasks of automatically expanding the size
of the local database or updating it at regular time intervals. This
initial phase leverages API access or advanced web scraping tools
to gather CVs from various relevant online sources, including
professional social media platforms. All collected data is stored in
thelocal CV database. Before the data is used in the following phase,
all potentially personal identifying information (PII) is removed
from the CVs, as well as from job descriptions of vacant positions.

3.1.1 Detailed description

The Active Searching module is a crucial component of modern
recruitment strategies, as an outcome of these tasks is generating an
initial database of profiles that are stepping stones of the automated
recruiting process. If the local dataset or talent pool is not already
available, this module leverages APIs from professional networking
sites like LinkedIn, Xing, GitHub, ResearchGate and other relevant
platforms to extract candidate information efficiently and in a
structured manner. These APIs allow easy access to public profiles,
enabling the automated extraction of relevant information on a
large scale and without or with minimal manual effort.

Many professional networking websites have implemented
strict limitations on data extraction through their official APIs,
which often prevent developers from accessing comprehensive
profile information, even with API credentials. Platforms usually
deploy such measures to maintain control over the platform’s data.
As a result, specialized web scraping tools have been developed
to address this challenge. These tools are designed to navigate
the complexities of extracting profile data while respecting the
platform’s terms of service and legal boundaries. For instance,
tools like Bright Data and Proxycurl and similar offer dedicated
scraping solutions that can retrieve public profile information
without relying solely on the official API.

These scraping tools employ various techniques to mimic
human browsing behavior, manage rate limits, and bypass anti-bot
measures, often utilizing proxy networks and advanced browser
fingerprinting to avoid detection. As a result of such approaches,
data is usually stored as an original PDF file or in a raw data format
consisting of structured JSON or XML. This allows for efficient
storage and easy parsing of the extracted information. The raw
data typically includes key details such as first name, last name,
current and past work experience, education history, skills (both
soft and hard skills), endorsements, certifications, publications or
projects and location information, as well as the email address of
the candidates.

In the subsequent step of this module, before data is
used further in the pipeline, a filtering tool is implemented
to reduce the effect of potential bias. This involves applying
advanced anonymization techniques to both candidate CVs and job
descriptions for vacant positions. The process, in literature, often
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referred to as “blind recruitment,” involves systematically removing
or obscuring personal information that could potentially lead to
systematic bias (Vivek, 2022). This includes but is not limited to:
names, gender indicators, age or date of birth, photographs, names
of any locations, educational institution names, as well as any
possible hints to candidates’ ethnicity, race, or nationality.

State-of-the-art NLP tools and techniques, including the use
of open-source large language models (LLMs), are leveraged
to detect and remove such information while keeping only
relevant professional information. For job descriptions, the focus
is on eliminating language that might inadvertently favor certain
demographics. This could involve removing gendered terms,
age-related phrases, or cultural references that are not directly
relevant to the job requirements. The resulting anonymized
documents ensure that in further stages, the search for the
most suitable candidates depends solely on skills, experience, and
qualifications, thereby promoting a more equitable and merit-based
selection process. Furthermore, such personal information has no
significance in evaluating professional qualifications or skills of a
potential candidate and therefore, is not relevant for the process.
The anonymized and preprocessed data is then accessible for the
following modules.

3.1.2 Active searching module: ethical aspects
and points of contestability

The Active Searching module already reveals a core issue
concerning the contestability of active sourcing procedures:
Candidates commonly are not informed about an active search
taking place, ie., they do not know that their profiles on
professional networking sites or other platforms are being analyzed
by AI models for an active sourcing procedure. Given that
professional networking sites like LinkedIn try to prevent data
extraction, users might assume the external analysis of their profiles
is not possible. Candidates do not have the opportunity to actively
consent to or opt out of being part of an active sourcing process,
which impacts their informational self-determination (Hoffmann,
2022).

Furthermore, the lack of insight into the API query ranking
and structure renders the Active Searching process somewhat of
a black box (Almada, 2019; Burrell, 2016). The complexity and
non-transparent architecture of proprietary algorithms thus makes
it difficult for candidates to understand what makes their profiles
(un)suitable. Candidates that were not selected for further steps
face even more significant challenges: Assuming someone’s profile
was analyzed and they were not included in the candidate pool,
they usually do not learn at all that their profile has been assessed,
which renders any contestation or verification of the reasons for
this exclusion impossible.

Similarly, recruiters can also face challenges when trying to
understand why candidates have been identified as promising
candidates; the origin of the data used in these systems is often
unclear, raising concerns about whether the information was
actually posted by the candidates themselves or, for instance, they
shared posts by other individuals on their profiles.

A main reason as to why contestability is crucial is that AI
systems can perpetuate societal biases (Eubanks, 2018). In the case
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of Active Searching, NLP tools used to detect relevant information
in the profiles can contain discriminatory biases; problematic
semantic relationships such as “man—computer programmer”
and “woman—housewife” that perpetuate sexist stereotypes have
been identified in NLP word embeddings (Barocas et al., 2023;
Bolukbasi et al., 2016). Particularly for job seekers who belong to
underrepresented and/or marginalized groups there may thus be
a need for efficient means of contesting the fairness of the search
process. In the context of active sourcing, sampling biases are also
interesting to consider: For instance, gendered differences in online
professional self-promotion have been found (Kalhor et al., 2024)
and ethnic minorities tend to use professional networking sites less
than white individuals altogether (Bauer et al., 2023). What kind
of information individuals add to their profiles—and if they have
profiles at all—of course determines if and how they are assessed
by the Active Searching component. If recruiters rely entirely on an
active sourcing procedure for certain roles, that can thus directly
impact the composition, diversity, and inclusivity of the resulting
candidate pools.

Furthermore, while personal data and therefore also potentially
sensitive data on protected characteristics, such as gendered terms,
age-related phrases, or cultural references, are removed, proxy
indicators are worth considering here (Datta et al,, 2017): Al
models can sometimes learn indicators during training that allow
inferences to be made about protected characteristics even if they
were omitted. In CVs, for example, indicators such as place of
residence or educational institution may point to characteristics
such as economic status or gender (e.g., the attendance of a women’s
university). Additionally, due to the risk of re-contextualization
and de-anonymization, even non-personal data and anonymized
data can become personal data (Podda, 2023). In these cases, unfair
treatment is exceptionally difficult to prove for data subjects, given
that protected characteristics were not explicitly included in the
decision processes. This adds another layer to the difficulty in
achieving contestability in the case of Active Searching, an already
non-transparent process.

3.2 SKkills extraction module

In the second phase of the process, the Skills Extraction
component extracts all relevant soft and hard skills from CVs
and job descriptions. These extracted skills are then stored in a
standardized, editable, and easily parsable format. Because resumes
and job descriptions can be written in specific, diverse styles, the
same skills can be described using different synonyms or terms.
Therefore, the task of standardizing the skills to describe the same
terms across datasets is the second main task of this module.

3.2.1 Detailed description

Automated CV parsing and skills extraction have become
essential components of modern recruitment processes due to
their efficiency in processing large quantities of information.
Nowadays, almost every recruiting company incorporates some
degree of automation, with sophisticated systems using state-
of-the-art Al techniques to convert unstructured resumes into
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structured, actionable data. Advanced resume parsing tools employ
sophisticated techniques such as NLP, machine learning algorithms,
and pattern recognition to extract relevant information from
resumes. These parsers can accurately identify and categorize
various elements, including work experience, education, and,
most importantly, skills. The extraction process typically involves
preprocessing the document, segmenting the text into logical
sections, and then parsing each section to extract specific
data points.

Our first trials in this direction were based on the work of Zhang
et al. (2022), utilizing Bidirectional Encoder Representations from
Transformers (BERT) to extract soft and hard skills and evaluate
experience from the resumes. While the model performed well in
extracting soft skills, technical skills were overlooked as the model
was trained mostly on publicly available fictional data. Therefore,
this specific framework requires fine-tuning on datasets for specific
professions. In the second phase of our development, we tested
the approach introduced by Reimers and Gurevych (2019), called
Sentence BERT (SBERT), intended for comparing two sentences
or sub-sentences to identify their similarity. In their approach, the
similarity of one skill toward several other skills is identified by
calculating the cosine similarity between the output embeddings
from SBERT of two text parts. However, this does not work for
the similarity between skills or knowledge that are semantically
different but belong to the same job, e.g. “data science” and
“machine learning.” Therefore, this model needs to be adjusted for
accurate performance and fine-tuned on the specific dataset of skills
in order to perform satisfactorily.

In recent years, state-of-the-art large language models (LLMs)
have demonstrated remarkable performance. They consistently
outperform their predecessors across a wide range of tasks
and industries, even in zero-shot settings, exhibiting strong
generalization capabilities on unseen data and tasks for which they
were not specifically optimized.

To evaluate which of the available language models would
be most suitable for the given task, we conducted a small-scale
experiment. The testing dataset consisted of N = 5 manually
annotated CVs. The CVs were created by a researcher who was
not involved in the annotation process to ensure neutrality and
avoid potential bias. All profiles were based on publicly available
CV templates and examples, and were fully fictitious. Independent
experts manually extracted all relevant skills listed in each CV,
which served as the ground truth for subsequent evaluation.

In the next stage, the same CV content was provided to several
large language models (LLMs) using the following prompt:

“You are an experienced recruiter. Carefully read the

following CV and extract all skills explicitly or implicitly

‘ mentioned in the profile. Return the list of skills as

concise keywords or short phrases, avoiding duplicates and
unrelated information.”

It is important to note that we deliberately chose open-
source models, as candidate resumes can be classified as sensitive
data. This decision was guided by privacy and data protection
considerations, leading us to avoid proprietary state-of-the-art
models such as GPT or DeepSeek. Therefore, we opted for the use
of the most efficient open-source model that could run locally on
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TABLE 1 Comparison of skill extraction accuracy across
open-source LLMs.

Model Testing Matching
type accuracy (%)
Meta-Llama-3.2-3B Zero-Shot 74
Mistral-Nemo-Instruct-2407-bnb-4bit Zero-Shot 71
Mistral-7B-Instruct-v0.3-bnb-4bit Zero-Shot 82
Phi-3.5-mini-instruct Zero-Shot 76

our campus servers. Subsequently, we compared the performance
of four of the most promising open-source language models: Meta-
Llama-3.2-3B, Mistral-Nemo-Instruct-2407-bnb-4bit, Mistral-7B-
Instruct-v0.3-bnb-4bit, and Phi-3.5-mini-instruct. The outputs
generated by these models were independently reviewed by
objective researchers. All models were evaluated in a zero-shot
setting, meaning that they were used out of the box without
any additional fine-tuning or few-shot learning. This approach
was chosen to assess the models’ generalization capabilities when
applied directly to previously unseen data. The outputs generated
by each model were independently reviewed and evaluated by
objective researchers. A simple matching percentage was calculated
to quantify the overlap between the skills manually annotated by
manually extracted skills and those automatically extracted by the
models. Results of the analysis are shown in Table 1.

Despite the small sample size, which was insufficient for
in-depth quantitative statistical analysis, the initial results and
qualitative evaluations conducted by the research team were highly
encouraging. After performing both quantitative and qualitative
assessments, Mistral — Small — 3.1 — 24b — instruct — 2503 —
q80.gguf emerged as the optimal candidate, striking an ideal
balance between computational efficiency and performance on
our campus hardware. As the name indicates, the model is a
24-billion parameter instruction-tuned variant of Mistrals small
series (version 3.1), quantised to 8-bit precision using GGUF
formatting and reducing file size to 25 GB while retaining almost
original performance. The model is specifically designed for
consumer-grade hardware, balancing speed, resource usage, and
optimal performance.

It is capable of parsing both the PDF format of a resume as
well as raw data stored in JSON or XML format. The skills and
experiences of each candidate are then evaluated based on the entire
text given in the resume. Using this approach, the most important
skills of a candidate can be identified. In the initial phases of
testing, we have noticed that simple skills extraction is not a fair
approach, as that way, candidates who mention several years of
experience with specific skills, and beginners in those skills, would
not be distinguished. Therefore, the task of evaluating the level of
specific skills and recency (experience of practicing the skills) is
integrated in this module. Otherwise, extracted skills would stand
without accurate information about the candidate’s competence in
that skill. However, as the experience the candidate holds is not
always mentioned, precise information extraction depends on a
general context understanding of the model. An example of our
solution to this problem is shown in Table 2.

In the presented table, an example of the skill description
in a resume is given, followed by the skills extracted, estimated
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TABLE 2 Example of extracted skills.

Skill description: I've worked as a data scientist for several years using machine
learning and deep learning techniques in Python. Also, recently our team started
using C++.

Skill Score Experience
Data scientist 80 3
Machine learning 70 3
Deep learning 70 3
Python 70 3
C++ 25 1

competence (estimation in range 0-100) and experience with the
skill (years since skill acquisition). Although this is a relatively
simple text, it shows that the model was able to not only successfully
extract the relevant skills from the profile but also to extract
experience and competence with each skill, based only on the
general context of the given sentences. Important to note is that the
used model is not fine-tuned for this task explicitly, but performs
out of the box.

Furthermore, in the Figure 2, we show an example of one
resume in its original form on the left side, and on the right side set
of extracted skills. In this case, a resume is not anonymized, as this
resume is a synthetic resume created only for testing purposes. As
visible from the figure, the model is quite capable of extracting the
skills and assigning them competence scores and experience (years
since acquiring skills) based on the contextual information given in
the text.

One of the main challenges in the task of skill extraction
trials is the inconsistent recognition of semantically similar skills.

» o«
>

For example, the model treats “project management,” “project
facilitation,” and “project coordination” as distinct entities, despite
their close conceptual overlap. To address this issue, the European
Skills, Competences, Qualifications and Occupations (ESCO)
classification system developed by the European Comission (2024)
can be integrated to enhance the model’s ability to identify
and group related skills more effectively, as well as for the job
descriptions. The European Skills, Competences, Qualifications
and Occupations (ESCO) dataset is a multilingual classification
system developed by the European Comission (2024) to standardize
and categorize skills, competences, and occupations across the EU
labor market. It provides a structured taxonomy that supports
semantic alignment between job profiles, candidate skills, and
training content, facilitating interoperability and transparency in
recruitment and education systems.

State-of-the-art large language models (LLMs) have already
been trained on such publicly available datasets and demonstrate
strong performance in aligning extracted information with
standardized skill taxonomies without any fine-tuning necessary.
Additionally, the ESCO database API access, can further
facilitate modular communication and real-time referencing of
standardized skills.

After skills from both resumes and job descriptions are
extracted and standardized in the same form, they are processed
for the next module of the system.
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Summary :
Max Mustermann is a Computer Science graduate student.
Max Mustermann . . . . . .
max mustermann@gmail.com | 555-123-4567 | www.maxmusterman.dev He has experience in Machine Learning, Software Engineering,
and NLP. Max worked on real-world projects and internships.
OBJECTIVE His projects include transformer models, time series

Computer Science graduate student looking for full-time Machine Learning Engineer roles starting August 2025

CORE SKILLS
Python (4 years), TensorFlow (3 years), SQL (3 years), Scikit-learn (3 years), PyTorch (2 years), Git (4 years)

Berlin University, Berlin Berlin, Germany

M.S. in Computer Science GPA: 1.5 May 2025
Hamburg University Hamburg, Germany
B.S. in Computer Science GPA: 1.8 May 2023

CompanyX Berlin, Germany
Software Engincering Intern, Rescarch Division June 2024 — August 2024
o Developed a large-scale transformer model pipeline for intent classification with a 14% performance improvement over

baseline.
+ Led initative (0 integgate explainability metlods (SHAP, LIME) into model outputs for user transparency,
. C with a 5-person cros: 1 team to deploy the model in a real-time API service
CompanyY Hamburg, Germany

Machine Learning Intern May 2023 — August 2023
o Built and optimized anomaly detection models for EC2 usage forecasting using Prophet and LSTM.
o Achieved 12% reduction in false positives in predictive alerting system,

Kaggle AI Hackathon Remote
Team Lead, DeepDev January 2023 — March 2023
 Developed an image fication model using EfficientNet on medical imaging data (94.2% Fl-score)

o Finalist in top 5% of )+ participating teams.

Mental Health Chatbot Al for Social Good January 2024 — May 2024
o Built a context-aware chatbot using GPT-3 API and fine-tuned sentiment model for crisis response.

o Tntegrated NLP pipeline using Hugging Face Transformers and achicved 88% accuracy in intent recognition,

o Conducted user testing and collected feedback to iterate design over three agile sprints.

e Parser with Named Entity Recognition Natural Language Processing  September 2023 — December 2023
igned a resume parser using spaCy for entity extraction (Name, Role, Skills, Experience)
o Improved parsing accuracy by 16% using custom NER training on annotated dataset.

Stock Price Predictor Machine Learning
o Implemented LSTM-based time-series model to forecast S&P 500 index movements.
o Achieved 78% directional accuracy over a 6-month backtesting window.

February 2023 — April 2023

EXTRACURRICULAR
Head of AI Team, Student Association
o Grew membership from 25 to 120+ active students; organized 8 workshops and 2 hackathons

August 2023 — Present

Volunteer Mentor, Kids Learn Coding September 2022 — May 2023
 Mentored 10+ elementary school students on Python basics and machine learning fundamentals.

OTHER SKILLS

Languages: Cerman (Fluent), English (cu) Spmmh (B1)

Programming Languages: Python, Ja +, SQL, HTML/CSS

Tools & Frameworks: TensorFlow, Keras, P)Toxch Flask, Git, Docker, AWS, Linux, Jupyter

FIGURE 2
Example of resume (left) and set of extracted skills (right).

forecasting (LSTM), explainability methods (SHAP, LIME)
and context-aware chatbots. Max is skilled in data science,
AT modeling, and deploying machine learning models.

Qualification:

Master’s and Bachelor’s degree in Computer Science
Machine
Natural Language Processing
Software Development
Project Management

Standard ESCO Skills: Score(0-100) Experience (years)

Python 90 4
Git 90 4
Communication 85 4
Team Leadership 85 3
Tensor Flow 80 3
SQL 80 3
Scikit-learn 80 3
Jupyter 80 3
Linux 80 3
Project Management 80 2
Mentorship 7 1
Pytorch 7 2
Keras 7 2
Flask 70 2
AWS 65 2
Lime 65 1
SHAP 65 1
Java 60 2
C++ 60 2
HTML/CSS 60 2
German 100 Null
English 85 Null
Spanish 65 Null

3.2.2 Skills extraction module: ethical aspects
and points of contestability

Similarly to the Active Searching module, the algorithms used
for parsing can be complex and opaque, making it difficult for
candidates to understand how their CVs were interpreted and why
certain information was prioritized or overlooked; they have no
means of overseeing or controlling which skills were extracted or
how their information was interpreted, if they even know that their
CV was analyzed by an algorithm at all (Sheard, 2022).

To an extent, this is also true for recruiters: There is often
little transparency regarding how the skills of candidates were
extracted, only final scores are provided. The usage of the ESCO
classification system (European Comission, 2024) on the one hand
can enhance a model’s ability to identify and group related skills and
job descriptions, as well as increase transparency and traceability.
But on the other hand, these predetermined European skills,
competences, qualifications, and occupations can become outdated
in dynamic, rapidly evolving labor markets and can perpetuate a
Eurocentric view on candidates, which potentially can lead to the
exclusion of suitable candidates from other cultural backgrounds.

Beyond this, AI systems can be prone to errors while parsing
CVs, such as misinterpreting skills, experience, or job titles (Deepa
et al., 2025). For instance, rare or domain-specific skills may be
overlooked in the standardization process, or the system might
interpret a longer CV with more content as a better fit than a
shorter CV regardless of their accuracy of fit. When CVs provided
by candidates are analyzed, different CV formats and styles can also
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lead to inconsistencies in parsing (Delali¢ et al., 2025). There is no
mechanism for candidates to learn about—let alone contest—these
errors and thus to ensure that their qualifications are accurately
represented and evaluated.

The usage of pre-trained language models such as Sentence
BERT (SBERT) can also lead to the introduction of different biases.
For instance, racial bias has been found in BERT’s contextual
word models (Tan and Celis, 2019), and measuring and reducing
biases can be particularly difficult in multilingual contexts. Suitable
methods for detecting gender bias in English-language BERT
models may be particularly unsuitable for more gender-specific
languages such as German (Bartl et al., 2020). We can consider for
example that a German company is looking for a “Projektmanager
(m/w/d)”. While the job title is indicated in the male form
“Projektmanager” instead of the female form “Projektmanagerin” or
the bracket
(“m/w/d”, meaning “male/female/diverse”) specifies that the role is

a gender-inclusive form such as “Projektmanager*in”,
not gender-specific. A model not specifically trained for detecting
these specifications might deduct the role is meant to be assumed
by a male person and exclude all other individuals from the
recruiting process.

3.3 Skills matching module

The third module, Skills Matching, includes the task of
comparing and matching among skills identified in profiles and job
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descriptions. The outcome of this module is a percentage matching
score from the comparison between the two files, with a list of
candidates that have a higher match with the vacant position.

3.3.1 Detailed description

One of the core challenges in automating candidate-job
matching lies in accurately comparing relevant skills from
unstructured data such as CVs and job descriptions. To address this
challenge, we propose three distinct approaches that leverage Large
Language Models (LLMs) for the matching task to align candidate
profiles with job requirements.

The first, most time-efficient option is zero-shot prompting,
where a pre-trained LLM is directly prompted to infer skills
from the CVs with skills from the job description, enabling
a straightforward semantic overlap analysis. This method relies
entirely on the LLM’s general language understanding and its
pretraining on publicly available databases. The advantage of this
approach is its simplicity and adaptability across domains, though
it may be sensitive to prompt formulation and variations in text
quality. To ensure data protection, proprietary models should be
avoided, and as our preliminary tests indicate, state-of-the-art open
source models can be a successful replacement. As a strength of
such an approach, we can point out simplicity and how fast such
models can be employed. Furthermore, with zero-shot prompting
use of the models, there is no need for huge amount of fine-
tuning data sources. As models are already pre-trained on a large
corpus of data, the generalization capability of the models can be
applied to a wide spectrum of jobs and skills. But such models
also have significant limitations that have to be considered, such
as sensitivity to prompt quality and clarity or memory limitations
for huge databases.

As an alternative approach, the matching task can be framed
as an information retrieval problem enhanced through Retrieval-
Augmented Generation. Following such an approach, candidate
CVs are embedded as an external knowledge base, and the LLM
is prompted with a job description to retrieve and rank the
most relevant CVs based on the required skill set. This method
leverages the LLM’s ability to combine contextual reasoning with
retrieved documents, allowing it to provide nuanced justifications
for candidate-job fit. The RAG framework is especially suitable
when matching requires reasoning beyond surface-level keyword
overlap, and when job requirements are highly specific or dynamic.
Additionally, such an approach can easily handle large databases
without overloading the context window of the model. But
compared to the zero-shot approach, its outputs are produced
significantly slower. Likewise, it also requires significantly more
setup time, better infrastructure and well well-structured retrieval
pipeline for embeddings and vector storage.

Further alternatives can involve fine-tuning an open-source
LLM to directly match resumes from the CV and specific
ESCO-based jobs. This supervised method enables the model
to learn domain-specific associations between natural language
descriptions of experience and the structured ESCO skill labels.
Once the standardized skill set is predicted, simple statistical
or rule-based matching methods can be used to compute
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similarity between candidate and job profiles. The majority of
the state-of-the-art LLMs are already pre-trained on the ESCO
database, consisting of standardized skills and job descriptions
common in the European labor market. Therefore, such models
could be utilized without crafting a specific job description for
the new position opening, but rather the ESCO job description
can be referred to. This approach holds great promise, as well as
it provides interoperability and scalability, but it requires access
to labeled training datasets and constant system refinement and
adaptations. The fine-tuning approach learns subtle mappings that
zero-shot or RAG approaches might miss, but is less flexible than
the other two approaches. The model may have more difficulty than
a RAG system if new job or skill forms emerge that are not in ESCO
database or were not in the training dataset.

As an output of such models, the percentage representing the
matching between CV and job requirements should be produced,
offering a list of the most suitable candidates. In order to evaluate
such approaches, establishing reliable ground truth data remains
a key challenge, as this task typically relies on either manually
annotated CVs or retrospective hiring decisions. Both of these
sources are susceptible to inherent biases. Careful interpretation of
the results and bias mitigation strategies are necessary to ensure
fairness and generalizability of the matching models. Given that
each of the three suggested options has particular advantages and
limitations, considerations including data accessibility, scalability,
and the state of the technology infrastructure should all be taken
into account when choosing a strategy in specific use cases.

3.3.2 Skills matching module: ethical aspects and
points of contestability

The ethical aspects and contestability considerations for the
Skills Matching module are similar to the Skills Extraction
module. Also in this case, the algorithms matching CVs with job
descriptions are complex and non-transparent; candidates have no
insight into the process and, even if they obtain insight, may not
be able to comprehend or interpret correctly the criteria used for
matching or how their CV was evaluated. There additionally might
be biases in the matching process, such as favoring candidates from
certain educational backgrounds—which can implicitly indicate
protected attributes like ethnicity—or with specific keywords in
their CVs (Bhatnagar et al., 2025; Iso et al, 2025). Contesting
these biases can be challenging due to the ever-present lack of
transparency (Sheard, 2022).

Both zero-shot prompting and fine-tuning an open-source
LLMs for the matching task carry certain risks. Beyond the typical
general limitations of prompting LLMs, given that they often
produce overly simplistic or flawed outputs (Patil and Gudivada,
2024), pre-trained LLMs like Mistral do not communicate the
training logic for their models and the used training datasets. It can
therefore not be excluded that those models contains biases; given
their opacity, challenging decisions made on the basis of such an
LLM would be very difficult. The fine-tuning option involves, as
mentioned in the description of the Skills Matching module, access
to labeled training datasets and constant system refinement and
adaptations. Job descriptions are dynamic and can evolve over time;
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linked to the point already made on the ESCO classification system,
AT systems might not be updated to reflect these changes, which
can result in candidates being matched (or not matched) based on
outdated criteria. Matching candidates based on predetermined,
non-dynamic criteria might also lead to the oversight of highly
suitable candidates with novel, unusual backgrounds (Nugent and
Scott-Parker, 2022).

Establishing reliable ground truth data for the list of
most suitable candidates raises further ethical questions. As
mentioned above, both relying on manually annotated CVs and
on retrospective hiring decisions can lead to biased outcomes;
historical hiring data often encodes existing systemic biases
in recruitment practices, while manual annotations may reflect
subjective human judgments. Labels and annotations are thus
not only a technical but also a social problem. Perceived ground
truths can be contingent on sociocultural and individual factors,
which can influence how certain attributes—such as skills and
characteristics—are defined and labeled (Diaz, 2020; Prabhakaran
et al.,, 2022). Discriminatory effects can thus be introduced into the
matching by how organizations or individual labellers define target
variables and class labels (Barocas and Selbst, 2016).

3.4 Automated and personalized approach
module

The final module of the framework, the Automated and
Personalized Approach, pulls information from the original
database to obtain PII of the most suitable candidates and tailors
personal messages containing job details and reasons justifying
their suitability for the advertised job. The best fitting candidates
are then presented with the vacant position, explained why they are
suitable, and offered a chance to apply for the open position.

3.4.1 Detailed description

According to a study done by Trost and Trost (2014),
participants are about six times more likely to respond when
they are approached with a personal message on social platforms
like LinkedIn or Xing when compared to a generic, impersonal
approach. By leveraging AI, organizations can move beyond
generic outreach strategies and deliver messages that resonate
more deeply with individual candidates. This is particularly useful
in competitive labor markets, where high-skilled professionals
receive multiple job offers and are more likely to engage with
recruiters who demonstrate genuine interest and understanding of
their profiles.

Building on this insight, the final step following a successful
match by the algorithm involves composing a personalized message
to the identified candidate. This message typically includes a
personalized greeting, key information about the matched position,
a direct link to the job advertisement, and several tailored reasons
explaining why the individual may be a strong fit for the role.

To enhance the level of personalisation at this stage, certain
personal information, excluded during the earlier skill extraction
module due to fairness and bias mitigation, can now be
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TABLE 3 Prompt and personalized message generated with LLM.

Prompt used to generate the personalized message:

Generate a polite, personalized outreach
message for candidates with the highest
matching scores. Point out skills that make
them a good match for the position 2511.11 in
ESCO dataset and notify them that our internal
model reviewed their profile. At the beginning
emphasize that the message was generated using
an AI-based recruiting system and invite the
candidate for an interview. Keep the tone
professional but friendly.

Personalized message generated via LLM:
Dear Max,
We hope this message finds you well.

This message was tailored with the assistance of an AI model as part of our
Al-supported recruiting process, which helps us efficiently and fairly identify top
talent aligned with our open positions.

After reviewing your profile, our internal model has shortlisted you as a strong
match for the Machine Learning Engineer role in our team. Your academic
background in Computer Science and hands-on experience with modern ML
frameworks align closely with our needs. You can find more details about the
role and apply directly on our website.

We would be delighted to get to know you better in a personal interview with our
hiring team.

Please feel free to reply to this message with your availability for the upcoming
days, and we will coordinate accordingly.

We look forward to meeting you personally!

reintegrated, as its use is no longer holding discriminatory
potential. However, to maintain strict data protection standards,
it is essential to design the system such that sensitive personal
information remains inaccessible to the matching algorithm. This
emphasizes once again why modular architecture is required, where
each step operates independently, ensuring data privacy while still
allowing for high-quality, personalized communication in the final
stages of automated hiring systems.

The message presented in Table 3 ilustrate how output of
such model looks like. Based on the candidate’s qualifications
and relevant experiences presented in the resume introduced
already in Figure 2, the system produces a friendly and engaging
message that not only conveys job-related details but also
establishes a more personal connection. This improves candidate
responsiveness and contributes to a more positive overall
recruitment experience, bridging the gap between automation and
human-centric communication.

3.4.2 Automated and personalized approach
module: ethical aspects and points of
contestability

While the Automated and Personalized Approach module as
the last step of the active sourcing procedure cannot introduce new
biases into the matching process itself, it still raises ethical questions
regarding fair treatment, transparency, and contestability. Firstly,
there is a risk that personalized messages based on Al-driven
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insights might stereotype recipients on the basis of, e.g., gender
or ethnicity (Lambillotte and Poncin, 2023). Beyond concerns that
automated messages might be perceived as spam, they might thus
also be offensive toward individuals, if no effective human control
of the communication is in place. A further, similar risk is that
the personalisation ends up inadvertently profiling the candidates
based on personal information contained in the data (Hermann,
2022). Tt is thus advisable to implement human oversight with
automated personalized communication (Will Arachchige et al,
2024).

While the example provided in Table 3 specifies that Al was
involved in the recruiting process, it does not provide in-depth
information on the active sourcing process. The message states that
the usage of AI helps the organization to identify talent “fairly,”
but does not elaborate on why, in what sense or how this is the
case. Furthermore, no clear channels for feedback or complaints
are provided, which would present a simple means of contestation
(Lyons et al, 2021a). This overall might for instance lead to
candidates under- or overestimating the extent of AI usage, scare
or concern them, or impact how much they trust the procedure.
The lack of more detailed information about the procedure, e.g.
through a “learn more” link, can furthermore result in feelings
of frustration or powerlessness. On the other hand, including too
much or complex information about technological details could
also overwhelm candidates (Bester et al., 2016); simply giving data
subjects as much information as possible is therefore not a suitable
countermeasure for opacity or an effective contestability strategy.
Rather, the goal should be facilitating a basic understanding of how
AT functions and how it is used in the recruitment process to avoid
information overload (Arrieta et al., 2020).

4 Discussion

Overall, from a technical point of view, the proposed
modular framework of the Al-based active sourcing offers several
advantages: The system provides operational flexibility and thus
enables organizations to adopt individual modules—such as
active search, skill extraction, matching, or automated candidate
outreach—independently or as an integrated holistic solution. This
modularity ensures practical usability depending on organizational
needs and resources, while addressing key challenges in the
recruiting industry such as scalability, time-efficiency, and the
personalisation of the process.

The
transparency in mind. However, as addressed in the “Ethical

framework is designed with contestability and
aspects and points of contestability” subsections, normative

concerns remain. Active sourcing approaches come with
inherent problems regarding transparency, human oversight, and
contestability. In the following paragraphs, we outline particular
remaining challenges for the incorporation of contestability aspects

into active sourcing systems and propose potential solutions.
4.1 Lack of transparency and consent

The somewhat inherent lack of transparency and informed
consent by data subjects is the most pervasive issue in active

sourcing procedures, impacting all stages of the process. Only
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candidates who are aware of their participation can meaningfully
contest decisions made by the system; therefore, informed consent
and participation are preconditions for contestable systems. But in
active sourcing processes, candidates lack fundamental awareness
and control over the AT’s actions. They are typically not informed
that their public profiles or submitted CVs are being collected from
online sources and analyzed by Al From an ethical as well as legal
perspective, this can undermine basic principles of data autonomy,
violating informational self-determination and the right to opt out.

Furthermore, excluded candidates are usually not notified their
profile was assessed, making it impossible to correct inaccurate or
outdated information in the collected data, to contest algorithmic
errors—such as a misinterpretation of skills or the overlooking of
qualifications—or to question the reasons for their exclusion.

To address the most pertinent transparency issues—and to
comply with data protection measures imposed by the GDPR—,
mandatory notification and opt-out options for candidates must be
implemented (Almada, 2019). This means that candidates should
be informed upfront that their profiles and/or CVs are being
collected and analyzed for an active sourcing process, and they
should have clear, easy mechanisms to opt out of the procedure.
They must furthermore be informed and asked for permission to
retain their profiles in the talent database, with the right to request
deletion at any time.

4.2 Explainability beyond transparency

Proprietary and complex algorithms for searching, extraction,
and matching are commonly not explainable, easily rendering
active sourcing systems black boxes both for candidates and
recruiters. Candidates often cannot understand in-depth why they
were included or, more commonly, excluded. Excluded candidates
are also a particular problem for recruiters, who might overlook
promising individuals if they have no insight into those excluded,
as well as into why they were excluded.

To increase explainability beyond transparency, candidates
must be provided a basic, non-overwhelming understanding
(Arrieta et al., 2020) of the AT’s role, the criteria used for assessment,
and, later on, the specific reasons for their inclusion or exclusion.
Candidates should be able to request access to information about
which skills were extracted, how these were rated, and how
their CVs were ranked when compared to the other candidates.
Recruiters should also be able to access detailed insights into the
process to facilitate a deeper understanding of the procedure and
to ensure that they remain in control. For instance, the weighting
of matching criteria should be transparent, including explanations
of how experience or education are scored; otherwise, matching
modules may favor longer or more detailed CVs simply because
they contain more extractable data, regardless of their relevance or
overall quality.

4.3 Bias as a contestation issue
As discussed, biases can be introduced throughout the active
sourcing process, from the initial search to the final matching,

potentially leading to unfair and even discriminatory outcomes.

frontiersin.org


https://doi.org/10.3389/fcomp.2025.1629522
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org

Hadzic et al.

Automated hiring systems often suffer from sampling bias: Not all
professions or demographic groups are equally represented online,
and marginalized or less visible candidates may be systematically
overlooked. This may skew outcomes in favor of standardized
profiles, failing to capture the value of diverse experiences or
domain-specific expertise. Similarity-based matching, common
in Al systems, can further reinforce these biases, privileging
candidates with conventional resumes and disadvantaging those
with unconventional career paths or interdisciplinary experts.

Bias and fairness should also be perceived as connected to
contestability: auditing processes and the ongoing monitoring and
mitigating of bias can be seen as contestation at scale (Vaccaro
et al., 2019). Even when an active sourcing system is designed
as transparent as possible, perceiving discrimination— and
then contesting—on an individual level is difficult. Independent
oversight in the form of audits can thus strengthen contestability
(Lyons et al., 2021a). Therefore, rigorous, regular internal tests
and external audits of all AT components should be conducted to
identify and actively mitigate discriminatory biases, especially those
related to gender, ethnicity, and language.

Utilizing standardized taxonomies like ESCO can further
introduce a Eurocentric bias, excluding competencies not fitting
conventional classifications and disadvantaging non-European
candidates or those with non-traditional career paths. Skill and
matching systems should thus be dynamic and regularly updated to
reflect evolving job markets instead of relying on fixed classification
systems, which can quickly become outdated or can be based
on culturally limited predetermined criteria. Beyond the internal
fairness of the active sourcing process, solely relying on active
sourcing for candidate pools should be avoided. Complementing AI
sourcing with traditional or alternative methods can ensure more
diverse and inclusive candidate pools.

Additionally, data
reintegrated at the final stage of communication, separated

sensitive personal should only be
from the other modules, providing personalization while
minimizing the opportunity for biases to emerge in other stages.
Even so, the potential presence of proxy indicators introducing
biases during earlier stages should be kept in mind (Datta et al.,
2017). Strict data handling must be enforced to minimize the
risk of re-contextualization and de-anonymization, ensuring that
non-personal data does not become a vehicle for discrimination
(Podda, 2023).

4.4 Automation vs. human oversight

While the proposed framework facilitates full automation,
we emphasize the need for continuous human oversight and
stakeholder involvement, ensuring that both applicants and
recruiters have opportunities to contest model outcomes at each
stage. Such stage-wise attention to each step of the process
strengthens adherence to legal and ethical norms and can
enhance user trust and acceptance of automated hiring systems.
Recommendations and hints for human supervision can be
integrated into the technology itself during development, e.g., in the
form of textual hints or the provision of support structures. There
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must always be the opportunity for human actors to intervene
in the process or to retrospectively track it and correct decisions
if necessary, e.g., in the classification into groups of suitable and
less suitable candidates. The user’s decision should always takes
precedence over the system’s decision.

In the final module, the automated candidate outreach,
efficiency gains come with potential risks of dehumanization and
impersonal communication. Repetitive or poorly targeted messages
can over-fatigue candidates, and there is a danger of unintentionally
sending messages with insensitive content regarding, e.g., gender
or ethnicity. HR professionals should oversee the personalized
messages to prevent stereotyping and profiling.

Both recruiters and candidates should be given opportunities
to provide feedback on the AI system’s decisions to promote
continuous improvement and adaptation to real-world
requirements. Simple channels for feedback and complaints
should thus be established in all automated communication to
allow for questions and direct contestation of perceived errors or
unfairness. To provide even more options for human oversight to
candidates, they could be given the option to correct errors. For
instance, if their CV is being analyzed, they could view and, if
necessary, contest and correct the extracted profile and skills list to
ensure their qualifications are accurately represented.

On the other hand, it is important to approach the solution
of human oversight in a nuanced manner: Human supervision
and control of AI systems and algorithms are often presented as
cure-all solutions to the problems of (semi-)automated decision-
making, but human decisions can also be flawed, biased, and
opaque; humans are thus not inherently better decision makers
or reviewers than Al systems (Lyons et al., 2021a). At the same
time, the concrete form of efficient human oversight is unclear,
as the concept often remains vague and incomplete, including in
legislation like the European AI Act (Enqvist, 2023). If human
supervision is conceptualized as an individual responsibility it can
result in the scapegoating single actors, e.g., blaming an individual
recruiter for discriminatory outcomes of an Al-assisted hiring
process or blaming a candidate for not having corrected their data.
From the development to the evaluation and use of AI, many
steps and stages of responsibility for different actors are involved;
single stakeholders usually do not have the competencies to oversee
the entire Al lifecycle (Zweig et al, 2018). Meaningful human
oversight can thus not be seen as an individual responsibility but
as a structural and organizational task that involves both oversight
mechanisms already implemented into the system and specific
training for intended human overseers (Lyons et al., 2021a).

5 Conclusion

While Al-based active sourcing systems hold considerable
promise to render the search for talent more efficient and
effective, they overall raise significant contestability concerns. A
lack of contestability mechanisms exposes candidates to risks of
biased, unfair treatment and threatens their informational self-
determination. Transparency can be viewed as a prerequisite in this
regard: Given the inherent lack of transparency in active sourcing,
which usually remains invisible to candidates until they are
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eventually approached, they are largely unaware that there might be
anything to contest. This also holds risks for recruiters who might
not be able to interpret and retrace system outcomes correctly
and as a result might miss out on promising candidates or even
end up inadvertently discriminating against already marginalized
groups of job seekers. Without feedback channels, rigorous fairness
checks, the implementation of meaningful human oversight,
external access to information about training data, evaluation
criteria et cetera, these systems cannot be truly contestable
for the involved actors. They may amplify existing inequalities,
undermine fair hiring practices, and damage human autonomy in
the process.

There is a need to empirically assess the proposed
contestability strategies. Further studies in the field of Al-
based active sourcing and hiring should therefore evaluate
contestability measures in practice, i.e., if they indeed create
meaningful safeguards, if and how candidates utilize them, or
how they impact the candidates’ perception of an AI system.
The focus should lie on advancing both AI development and
contestability guidelines in tandem, ensuring that technical
accountable, and

innovation is aligned with transparent,

ethically grounded recruitment practices, resulting from
interdisciplinary work of computer scientists, ethicists, legal

experts, and HR professionals.
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