:' frontiers Frontiers in Computer Science

@ Check for updates

OPEN ACCESS

EDITED BY
Cagri Erdem,
University of Oslo, Norway

REVIEWED BY
Nadia Moura,

University of Coimbra, Portugal
Georgios Diapoulis,

University of Gothenburg, Sweden

*CORRESPONDENCE
Jenn Kirby
jenn.kirby@liverpool.ac.uk

RECEIVED 03 February 2025
ACCEPTED 19 September 2025
PUBLISHED 05 November 2025

CITATION

Kirby J (2025) Exploring pose estimation in
instrumental composition: the Body
Fragmented project.

Front. Comput. Sci. 7:1570296.

doi: 10.3389/fcomp.2025.1570296

COPYRIGHT

© 2025 Kirby. This is an open-access article
distributed under the terms of the Creative
Commons Attribution License (CC BY). The
use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in
this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Computer Science

TYPE Original Research
PUBLISHED 05 November 2025
pol 10.3389/fcomp.2025.1570296

Exploring pose estimation in
instrumental composition: the
Body Fragmented project

Jenn Kirby*

Department of Music, University of Liverpool, Liverpool, United Kingdom

Introduction: In contemporary and experimental music composition, the
integration of physical movement via sensors and digital technology offers new
pathways for music composition, performance and interdisciplinary practice.
This research explores how pose estimation can be used to generate movement-
based notation and support embodied musical expression.

Methods: Through the Body Fragmented composition project, this study
introduces a methodology that centres the composer and performer’s bodies
in instrumental composition using pose estimation technology. The approach
supports non-linear collaborative processes between composer and performer,
facilitating a movement-led instrumental composition practice. A guiding
question “what does that movement express and how could that sound” provided
a conceptual anchor and encouraged an openness to the interpretation of the
pose estimation outputs, allowing it to suggest sonic material and musical
expression.

Results: Findings reveal that pose estimation can effectively capture expressive
movement for compositional development, support performer interpretation
through visual scores, and enhance collaborative dialogue. The study also
identifies limitations in pose estimation’s ability to convey nuanced musical
gestures, and detailed musical information, prompting the integration of
supplementary notation materials.

Discussion: The reflective methodology enabled the collaboration to explore
new forms of movement-led methodologies in instrumental composition.

KEYWORDS

pose estimation, instrumental composition, music performance, motion capture,
embodied music interaction, human-computer interaction

1 Introduction

In contemporary and experimental composition, the integration of physical movement
via sensors and other digital technology has emerged as a transformative practise offering new
avenues for music composition, performance and interdisciplinary creative practises, with
established practises within digital musical instrument (DMI) and human-computer
interaction (HCI) practises (Tanaka, 2011; Erdem et al., 20205 Frid, 2019; Green, 2014; Paredes
etal., 2022). Developing in tandem with sensor technologies, HCI, DMI, and Computer Music
communities have engaged in motion capture for composition and performance (Bevilacqua
etal,, 2001; Collins et al., 2010; Bazoge et al., 2019; Wanderley, 2022). Indeed, the boundaries
between technology, instrument, body, composition have long been morphed culturally and
technically (Harraway, 1991; Tanaka and Donnarumma, 2019; Hsu and Kemper, 2019;
Baalman, 2017; Waters, 2021; Richards, 2006). Embodied music interaction (Xambo et al.,
2017) often engages with data capture of body-worn sensors as input into a system, with a
focus on the body forming part of this input system. There is a long history of the integration
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of sensors in experimental composition and performance practises
(Medeiros and Wanderley, 2014), capturing gesture of instrumental
movement (Kanga, 2016), and extending instruments and
instrumental practise (Emmerson, 2011). This integration of sensor,
wearable and acoustic instrument allows for a dynamic gestural
symbiotic relationship between and an assemblage of the instrument’s
sound, the processed/manipulated sound, and the performer’s body.

For instrumental composition, these wearables have provided
ways of extending the traditional instrument through live electronics.
Development in instrumental composition have largely focused on
augmentation of traditional instrument (Kimura, 2012) and
expanding timbral capabilities (Yang and Essl, 2012; Boutard, 2016;
Nichols et al., 2025).

Pose estimation models (PEMs), such as OpenPose, PoseNet, and
BlazePose, which offer non-invasive, markerless, real-time analysis of
body movement, have gained traction in interdisciplinary
performance contexts due to their accessibility and expressive
potential. Their use in instrumental composition as a notational and
collaborative tool is yet to be fully explored. This article aims to
address that gap by investigating how pose estimation (PE) technology
can support a movement-led approach to instrumental composition
and facilitate the emergence of sonic and performance possibilities
directly from body movement. Central to this enquiry is the question
revisited throughout the process: ‘what does that movement express
and how could that sound?’ This enquiry frames a methodology that
centres the composer and performers bodies in an embodied
compositional process, using PE.

This methodology is presented through a case study, the Body
Fragmented composition project, commissioned by Larissa O’'Grady,
which follows a non-linear process that embraces the unpredictable,
iterative and reflective nature of creative practise, over fixed linear
progressions or outcomes. Redhead (2017) describes a similar
non-linearity in creative practise, highlighting the overlapping
processes of composing, notating, performing, and listening.
Mainsbridge and Beilharz’s (2014) body-centric approach supports an
evolving process where ideas emerge from bodily experiences and
sensations. In this project, starting points are fluid and evolve with
ongoing reflection and dialogue generating multiple drafts and versions.

An observational reflective practise, grounded in notetaking,
artefact analysis, and embodied experience, affords a way to set aside
work that does not serve the current enquiry without devaluing that
work. This approach allows for the temporary or permanent
discarding of ideas and materials, supporting multiple entry points
into the creative process, and maintains openness to the interpretation
of material as it emerges.

The aims of the project are to (1) explore embodied methods of
composing and performing instrumental composition by utilising PE
technology as a means of representing and investigating musical
material; (2) implement a system using PE to support the
compositional, notation, and collaborative processes; (3) compose a
piece for violin and electronics in collaboration with violinist Larissa
O’Grady; (4) reflect on the efficacy of the methods employed whilst
iteratively developing the composition.

This research adopts an autoethnographic methodology, drawing
on reflective practise, performer interviews, and collaborative
experimentation. By embedding PE into the creative workflow, this
study proposes a framework for movement-led instrumental
composition that may be of interest to composers, performers, and
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researchers working at the intersection of embodiment, musical
expression, technologies for music notation, HCI, motion capture,
sensors-based performance and instrumental composition.

To contextualise this approach, the following section outlines the
composer’s movement-led composition practise, reviews literature on
relevant notational strategies and expressive needs, and examines the
role of motion capture, and pose estimation technologies within
creative practises.

2 Background

Movement-based composition practises have often emerged
through collaborative intersections between music and dance. For
example, Morales-Manzanares et al. (2001) developed a sensor-based
composition system that integrated the expressive qualities of both
disciplines to generate music in real-time using compositional
grammar rules.

Camera-based motion capture has played a significant role in
experimental music practises. Whilst marker-based approaches are
often regarded the gold standard for accuracy (Das et al., 2023), their
practical application in live performance settings are limited. Recent
advancements in PEMs have supported body-oriented performance
practises, particularly in interdisciplinary contexts. Within human
movement sciences, PE approaches are valued for their non-invasive,
cost-effective qualities (Roggio et al., 2024). These qualities are also
relevant and applicable to artistic practises. Within dance, Nogueira
et al. (2024) highlight how machine learning-based PE acted as a
catalyst for creative innovation, whilst also acknowledging limitations
and ethical concerns. Lim et al. (2022) made use of hand-tracking via
an ML-based PE model for the creation of two browser-based
instruments with real-time control over sound parameters. Nichols
et al’s (2025) extensive overview of music composition and
performance that incorporate motion capture, shows a wide range of
approaches within experimental music practise. Caramiaux and
Tanaka (2013) showed ML techniques as becoming popular within the
New Instruments for Musical Expression (NIME) community in 2013.
An analysis 10-years later analysing the use of ML in NIME shows a
continuation of this trend (Jourdan and Caramiaux, 2023). Jourdan
and Caramiaux highlight that the “majority of the literature considers
ML as a medium, focusing on creating processes where the system
adapts and reacts to the sounds, gestures, and other ways of interacting
of the user” (Jourdan and Caramiaux, 2023).

2.1 Movement-led composition in
electronic music

The rationale for the Body Fragmented project grew out of
identifying specific creative challenges in applying the movement-led
practise of the composer’s electronic composition to an instrumentation
composition practises. This electronic music practise integrates body
movement with digital musical instruments using sensors, which
capture body movement and the resulting movement data is used in
the interaction between body and digital musical instruments. This
workflow considers the desired input (movement) first, rather than
output (sound), integrating soma design methods (Martinez Avila
et al., 2020). This process prompts critical questions about the
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affordances of the digital instruments, gesture, and expression such as,
how do I want to move with this device, what does that movement
express, and how could that sound? An enquiry into how movement
can shape sound, coupled with an embodied practise, allows the sonic
opportunities to emerge from the movement. Focusing on designing
with the body enables a holistic embodied process, extending the body
to incorporate tools and become part of a compositional system, where
the necessary hardware and software components are created as part of
a compositional process. The creation and integration of these
components inevitably shape the composition, becoming intentionally
“entangled” (Waters, 2021). The compositional outputs from this
methodology often maintain a flexible state, allowing all integrated
components to contribute to and extend the work. This approach
results in a system that is both a creative work and an extendable, fluid
framework for ongoing artistic exploration.

2.2 Gesture and notation approaches and
challenges

Though the gestures produced in movement and sound are linked,
they can express different characteristics. The disparity in this nuanced
relationship between visual and sonic gesture can enhance the
composition and live performance by offering divergent
interpretations and translations. The disparity provides opportunity
for non-literal “action-sound coupling” (Jensenius, 2022) and
mappings of gesture to sound, allowing for greater interpretative
freedom and agency for performers. This non-literal coupling is also
important because different movements on an acoustic instrument
can produce similar sounds, and similar movements can produce
different sounds, therefore, it may be reductive to heavily map gestural
movements with sonic gestures.

This process facilitates exploration by embracing the fluid and
non-linearity of creative development. The movement-led approach
effectively supports non-linearity by making it possible to have
multiple entry points as interventions into the creative process, e.g.,
pursuing a sonic idea, a movement idea, or an unexpected gesture in
the data. The Body Fragmented project seeks to address the creative
challenge of developing a methodology and a system for enabling
movement-led instrumental composition, similar to the movement-led
electronic composition process outlined. A movement-led approach
will inform the composer and performer collaboration and should
therefore also support a means of representing and communicating the
composition, as some form of notation.

Western staff notation primarily depicts the desired sonic output,
leaving the performer to determine the necessary movements. The
performer may determine the technique required, performer input is
sometimes defined in the notation with extended techniques, for
example in the use of multiphonics both desired pitches and fingerings
are often described (Stone, 1980, pp. 194). Performer input is not
typically indicated for many reasons, not least of all because the
performer will likely have significantly more knowledge of the
instrument, and in performance, the performer and the instrument are
inseparable, with the sound and performance as the product of that
relationship. For example, with multiphonics, the fingerings may differ
between different performers and their instruments, Regardless, it is the
sonic output, not the movement specified, which is the priority. Notation
practises in experimental music including text-based, and graphic
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scoring continue to evolve (Sauer, 2009; Kojs, 2011). Many experimental
music approaches consider notation as part of the creative process (Vear,
2019), and how the acts of notating, composing and performing can
be intertwined as embodied practises (Redhead, 2022). Contemporary
technology-based notation methods have allowed for interactive
approaches, including real-time scores (Kim-Boyle, 2010) and animated
scores (Hope, 2017), offering new and alternative ways of expressing
musical intentions, and informing the compositional process. Notation
systems used by artists are not passive. Whether intentional or not, the
tools influence the creative process and resulting output.

Rebelo, in considering notation as document, states that the
“notated artefact is deconstructed, with its discrete elements being
re-contextualised in order to derive meaning” (2010). In this
deconstruction process, the movement and expression of ideas can
become lost. Notation methods which prioritise specific musical
elements, such as pitch, can create a hierarchy and lead to a
de-prioritisation of other musical parameters. The process of notating
discrete elements results in a deconstruction of the composition,
which is to be reconstructed by a musician. A movement-led
compositional method requires an alternative approach to the
deconstruction of musical parameters by focusing on movement
expression of the compositional ideas. There are many dance and
movement-based notation systems, notably Labanotation, that depict
movement and effort (von Laban and Lawrence, 1974) which
considers the expressive attributes of movement. Labanotation with
its steep learning curve may not be an intuitive method for composers
and instrumentalists, however the concepts around movement
qualities and effort are pertinent. Silang Maranan et al. (2014) “believe
that because [movement qualities] reveals movement expressiveness,
their use has strong potential for movement-based interaction with
applications in the arts” In addition, Hope (2020) argues that
“animated notations may guide the facilitation of the body as an
instrument in real time. They can engage and determine movement in
and through space and time - an area yet to be fully explored”

The aim through this project is to develop a methodology which
can both capture the musical expression of the body and compositional
ideas, support collaborative and non-linear approaches, and allow for
flexibility of performer’s interpretation. Notation as a creative tool
intertwined with composing and performing provides a means to codify
and communicate, rather than solely to document. Therefore, the
requirements of the system are to facilitate the exploration (not just a
depiction) of movement-led compositional processes and communicate
(notate) the associated concepts and material between composer and
performer. Many composers and performers collaborate during the
compositional process, and this collaboration can take many forms
(Taylor, 2016; Aslan and Lloyd, 2016). Hope stresses that “[a] scoring
format that enables varying degree of openness and acknowledges the
contributions of performers - electronic and acoustic - is desperately
needed in contemporary practise” (Hope, 2020).

2.3 Motion capture in music composition
and performance

Motion capture may provide a useful means to facilitate composer-
performer collaboration in a new notation format. The term motion
capture or MoCap often refers a method using suits and IR cameras in
a specialised environment where the mover has body markers attached
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to their suit. This method can capture subtle and nuanced movements
and is widely used in animation. Markerless methods for capturing
body movement often use three common methods:

1 Inertial sensors to track movement of different points on the
body (Santos et al., 2021; Nichols et al., 2025)

2 Camera-based tracking which could use a range of methods
such as blob tracking (Sivarathinabala and Abirami, 2014),
frame differencing (Kramer et al., 2012, pp. 75) and machine
learning methods which typically use neural networks to
analyse input from multiple cameras to reconstruct a 3D
representation of motion (Ray et al., 2024).

3 Multimodal approaches often combine position and
orientation, for example through integrating camera- and
sensor-based analysis methods (Medeiros and Wanderley,
2014; Nichols et al., 2025). These can produce accurate spatial
positioning and keypoint orientation, however many challenges
are still present especially in representing highly nuanced
motion (Jin et al., 2024) in the different settings in which the
motion capture might occur (Jensenius, 2018).

Whilst there is extensive use of internal biosignal sensing as well
as external movement sensing technologies and strategies, there are
still many practical barriers restricting the use of motion capture by
composers and performers. Alongside DIY approaches, there are many
commercial applications and combined approaches. Chen et al. (2024)
highlight that motion capture technologies used in film, gaming,
sports and medical industries come at a high cost which make them
inaccessible to consumers and so propose a consumer-affordable
multimodal approach which combines Inertial Measurement Units
(IMUs) and computer vision (CV). This multimodal approach is also
used in the entertainment industries applications, for example Movella,
Xsens MVN (n.d.) and Movella, Xsens Sirius (n.d.) focus on combining
IMU-style approaches with 3D positional tracking solutions such as
HTC Vive and GPS. Paired solutions such as Xsens and HTC Vive can
provide highly precise mocap data, addressing occlusion issues which
can occur in camera-only solutions. For instrumental composition the
occlusion issues are likely to be encountered by self-occlusion, from
turning the body, and object-occlusion, from the instrument blocking
parts of the body (Traver et al., 2017; Jiirgens et al., 2020). The cost and
environmental setup make these combined solutions less accessible for
a composer to add to their workflow, and for a performer to engage
with on a per-piece basis.

Motion tracking via sensors, including IMUs, as discussed, are
widely used in composition and performance. Attached to different
points on the body, IMUs are ideal for measuring orientation in physical
space, but alone are not capable of providing physical positioning
(Jensenius, 2018). When using IMUs it is necessary to determine which
points on the body would be most appropriate for motion capture, for
example does the wrist and forearm need separate tracking, does head
position and distances between limbs need tracking. Adding a lot of
sensors to gather more data and later filter to retrieve the required data
could be a useful strategy. However, this adds unnecessary cost,
introduces significant redundancy which could introduce other
unknown issues resulting from a more complex system (e.g., latency
and additional setup time), and the wearable nature of the sensors may
alter the performer’s range of movement. Practical challenges such as
time charging batteries and costs of components also increase.
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2.4 Pose estimation in music performance

PEMs offer an alternative to bespoke hardware solutions and afford
a non-invasive and markerless approach to the analysis of body
movement. Their use in music has largely focused on DMI creation and
movement analysis in musical performance. The research utilising
PEMs for music is often built upon an interest in extending sonic
possibilities through intrinsic movement, an engagement with
embodied musical interaction, an awareness of musical expression
within movement, and the audio-visual context in which we perceive
much of musical performance. Bodily movements communicate
musical intention and clarify “musical structural features” (Davidson,
2012) in classical instrumental performance. Dahl and Friberg (2007)
in their study on the visual perception of expression in musician’s
movement found that viewers could identify emotional intentions just
from body movement. Determining which movement cues (head, torso,
etc) are strongest can be emotion and instrument specific. Importantly,
it is not just the sound-producing movement which communicates
expression, but also the ancillary movement (Goebl et al., 2014).

Lim et al. (2022) made use of MediaPipe to track hand movement
to control audio processing and produce MIDI data in real-time for a
browser-based instrument. Brown et al’s (2021) work, however, focuses
not on the individual movement, but the interaction of movement
between two bodies, where virtual touch produces sound when the
positional tracking from both bodies intersect. Smith’s (2022) use of
PoseNet for generative music produces both a sonic output from the
movement and a visualisation tracing the movement analysis to offer a
motion description. MediaPipe Pose was introduced in 2019 (Roggio
et al,, 2024) and has since received many upgrades to new solutions
including Face landmark detection, Pose landmark detection and
Holistic landmarks detection (Google AI, 2025). It has been used by
Moussas et al. (2024) to track face and hand movement of a vocal
performer and map it to various audio effects. Tobita and Mima (2024)
also made use of MediaPipe, combining it with audio analysis methods
to timestamp a scored performance. Their evaluation of a variety of
methods showed MediaPipe to be an appropriate solution for the
analysis of musical performance. However, they noted that even with the
audio and movement data, the analysis may not be sufficient to capture
all aspects of the variety and nuance of instrumental performance. For
example, with analysing wind instruments where there is a need to
distinguish the breath before a note from the note produced, the PEM
and audio analysis were not able to differentiate the two events. Jin et al.
(2024) also highlight the challenge of capturing “domain-specific
actions” and nuanced movement in string performance. This
demonstrates that these PEMs and combined approaches as useful for
the analysis of musical performance and embodied movement, however
it also highlights some limitations of current PEMs due to nuanced
movement in musical expression. These limitations and nuances may
only come to light when encountered by the performer or composer.

3 Materials and methods

With these considerations in mind, the following requirements
and guidelines are proposed:

1 The solution must be usable in non-specialised environments
and ideally can be used in a living space or home studio.
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2 Use easily attainable low-cost hardware, and/or use personal
hardware such as a smartphone or computer.

3 The workflow of the system should be intuitive and not
introduce a considerable learning curve for the composer
or performer.

4 Setup time should be minimal, so to not reduce composition
time or collaboration time.

5 Design of the system should be artist-driven, where changes are
incrementally implemented from a need uncovered in
the process.

6 The system should facilitate the exploration of movement-led
compositional processes.

7 The system should facilitate the communication of the
composition to the performer and facilitate further
collaboration between composer and performer.

In Body Fragmented, a PEM is employed to create movement-
based notation. This workflow involves body tracking of musical
expression representing compositional intentions rendered in video
form for interpretation by a human performer.

3.1 Workflow and composer-performer
collaboration

The stages of the process include movement capture, score
generation, and iterative refinement of materials through collaboration
(Figure 1).

The workflow is as follows:

1 The composer records a video that depicts body movement,
such as through playing an instrument or expressing
musical gestures.

2 The composer feeds the PEM with this video, which renders a
figure of the movement. This output serves as a form of
notation that encodes the expressive movement data of
the composition.

3 The performer interprets the video as a score.

This process established a framework for collaboration and
interpretation between the composer and the performer that could
be repeated throughout the development stage.

3.1.1 Version 1 - initial experiments and PEM
video outputs

The composer wrote text instructions for 5 sections as material to
improvise with for the recordings. These instructions included:
“tapping body,” “small figures, fragmented, tiny movements growing

»

larger;” “plucking holding at waist,” “disengage and re-engage in a new
way; and “as slow as you can bow”

The composer recorded 3 videos of themselves responding to
these instructions by moving, interacting with and playing the violin.
Audio was also captured. The movement ranged from slow, subtle
movements with the bow on the violin, to full body movements
including changing positions of the violin and body from standing to

kneeling. The movements produced included:

1 Movements intrinsic to the sound-making actions
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N
Movement Capture
* Composer records videos of semi-improvised
movement and performance with violin
J
N\
Score Generation
* PEM processes videos
¢ Composer edits videos to select and arrange material
* Performer interprets PEM video outputs as score

7

Workshop

* Composer and performer workshop material

* Both consider interpretation and development
of material and notation

FIGURE 1
Overview of the Body Fragmented workflow, illustrating the three
key stages: movement capture, score generation, and iterative
development between composer and performer

2 Movements intended to reinforce musical gesture

3 Non-sound-producing gestures which aim express musical
ideas and influence “emotional expression, timing, musical
structure and audience perception” (Mainsbridge and
Beilharz, 2014).

The videos were edited with sections selected compositionally
arranged to be fed into the PEM. The selection was guided by the
question ‘what does that movement express and how could that
sound?, where the movement was deemed to be expressive and
suggest many sonic possibilities. The audio was used to create an
audio-reactive geometric shape which accompanied the rendered
video (Figure 2; Supplementary material version 1 example).

After the material was shared with the performer, and they had
time to reflect on it, the composer and performer met online to discuss
and workshop the material. Through a dialogic reflexivity the
composer and performer explored individual interpretations
considering what the movement expresses, what sonic material it
evokes, how it felt for the composer to record the movement, how the
performer experiences responding to it, and the implications for the
composition and performance outcome.

Initial responses from the performer indicated that they could
discern musical content from the rendering. The discussion centred
on interpreting the PEM videos, exploring values approaches to
engaging with it, such as treating it as a duet, or imitation, and
considering what additional musical context or notation might
support the videos. The audio-reactive geometric shape received little
discussion, suggesting it contributed minimally to score information
or interpretive value.

3.1.2 Version 2 — refinement and interpretation

Following the same process, five new videos were rendered, this
time excluding the audio-reactive geometric shape. This reflects the
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FIGURE 2
PEM figure and audio-reactive geometric shape still from video.

non-linear working method, which allows for discarding of
elements that no longer serve the current enquiry, with the
understanding that they can be revisited if they become
relevant again.

These new renderings exhibited visual artefacts, such as jitter and
inaccuracies in movement representation. For example, an estimation
error presented as a sudden jerking motion at the left elbow appeared
due to occlusion, even though no such movement occurred in the
original video (see Supplementary material version 2 example).
We discussed how to interpret these anomalies, whether to treat them
as errors and disregard or consider as integral features of the
rendering. We decided that any information present in the score,
including artefacts of the PEM process, can be interpreted and
potentially realised in the performance.

The long form videos require the performer to follow the material
in real-time without the ability to preview upcoming content. This
constraint contrasts with standard score-reading practises, where
performers read beyond where they are playing (Perra et al., 2021).
The inability to do so in video playback may limit the performers
interpretive flexibility and agency.

3.1.3 Version 3 — performance implementation

To enhance performer agency and interpretive flexibility, the
videos were divided into 17 shorter clips, allowing the performer to
their
Supplementary material version 3 examples). These clips were

progress the piece at own pace (see
embedded within a Max patch, with each segment linked to
corresponding audio processing preset parameters. A footswitch was
used to advance the clips and simultaneously update the patch

settings. In addition, a preview of the upcoming video was displayed

Frontiers in Computer Science

in a smaller window, allowing the performer to look ahead, restoring
a key aspect of traditional score-reading practises.

IMUs are not used to capture movement for the notation.
However, an IMU is used in the performance of the work. The
MUGIC Motion (2025) sensor is worn by the performer in
performance to track movement of the right (bowing) arm and wrist
in real-time. This data is integrated with the sound processing shaping
the manipulation and processing of the live violin. In some instances,
the data is mapped directly, in other cases the movement is analysed
to determine its characteristics and therefore the data is more
indirectly mapped to the process. This indirect mapping can allow for
greater expression and autonomy for the performer by not restricting
their movement. For example, where a period of minimal movement
or stillness is identified by the IMU, this increases the reverb size,
which allows the performer to build large sounds through very
subtle movements.

3.2 Pose estimation methodology

Various PEMs can be used for the video analysis. These models
use Convolutional Neural Networks (CNNs) to extract features and
classify the image being provided (Roggio et al., 2024). The frame-by-
frame output provides the user with positional information for
anatomical landmarks (keypoints) which can be used to gain insight
about the movement in real-time. Initially, PoseNet was used but the
results exhibited too much jitter to be deemed usable. Blazepose from
MediaPipe, which is trained on sports movements and produces 33
body keypoints (Bazarevsky et al., 2020), provided significantly better
accuracy for capturing musicians’ movements in home and studio
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settings, and so was used for this project. It required less filtering and
thereby reduced the risk of
expressive qualities.

smoothing, eliminating

Our abilities to sense quite accurately both the actual movements
and their expressive and emotive features become even more
remarkable when we try to replicate these abilities with machines.
What's easy for us may be very difficult or even impossible for
machine-based systems of vision (Godey and Leman, 2010).

In this project the expression in movement is just as important as
the expression in sound, and this project is premised on the hypothesis
that the musical expression of the composition exists within the
movement required to perform it. Therefore, the ability to reflect
musical expression is prioritised above accuracy of capture. Godoy
and Leman (2010) highlight that “gestures are often intended to
express, rather than to denote” In this discussion the use of the term
gesture blends to both refer to a movement that expresses musical
and denotes musical ideas deconstructed

meaning (not

musical parameters).

3.2.1 Addressing occlusion and smoothing

Although the model did introduce some movement errors, these
were mostly dealt with through refining the filtering process and, in
some cases, were retained as part of the models agency and
contribution to the collaboration.

A common issue encountered was with occlusion, particularly
when the instrument obscured the performer. Several adjustments
were made to improve tracking quality: ensuring that no parts of the
body go off-camera, adjusting the performer’s angle to the camera to
reduce self-occlusion, and using contrasting colours between the
instrument and clothing.

Several rule-based methods were applied to the PEM output for
temporal smoothing and outlier rejection, based on frame-by-
frame comparisons.

1 Confidence-based filter: BlazePose provides a confidence score
for each keypoint. Only keypoints with a confidence score
above 0.4 (40%) are retained. When a keypoint’s confidence fell
below this threshold, the previous frame’s value was used
instead. This helps remove unreliable keypoint detections
whilst maintaining continuity during temporary occlusions.

2 Frame-by-frame averaging: a two-point moving average is used
for temporal smoothing between frames. Although this
introduces a slight temporal lag, it is not problematic in this
context as the original video is not displayed.

3 Outlier rejection: a distance thresholding is used to filter out
implausible keypoint movements, those deemed physically
impossible for the body or keypoint to move between those two
points within consecutive frames. The threshold was
determined through trial and error, calibrated to the composer’s
movement and interaction with the violin.

For flexibility and accuracy, these thresholds would need to
be customised to each instrument as the speed and range of movement
would differ significantly. It may even be necessary for the thresholds
to be set for each individual to respond to their movement
characteristics.
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4 Results and discussion

The composition, commissioned and performed by violinist
Larissa O’Grady, was presented in a live performance with a Max
patch with embedded videos of the PE figure depicting the movement
as score for each section. The performer could see a small video within
the patch or fullscreen rendered and used a footswitch to progress the
videos and other electronics processing. A video of the performance
is available from Hugh Lane Gallery (2023).

Each clip looped continuously until the performer advanced to
the next via the footswitch. The video display was also visible to the
audience, allowing them to observe the relationship between the
figure and the performer. At times, the movement produced very quiet
sounds, in some instances the gestures were interpreted directly, but
may differ in performance qualities, such as being smoother, more
dramatic, or more expressive. Some interpretations appeared to
extend or evolve from the movement. Movements such as jerking did
not always generate sounds directly but instead conveyed expressive
qualities such as tension (Figure 3).

One particular clip depicting both arms moving slowly and in
circles followed by increased movement through the body of the figure
resulted in circular bowing for string crossings. The section is fluid
and softer. The video depicted the left arm slowly moving towards the
head and the right arm drawing downwards from the body. Although
no violin is visible in the video renderings, the relational movement
of the arms strongly implies its presence.

The looping of the short duration clips led to repetition in the
material, and a non-linear structure. Whilst the piece unfolds as a
sequence of musical events led by the video clips, the structure is
non-linear as the substructures resist directionality and continuity
(Vickery, 2011), instead presenting as fragmented moments from
which thematic material may emerge.

A subsequent performance of the work was presented without the
PE videos. In this iteration, a graphic score was used in conjunction
with the Max patch. A video of this version is available from CMC
Ireland (2024). There was significant reflection and composer-
performer collaboration and development time in between the
two versions.

4.1 Interpreting movement and reflections
on the guiding question

The guiding question, ‘what does that movement express and how
could that sound?; was not intended to elicit a fixed sonic response,
but instead to serve as a conceptual anchor throughout the project. It
invited an open exploration of movement, and its potential to express
musical ideas. This framing, alongside the PEM renderings,
encouraged both composer and performer to carefully consider the
nuances of gesture, posture, and motion, and to consider how these
might suggest or evoke sonic material, rather than prescribe it.

In practise, this question shaped the selection of material from the
PEM renderings. For example, in version 1, non-sound-producing
movements were retained for their expressive intent and non-obvious
sonic possibility, such as shifts in body weight, and atypical postures.
The question also encouraged an openness to interpreting movement
which had more obvious interpretations available, such as circular
movements in the right arm. The performer’s responses varied: some
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gestures were mirrored in bowing direction or articulation, whilst
others inspired contrasting textures, and movement responses, revealing
an interpretive relationship which can respond to a variety of aspects
within the movement to elicit musical intention. This interpretive
freedom shows the use of pose estimation in this project not as a
prescriptive tool, but as a medium for embodied musical dialogue.
The following discussion outlines the collaborative process, the
challenges and opportunities which arose during the process, and the
role and impact of PE in the composition and performance outcomes.

4.2 Performer reflections

The performer’s reflection is based on an analysis of interview
responses to questions provided by the composer, with direct
quotations drawn from these responses.

The performer expressed that the animated format initially
provided an immediate connection but raised questions regarding
how the performer should or could respond to the movements
presented. The performer considered three potential approaches:

1 Exact replication: Should they mimic the movements precisely?

2 Personalised variation: Should they echo the movements whilst
incorporating their own style in a follow/lead pattern?

3 Improvised duet: Should they allow the movements to inform
their response, akin to interacting with a human in an
improvisational setting?

The performer opted for the third approach, engaging with the

video score as if in an improvisational duet with another performer,
which she explained “felt more natural”

Frontiers in Computer Science

The PE prompted the performer to adopt an experimental
approach to movements, that might otherwise be considered “poor
posture, bad technique or untraditional” Embracing this
experimental approach to movements created “space for the
inclusion of new to me sounds” generated from her violin and bow
movements. The performer described the experience as one that
necessitated a thorough interrogation of various elements, such as
“purpose/style/movement range/allowances of freedom.” She noted
that working with the moving figure, the score felt more deeply
connected to the composer than if the movement had used abstract
shapes. This could be due to the figure containing substantial form
information and joint trajectories (Giese et al., 2008) as motion
displays closer to human form exhibit more expressiveness (Moura
et al., 2023). This connection to the figure led the performer to
want to seek the composer’s permission regarding the
figure’s movements.

This signifies a distinct difference in a relationship with the figure
in the videos compared to traditional notated or graphic scores.
Feeling a more immediate connection to the figure, facilitated a “call
and response” interaction. However, the relationship the performer
formed with the figure led to a sense of “duty and loyalty” that made
her feel less free to “change tack radically during the performance,”
Instead, she realised that she was subconsciously tied to repeating
what was practised during rehearsals. The fixed videos format
restricted some performance possibilities, because the interaction was
one way, and the figure could not respond to the variation and
improvisation from the performer.

The performer’s reflections reveal how this embodied composition
through PE can alter artistic practises, creating more freedom in some
directions and creating restrictions in others. Navigating the
complexities of compositional communication, between composer,
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performer and score, led to exploring new dimensions of movement
and sound.

Through this process, performer and composer engaged in
meaningful discussions about the role of movement in the video score.
In situations where collaborative dialogue is not feasible, the performer
noted that there is potential to enhance the animated character
through narrative or direction within the score, before attempting to
connect with the figure, thus providing alternative dialogues
and interpretations.

4.3 Composer reflections

The composer’s reflection is presented as a reflective analysis,
drawing on notes, sketches, and video material.

The PE provided a useful and inspiring means of considering
body movement in instrumental composition. Importantly, it
addressed a key aim of the project, to provide a means of
movement-led instrumental composition.

Outlined above is how focusing on body input into electronic
composition leads to considering what sound could emerge from
movement, what movement expresses, what musical meaning a
gesture can hold, and how the output derives from this intuition-led
embodied methodology. Working with PE has provided a means of
exploring movement-led instrumental composition, shared between
composer and performer. The interpretations and understandings of
movement can differ greatly, much like the deviations between sonic
and physical gesture. These deviations in meaning and interpretation
between performer and composer can produce added value to the
process. These variations can be viewed as a compositional dialogue
and can reveal additional parts of our artistic expression. As is
common in a collaborative process, the score incorporates
these discussions.

The PE method has been valuable as a means of capturing
compositional ideas and movement improvisations. The pose figure
representations remove a human physical form and allow for a
magnification of macro and micro movement. Moura et al. (2023) in
their comparative study found that the perceptual effect through
subjective evaluation of body movement in various simplified forms
(point-light, stick-figure, body-mass or skeleton) was dependent on
the task associated with the movement. They highlight significant
differences in simplified and human-like displays, noting that the lack
of information for volume and depth in stick-figures “may obscure.

the attribution of expressive properties to the illustrated motion,
a task with higher complexity.

levels than mere motion discrimination” The stick figure from
this study and the output from the PEM are not directly relatable
however, as the 33 anatomical keypoints from BlazePose enables some
depiction of rotational movement. Nusseck and Wanderley (2009)
found that larger body movement amplitudes contributed more to the
viewer’s perception over individual limbs and anatomical keypoints,
and musical attributes appeared to be located as holistic characteristics.

The PE was initially intended to provide a means to embody the
composition and fully represent the music within movement for
reading and interpretation by the performer. However, it was not
sufficient to achieve this fully but through discussions in workshops
we found what musical information and intention it could express.
Discussions about the material between composer and performer are
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essential to ensure that meaning is “co-constructed” (Boutard, 2016),
and that a shared understanding and interpretation emerges from
this collaboration.

4.4 Reactions, limitations and the
usefulness of pose estimation as notation

Upon reviewing the videos outputted by the PEM, the performer
expressed that she could discern musical material within them, and
could hear music, noting that the figure initially offered a more direct
connection. Whilst this initial positive reaction was significant, as
we continued with the process we encountered limitations with the
output material. As the performer began to interpret the composition,
the detail in the videos proved insufficient for deeper extrapolation.
Although it was possible to respond to these questions with further
improvisation, we worked to determine the degree of improvisation
and what intentions are attempted to be conveyed in the video material.

The level of detail required for improvisation is inherently
subjective and individually defined among composers, performers,
and in collaboration. We sought to understand how effectively the
material communicates the composer’s intentions and how much
freedom the performer has in their interpretation. If compositional
intentions are not conveyed clearly, improvisation or interpretation
may overshadow them. In some cases, a composition may possess
minimal intentions or allow for completely free interpretation by the
performer. However, even this openness constitutes an intention that
must be communicated or assumed.

In this composition, it became clear through discussions that
more intentions existed than what the provided material conveyed.
Therefore, additional details and materials were necessary to
adequately express these intentions. This realisation prompted
discussions about what form these Supplementary material should
take. To avoid deconstructing the material, we opted for some use of
Western staff notation with graphic scores and descriptive elements
for individual sections, as well as providing recommended pitch
material. Interestingly, this approach rendered the video material of
PE movement scores unnecessary to follow for the second
performance. This observation raises questions about the effectiveness
of the movement scores particularly when they can be substituted with
graphic and text-based notation. Upon reflection, the primary
functions of the video material were to provide the performer with
information on the musical expression and intentions of the piece, and
to provide the composer with a means of capturing and articulating
those intentions.

The graphic score produced derived in part from the video
material and in part from the collaborative discussions through
engaging with that material. The PE technology facilitated the capture
and exploration of compositional ideas and embodied processes.
However, the video material of pose movement was less effective as a
standalone notation method to be read in live performance for what
we wanted to achieve. It partially encapsulated the composer’s
intentions and facilitated interesting collaborative discussions to allow
the composition to fully emerge from the process.

Composers often utilise video materials to demonstrate specific
techniques within a notated score. Whilst these materials serve as
supplements to the score, they may have been created prior to any
notation; thus, it is possible to consider that the notation enhances
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the video content rather than vice versa. The sequence in which
materials are created plays a crucial role in the compositional process.
Similarly, how performers engage with these materials can
significantly impact their interpretative process. Further enquiry may
be warranted regarding whether the video material output from the
PEM provides more detail about the notated content or if vice versa
holds true.

With the performer improvising with fixed video material, a
notable discrepancy arises. The performer highlighted feeling not
being free to make radical changes from performance to performance,
due to improvising with a fixed performer who is not responding to
these changes. Given the availability of movement data to which the
figure is drawn from, there is potential to enhance the systems
interactivity, and thereby enable more compositional and performance
opportunities. The figure could be programmed to adapt dynamically
to the performer’s movement, by utilising the IMU sensor to provide
real-time data. This could enable the figure to respond interactively to
performer movements. This approach would create a more symbiotic
relationship between the human improviser and the digital entity and
could allow for the deeper exploration through improvisation which
the fixed method had restricted.

5 Conclusion

For PEMs to effectively support a movement-led methodology,
their integration early in the compositional process is essential.
Nonetheless, certain parameters, such as conceptual framing or
textual descriptions, can be established in advance to provide
interpretive context and constraints. These Supplementary material
can support dialogue and help shape the direction of the work.
Importantly, a movement-led approach does not require that all
compositional material originate from PEM videos.

Movement tracking via PE can be integrated at various stages of
the composition process, offering versatile functions that are valuable
to composers and performers interested in movement-led methods.
In this project, PEM videos were most effective for generating and
capturing ideas and facilitating collaborative discussions, though
they were insufficient on their own to fully notate or communicate
all aspects of the composition. Ongoing reflexive practise played a
crucial role in identifying where additional interventions
were needed.

The tools used in creative practise inevitably shape the creative
output. In this case, characteristics of the PEM rendering were
integrated into the realisation of the work. This methodology
encouraged an exploration of the affordances and limitations of
PEMs, considering how their unique characteristics may contribute
to new forms of movement-led composition. The approach taken
here integrated PE with existing notation methods, including graphic
scores, text-based scores, and Western staff notation.

The Body Fragmented project demonstrates the potential of PE
technology to meaningfully contribute to instrumental composition
practises by centring the body as a primary source of musical
expression. The collaboration with violinist Larissa O’Grady revealed
both the creative opportunities and limitations of using PE as a
compositional and notational tool. Whilst the technology facilitated
a movement-led approach and provided a novel means of capturing
and communicating musical ideas, it also underscored the need for
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further refinement to better capture the nuances of musical
performance. This aligns with findings by Jin et al. (2024) who noted
that current PEMs lack the nuance to depict domain-
specific information.

The guiding question posed at the outset, ‘what does that
movement express and how could that sound?; served as a useful
prompt throughout the creative process. It helped frame the project as
an open enquiry into the expressive potential of the movement,
inviting both the composer and performer to explore how gesture
might suggest, rather than dictate sonic material. This question
supported a methodology grounded in embodied experimentation,
collaborative interpretation, and iterative development.

Initial discussions around expression and interpretation revealed
a wide range of possibilities. However, as the process evolved, the
videos themselves offered diminishing interpretive value, prompting
the creation of additional notation materials. This showed that the
PEM videos were more effective as catalysts for dialogue and creative
response, rather than prescriptive score. The resulting composition
emerged not from a direct mapping of movement to sound, but from
a shared exploration of how movement might be felt, understood, and
interpreted musically.

This highlights the importance of collaborative dialogue between
composer and performer in co-constructing meaning and
interpretation. The range of possible interpretations and responses to
the PEM videos was broader than anticipated, making shared
discussion essential for narrowing interpretive possibilities and
arriving at a shared response to the question of “how could that
sound.” Future work could explore ways to enhance the interactivity
of PE
performance environments.

systems, enabling more dynamic and responsive

This method of working offers promising new pathways for
composers whose practises may not be fully supported by existing
notation methods. By centring embodied practise, considering the
physicality of both composer and performer, and embracing the
ambiguity of gesture, this methodology expands the possibilities for
movement-led instrumental composition. Much like the innovations
introduced through the use of wearable sensors, PEMs enable new
modes of expression and collaboration, supporting the development
and

of composition practises emerging from movement

embodied interaction.
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