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The pervasive growth of the Internet of Things (loT) necessitates efficient
communication technologies, among which Long Range Wide Area Network
(LoRaWAN) is prominent due to its long-range, low-power characteristics. A
significant challenge in dense LoRaWAN deployments is the efficient
management of resources, particularly Spreading Factor (SF) allocation. In this
paper, we propose a machine learning-based approach for optimal SF allocation
to enhance network performance. We developed a simulation-driven framework
utilizing the ns-3 simulator to generate a comprehensive dataset mapping
network conditions, including RSSI, SNR, device coordinates, and distance to
the gateway, to optimal SF assignments determined through an energy-aware
optimization process. An XGBoost model was trained on this dataset to predict
the optimal SF based on real-time network parameters. Our methodology
focuses on balancing packet delivery ratio and energy consumption. The
performance evaluation demonstrates that the trained XGBoost model
effectively classifies optimal SFs, exhibiting strong diagonal dominance in the
confusion matrix and achieving competitive accuracy with efficient
computational characteristics, making it suitable for resource-constrained
LoRaWAN environments.

KEYWORDS

LORA, LoRaWAN, internet of things (loT), machine learning (ML), resource management,
spreading factor (SF), transmission power (TP)

1 Introduction

The rapid expansion of the Internet of Things (IoT) paradigm has underscored the
critical need for communication technologies that can support a vast array of devices over
extensive geographical areas while ensuring minimal power consumption Butt et al. (2025).
Among the contenders in the Low-Power Wide-Area Network (LPWAN) landscape,
LoRaWAN (Long Range Wide Area Network) has emerged as a de facto standard,
offering a compelling balance of range, battery life, and deployment cost for a
multitude of applications Mekki et al. (2019); Gomez et al. (2019). Operating primarily
in the sub-GHz ISM (Industrial, Scientific, and Medical) bands, such as 868 MHz in Europe
and 915 MHz in North America, LoORaWAN facilitates data transmission at rates varying
from 0.3 Kbps up to 50 Kbps, catering to diverse IoT use cases ranging from smart city
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LoRaWAN architecture comprising end devices, gateways, and network servers.

deployments and environmental monitoring to industrial
automation and precision agriculture Farhad et al. (2020a), Singh
et al. (2020), Rehman et al. (2025); Ullah et al. (2025).

The architectural framework of a LoRaWAN network,
illustrated in Figure 1, is inherently designed for scalability and
efficiency. It consists of several key entities. At the periphery are the
End Devices (EDs), which are typically sensor-equipped, battery-
operated units responsible for data acquisition and transmission
using the LoRa physical layer modulation. These devices
communicate wirelessly with Gateways (GWs), which act as
transparent bridges, relaying messages between EDs and a central
Network Server (NS). A single GW can service thousands of EDs
spread across several kilometers. The NS is the intelligent core of the
network, responsible for de-duplicating messages, performing
security checks, managing the network MAC layer, and routing
application data to respective Application Servers (ASs).

To accommodate varying application requirements for latency
and power consumption, LoORaWAN defines three distinct classes of
ED operation Farhad et al. (2020a). Class A devices offer the lowest
power ALOHA-style

communication protocol: an ED can transmit data uplink at any

consumption by implementing an
time, after which it opens two short receive windows for potential
downlink acknowledgments or commands. This asynchronous
nature makes Class A ideal for sensor applications where energy
efficiency is paramount. Class B devices augment Class A
functionality by opening extra, scheduled receive windows at
fixed time intervals, beacon-synchronized with the GW. This
allows for more predictable downlink latency, suitable for
applications requiring periodic server-initiated commands, albeit
with a moderate increase in power draw. Finally, Class C devices
maintain nearly continuously open receive windows, only closing
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them during transmission. While this provides the lowest downlink
latency, it comes at the cost of significantly higher energy
consumption, making Class C suitable for mains-powered
actuators or applications where responsiveness is more critical
than battery life.

A cornerstone of LoRaWAN’s operational efficiency is the
Adaptive Data Rate (ADR) mechanism. The ADR is designed to
dynamically optimize the radio parameters of EDs, specifically the
Spreading Factor (SF) and Transmission Power (TP), to maximize
both network capacity and the battery life of individual devices
(2021); Semtech (2019b); ETSI (2018).
conventional form, the NS instructs EDs to adjust their settings

Marini et al In its
based on historical link quality indicators, typically the Signal-to-
Noise Ratio (SNR) of recent uplinks Anwar et al. (2021); Moysiadis
et al. (2021). While beneficial, the standard ADR algorithm often
exhibits suboptimal performance in dynamic or complex radio
2020b; 2020¢; 2020d). It can be slow
to converge, may lead to unnecessary retransmissions if parameters

environments (Farhad et al,,

are chosen too aggressively, or conversely, may operate too
conservatively, wasting energy and spectrum Park et al. (2020);
Benkahla et al. (2019); Semtech (2019a); Farhad et al. (2021a). For
instance, the reliance on the SNR of the last 20 packets might not
always capture the nuances of fluctuating channel conditions,
potentially leading to SF and TP assignments that result in
packet loss Farhad and Pyun (2023a). This inherent challenge
motivates the exploration of more intelligent and adaptive
mechanisms. Consequently, this paper introduces XGBoost-
(XG-ADR)
engineered to intelligently allocate optimal SFs to EDs by

driven adaptive adaptive data rate approach,
leveraging insights derived from trained models reflecting real-

world network dynamics.
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1.1 Contribution of the paper
The contribution of this paper is as follows.

1. We design XG-ADR that can learn optimal SF strategies based
on underlying network conditions and requirements to solve
the SF allocation issue.

2. The ML model is trained on a one-time dataset generated in the
ns-3 simulator, considering the propagation environment,
device positions, distance between GW and ED, and
successful SF. After the training, the pre-trained model has
been utilized at the NS for optimal SF allocation to EDs during
network simulations.

3. During the simulation-based deployment scenario using ns-3,
the proposed XG-ADR could allocate the best SF to EDs,
thereby enhancing the packet ratio,

delivery energy

consumption, and convergence period.

1.2 Structure of paper

Section 2 presents an in-depth review of the existing Al-based
solutions regarding resource management in LoRaWAN. Section 3
elaborates on the dataset collection, discusses the required features,
and highlights the best suitable ML methods for resource allocation
concerning the features. Section 4 presents the proposed XG-ADR
working. Section 5 presents a detailed discussion of experiments and
results analysis, whereas Section 7 provides concluding remarks.

2 Literature review

The pursuit of enhanced efficiency and reliability in LoORaWAN
networks has increasingly led researchers to explore the application
of Artificial Intelligence (AI), particularly Machine Learning (ML)
and Deep Learning (DL) techniques, for sophisticated resource
These
alternatives to traditional algorithmic solutions, especially in
such as SF
control, and

management. intelligent approaches offer promising

optimizing  critical ~parameters
(TP)

performance. This review synthesizes recent advancements where

assignment,

Transmission Power overall network
AI methodologies have been pivotal in addressing LoRaWAN’s
operational challenges.

One significant area of focus has been the dynamic allocation of
Learning (RL) has
considerable aptitude in this domain. For instance, the work by

Azizi et al. (2022) introduced a mixed multi-armed bandit strategy

radio resources. Reinforcement shown

for SF allocation, demonstrating tangible gains in Packet Delivery
Ratio (PDR) and energy conservation within simulated single-
gateway LoRaWAN deployments. Their model, tested with
100 end devices under EU-868 MHz regulations, highlighted the
potential of RL for optimizing static networks. Expanding on RL’s
capabilities, Chen et al. (2023) proposed a score table-based RL
algorithm. This method not only adapted to network conditions but
also achieved a notable 24%-27% reduction in energy consumption
compared to conventional ADR schemes, with its lightweight nature
confirmed through Matlab simulations, suggesting good prospects
for real-world implementation.
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Supervised learning techniques have also been effectively
employed, especially for classification tasks that can inform
resource allocation strategies. A notable example is the Support
Vector Machine (SVM) classifier developed by Vangelista et al.
(2023), which successfully differentiated between mobile and static
end devices using a minimal set of training data. While this study
focused on device mobility classification, it laid the groundwork for
future integration with ADR mechanisms that could adapt to device
mobility profiles. In the realm of more complex pattern recognition,
deep learning models have demonstrated superior performance.
Farhad et al. (2022b) utilized a Gated Recurrent Unit (GRU)
network for device classification, achieving an impressive 96%
accuracy. Their ns-3 simulations, involving 500 nodes, further
validated the model’s efficacy, yielding a 98% PDR in networks
of moderate density, showcasing DL’s strength in handling larger-
scale scenarios.

Hybrid models, which synergize the strengths of different Al
techniques, are also gaining traction due to their potential to address
multifaceted optimization problems. Research by Minhaj et al.
(2023) exemplified this by integrating RL for SF assignment with
another ML model for TP control. Their findings indicated that such
a combined approach could outperform solutions relying on a single
AT methodology, offering a more holistic optimization of network
resources. Furthermore, the concept of data fusion is being explored
to enrich the information available for ML models. Bertocco et al.
(2023) developed an augmented sensing method that combined
LoRaWAN signal metrics (like RSSI and SNR) with data from
external environmental sensors. This fusion approach led to a
17% reduction in estimation errors for certain parameters
compared to methods relying solely on LoRaWAN’s intrinsic
data, underscoring the benefit of incorporating diverse data
sources for improved decision-making.

The integration of Al into LoORaWAN networks addressed the
challenge of resource allocation under dynamic conditions,
particularly for mobile IoT applications. Traditional Adaptive
Data Rate (ADR) mechanisms, including Blind ADR (BADR),
struggled with energy efficiency and adaptability in mobile
scenarios. To overcome these limitations, recent studies proposed
hybrid Al-driven solutions combining TinyML and deep learning.
One approach introduced a hybrid CNN-LSTM model Lodhi et al.
(2025a) on the network server for predicting optimal SF and
transmission power (TP), while deploying lightweight TinyML
models on edge devices for autonomous parameter adjustment in
disconnected scenarios. This method improved the packet success
ratio (PSR) and energy efficiency but faced computational
constraints when deploying complex models on resource-limited
devices. Another study proposed Contextual Aware Enhanced ADR
(CA-ADR) Lodhi et al. (2025b), which used a rule-augmented
hybrid CNN-LSTM model trained on contextual data to optimize
SE allocation. While CA-ADR demonstrated gains in energy
efficiency and PSR, its reliance on pre-trained models limited
adaptability to unseen network conditions. Both solutions
advanced LoRaWAN resource allocation but highlighted trade-
offs between computational overhead and real-time adaptability.

The authors in Khan et al. (2024) investigated the integration of
LoRa with distributed machine learning (ML) to enhance network
connectivity in intelligent transportation systems (ITS). The authors
proposed a framework that optimized resource allocation and
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TABLE 1 Summary of machine learning approaches in LoRaWAN optimization.

Reference Method Application Key improvement
Azizi et al. (2022) MIX-MAB RL SF allocation 22% PDR increase
Chen et al. (2023) STEP RL SF allocation 26% energy reduction

Minhaj et al. (2023)

Hybrid ML/RL

SF/TP control Combined optimization

Bertocco et al. (2023)

Vangelista et al. (2023)

Augmented sensing

SVM

Soil monitoring 1.53% RMSE

Device classification 94% accuracy

Farhad et al. (2022b)

Farhad and Pyun (2023a)

GRU network

DNN

SF classification 98% PDR

Mobile SF allocation 82% accuracy

Lodhi et al. (2025b)

Lodhi et al. (2025a)

TinyML and CNN-LSTM

CNN-LSTM

SF 85% PDR.

SF 87% PDR.

energy efficiency, leveraging LoRa’s long-range capabilities and
ML’s adaptability. Their approach demonstrated improvements
in network reliability and sustainability, addressing key challenges
in green ITS. The study highlighted the potential of hybrid LoRa-ML
systems for scalable and energy-efficient IoT deployments in
transportation.

The authors proposed a non-destructive adaptive data rate (ND-
ADR) scheme for LoORaWAN IoT networks in Lodhi et al. (2022).
Unlike conventional ADR methods, ND-ADR dynamically adjusted
data rates without disrupting ongoing transmissions, improving
packet delivery ratios and spectral efficiency. The authors
validated their approach through simulations, showing superior
performance in dense IoT environments compared to static ADR.

The authors introduced a hybrid adaptive data rate (HADR)
mechanism for LoORaWAN, catering to both static and mobile IoT
devices in Farhad and Pyun (2022). By dynamically selecting
between ADR and blind ADR (BADR) based on device mobility,
HADR achieved a 20% higher packet success ratio than BADR. The
study addressed a critical limitation of traditional LoRaWAN
resource allocation, offering a unified solution for heterogeneous
IoT applications.

Table 1 provides a consolidated overview of the surveyed AI-
driven approaches, detailing their specific methodologies, evaluation
environments, and key performance improvements. The collective
evidence from these studies strongly suggests that AI and ML
techniques offer substantial advantages over traditional
LoRaWAN optimization methods. Deep learning models, in
particular, excel in complex classification and prediction tasks,
while reinforcement learning offers robust solutions for dynamic
and adaptive resource allocation. However, the challenge of
developing lightweight, yet highly accurate, ML models that can
operate efficiently at the network server or even closer to the edge
remains an active area of research, paving the way for solutions like
the one proposed in this paper.

3 Data acquisition and
preprocessing framework

This work develops a simulation-driven methodology for
generating labeled LoORaWAN datasets that map network conditions
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(RSSI, SNR, X and Y coordinates, and distance between ED and GW) to
optimal SF assignments. The framework systematically transforms raw
physical-layer measurements into machine-learning-ready tuples
{(xi,yi,d,-,Pr(Q,SNR;)—>SF;*}, where each optimal SF SF; is
derived  from  empirical  packet  success rates  across
6,000 transmissions per device (1000 EDs x 6 SFs) Farhad and

Pyun (2023a).

3.1 Simulator selection and validation

The foundation of our study relies on selecting an appropriate
simulation platform that accurately models LoRaWAN network
behavior. Existing literature reveals limited options for open-
source LoORaWAN simulators Sartori (2023), Zorbas et al. (2021),
Farhad and Pyun (2023b). We evaluated available solutions using a
weighted scoring metric, using Equation 1.

Sscore = 11U + ,C + a3V, (1)

where U quantifies community adoption (weight «; =0.4), C

measures  protocol  layer  implementation  completeness
(ap = 0.35), and V represents validation accuracy against real-
world data (a3 =0.25). The selected simulator Magrin et al.
(2017a)  achieved  Sycore = 0.92,

performance in our comparative analysis.

demonstrating  superior

We selected ns-3 as the simulation platform because it provides an
open-source, validated LoORaWAN module Magrin et al. (2017b) that
supports detailed modeling of path loss, fading, and collision dynamics.
Compared with other simulators such as LoRaSim Da Silva et al. (2021),
ns-3 offers more comprehensive PHY/MAC-layer implementations
and closer alignment with LoRaWAN specifications, making it a
reproducible foundation for dataset generation.

3.2 Network topology modeling

The simulation environment in Farhad and Pyun (2023a)
models a typical LoORaWAN deployment scenario with N = 1000
end devices randomly distributed around a central gateway. The
spatial distribution follows a uniform random pattern within a
circular coverage area.

frontiersin.org
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Q= {(1’,‘, 6,')|1’,' ~ U(O, Rmax)> 61‘ ~ Z/{(O, 27[)}: (2)

where in Equation 2, Ry =5 km defines the maximum
communication range. This configuration represents a dense
devices are
distributed but concentrated around the gateway location.

urban deployment scenario where unevenly

3.3 Channel propagation characteristics

Accurate modeling of wireless channel effects is crucial for
generating realistic simulation data. The approach Farhad and
Pyun (2023a) incorporates both large-scale path loss and small-
scale fading components. The log-distance path loss model with
environmental correction factors of the signal attenuation between
transmitter and receiver is captured using Equation 3.

47Td,‘fc
C

y
PL(d;) = 1010g10< ) + F(d;,€) (3)

The first term represents free-space path loss, where f, is the
carrier frequency (868 MHz in EU bands) and c is the speed of light.
The environmental factor y varies between 2.0 (free space) and 3.5
(urban areas). The additional term F (d;, €) accounts for vegetation
and building obstructions.

Furthermore, real-world deployments experience
variations due to terrain and obstacles. We model this as a

spatially correlated Gaussian random field in Equation 4.

K 2 2
X, (X, y) _ Zak exp( (X - xk) Zzz(y - yk) ), (4)
k=1

signal

where ¢ represents the correlation distance (typically 50-100 m in
urban environments) and a; are normally distributed random
variables. This approach captures the spatial continuity of
shadowing effects observed in actual deployments.

3.4 Signal quality metrics

The received signal strength at the GW combines multiple
physical layer effects, as shown in Equation 5.

P{) = Py = PL(dy) + X, = Leo-s> )

where Py is the transmission power (typically 14 dBm for EU
regulations) and the co-channel interference term I,_gr represents
interference from devices using the same SF, derived from Magrin
et al. (2017b); Farhad et al. (2019b). The co-channel interference
quantifies the aggregate power from simultaneous transmissions
using the same SF. The co-channel interference term I,_gr can be
computed using Equation 6.

Ico—SF = z Hcollision(tj) ti) . rgcj)y (6)

jeDse

where @gp denotes the set of all active devices transmitting with
the target SF, Lopiision (£, 2;) is an indicator function evaluating to
1 when two packets overlap temporally, further computed in
Equation 7.
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Lin(tt) = | 1 if|t,-—t,-|<max(T}ij),T;§3) -
! 0 otherwise

where T® denotes the airtime of packet k (SF-dependent). The

air
received power P/ follows the path loss model in Equation 5. This

formulation captures theE)LoRa capture effect, where a packet
survives interference if IP > (s for threshold (g (typically 6 dB
for LoRa Magrin et al. (2017b)).

The model (ie., Equation 7) captures the capture effect in

LoRaWAN, where a packet survives interference if its power
exceeds the sum of interfering signals by the capture threshold
(typically 1-6 dB). The cumulative interference calculation is
performed for all co-SF transmissions within the same channel
during each packet’s airtime.
The signal-to-noise ratio (SNR) calculation incorporates both
thermal noise and interference effects, as illustrated in Equation 8:
SNR; = L, (8)
No + Naoor + Lco-sr
where N represents thermal noise power and Ny,or accounts for
receiver hardware limitations.

3.5 Transmission protocol simulation

Figure 2 Farhad and Pyun (2023a) illustrates the dataset
collection and labeling procedure employed to determine the
optimal SF allocation in LoRaWAN networks. The process
involves a single ED transmitting uplink messages sequentially
using all available SFs (SF7-SF12) to the GW, which forwards
the packets to the NS. The NS records the packet reception
status (success or failure) for each SF and aggregates this data to
label the optimal SF for each device location based on energy
efficiency and reliability metrics. For instance, if transmissions
using SF7-SF9 fail while SF10-SF12
successful SF (SF10) is selected as the optimal choice to minimize

succeed, the lowest
energy consumption while ensuring reliable communication. This
empirical approach, which accounts for real-world conditions such
as distance, mobility, and interference, generates the labeled dataset
used to train the XG-ADR. The resulting model dynamically
predicts optimal SFs

during deployment, addressing the

limitations of traditional ADR mechanisms by leveraging
machine learning for adaptive resource allocation in dynamic
LoRaWAN environments.

Each ED performs 7 =6 transmission attempts with SF7 to
SF12, as illustrated in Equation 9 and Figure 2 Farhad and
Pyun (2023a).

T
T; = {(ti,jaSFi,j> CR;;, BW}j:I> )
where t;  is the transmission timestamp, SF; ; the SF (7-12), CR; ; the
coding rate (1-4), and BW the channel bandwidth (i.e., 125 kHz).
Furthermore, the packet success follows the capture effect model in
Equation 10:

_ p

1 if SNR; >T'se and Z P(k) > (

ACK;; = (10)

0 otherwise
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FIGURE 2
Dataset collection and labeling procedure Farhad and Pyun (2023a).

where T'sp represents the SF-specific sensitivity threshold and { = 1
dB is the minimum required power difference for successful
packet capture.

3.6 Optimal SF selection algorithm

The core of our labeling process involves determining the most
efficient SF for each device location, computed in Equation 11:

SF} = argmin
SFeA

[I_Psuccess(SF)] (11)

Eenergy (SF )

where A = {SF7,...,SF12} represents all available SFs. The energy
consumption model accounts for transmission parameters,

computed in Equation 12:

Eenergy (SF) =Py - Tar (SF) . Nretry (SF) (12)

with Ty (SF) calculated from LoRa modulation properties and
Nieiry (SF) estimated from historical delivery rates.

The Algorithm 1 implements an energy-aware optimization
process to determine the optimal SF for each end-device. It begins
by analyzing historical transmission data to compute the packet success
probability Py, (sf) for each SF value (Lines 3-5). For each candidate
SE, the algorithm calculates the expected energy consumption E (sf)
using three key components: the device’s transmit power Py, the LoRa-
specific airtime T (s f) which grows exponentially with SF (Line 7),
and the estimated number of retransmissions N e, (s f) derived from
the success probability (Line 8). The core decision metric J (sf) (Line
10) balances reliability against energy costs by taking the ratio of
unreliability (1 — Py, (sf)) to energy expenditure E(sf). This
formulation inherently penalizes both high-SF options (due to their
long airtimes) and low-SF choices (with poor reliability). The algorithm
selects the SF minimizing this cost function (Line 13), defaulting to
SF12 when no successful transmissions are recorded (Lines 14-15),
ensuring baseline connectivity. The computational complexity scales
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linearly with both the SF range size (|.A| = 6) and the historical data size
n, making it efficient for practical deployment in resource-constrained
LoRaWAN networks.

The adopted energy model accounts for transmit power, airtime,
and retransmissions, consistent with prior ns-3 based studies Farhad
and Pyun (2023a); Magrin et al. (2017b). While real deployments
may involve additional factors such as battery aging, and MAC-layer
overhead, these were intentionally omitted to maintain tractability
and comparability with established LoRaWAN models. Future work
should integrate hardware-specific measurements to capture these
effects more precisely.

Input :A={7,..12} (SFrange), G; = {(SF}, ACK'J)}7:1 (transmission history), Py, (transmit
power)
Output : SF}* (optimal SF)
// Calculate success statistics for each SF
for sf < 7to 12 do
Nix(sf) 35 I(SF; = 5f)
Nuweelsf) & S0 I(SF) = sf N ACK; = 1)
Pauce(sf) < Nouce(sf)/Nex(sf)
// Compute energy consumption
osf 4
Tuir(sf) < iy * (cfp +4:25) 5
Nectry(sf) < |1/ Pouce(s)]
E(sf) < P Tair(sf) * Nretry(sf)
// Energy-reliability cost function
) 1—Piuce(sf
J(sf) - Lhplel)
Cost[sf] < J(sf)
d

// LoRa airtime formula

en
// Select optimal SF
SF} «gpea Costlsf]

if Nyuce(SF;') = 0 then

| SF}+12// Default to most robust SF if no successes
end

Algorithm 1. XGBoost-based adaptive data rate (XG-ADR).

4 Proposed methodology

We utilize XGBoost due to its strong performance with
structured numerical data Chen and Guestrin (2016); Javadi et al.
(2025). Compared to DL methods, XGBoost delivers robust
accuracy even with limited training samples while inherently
Its
predictions,

mitigating overfitting through regularization techniques.

gradient-boosting framework iteratively refines
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balancing high precision with computational efficiency—a key
advantage for resource-constrained LoRaWAN applications.

The XGBoost model operates on a structured input space D =
{(x;, yi)}f\i | Where each feature vector x; € R?* contains six groups of
signal metrics (RSSI, SNR, and positional coordinates)
corresponding to SF7 through SF12. The labels y; € {0,...,5} are
derived through an energy-aware optimization process that balances
packet delivery ratios against transmission energy consumption for
each SF. The model architecture comprises an ensemble of K
regression trees f(x) = Zszlwkqﬁk (x), where each tree ¢,
partitions the 24-dimensional feature space through axis-aligned
splits subject to maximum depth d = 6 and minimum child weight
y = 0.3 constraints.

During training, the algorithm minimizes a regularized objective
function £ (6) = Zfi L (yis f(x:)) + Q(0) that combines multi-class
log loss €(-) with L; and L, regularization terms on the leaf weights
wg. The optimization proceeds through additive training with
second-order Taylor approximations, where at each iteration ¢,
the  algorithm gi =
aA(H)e()}i, )A/(til)) h,’ =
ByA(H)t’( Vis j/("l) ) to guide tree construction. The implementation

computes  first-order  gradients

and second-order Hessians
leverages histogram-based approximation for efficient split finding,
processing feature values in 256-bin histograms to reduce
computational complexity from O(nd) to O(nlogn) where n is
the number of training instances.

Feature importance is quantified through gain statistics
I;= %Zlez%s]%, measuring the relative contribution of each
feature j to loss reduction across all trees. The DMatrix data
structure optimizes memory layout for both training and inference,
while built-in handling of missing values directs instances along default
paths learned during training. The implementation automatically
manages categorical feature grouping through one-hot encoding and
employs instance weighting to counteract class imbalance in the labeled
dataset. Early stopping with a patience window of 20 rounds monitors
validation loss to prevent overfitting, terminating training when no
improvement is observed beyond the tolerance threshold € = 1073.

5 Performance evaluation-offline mode

The XGBoost-based Adaptive Data Rate (XG-ADR) framework
implements a gradient boosted decision tree ensemble for optimal
SE selection in LoRaWAN networks. This section details the
computational environment and hyperparameter configuration
that
subsequent sections. The implementation leverages XGBoost’s
efficient histogram-based tree construction with regularization

underpin the performance evaluation presented in

techniques to prevent overfitting while maintaining real-time
inference capabilities.

5.1 Training parameters

The model was trained under the technical specifications shown
in Table 2. The hardware configuration provided sustained
throughput of 1.2 million instances per second during training,
with peak memory utilization of 8.4 GB. The M2 unified memory
architecture eliminated GPU-CPU data transfer bottlenecks, though
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TABLE 2 Training configuration specifications.

Parameter Value

Hardware Platform Apple M2 (12-core CPU, 16 GB RAM)

Operating System macOS Ventura 13.5

Python Environment Python 3.9.16 with XGBoost 1.7.3

Training Epochs 150 (early stopped at 135)

Learning Rate (7) 0.1
Maximum Tree Depth 6

Minimum Child Weight (y) 0.3
L2 Regularization (1) 1.0
Subsample Ratio 0.8
Column Sample Ratio 0.9

Early Stopping Patience 20 rounds

Evaluation Metric Multi-class Log Loss (mlogloss)

the implementation defaulted to CPU computation due to
XGBoost’s current lack of Metal backend support. Training
convergence was monitored through a 10% held-out validation
set, with model checkpoints saved at minimum validation
loss intervals.

5.2 Training history analysis

The training history visualization in Figure 3 presents two
critical metrics across the 150 training rounds. The Figures 3a
presents the multi-class log loss evolution, where both training
and validation curves exhibit exponential decay in the initial
phase (rounds 0-20), followed by asymptotic convergence. The
final loss  (Lirgin = 0.4)
optimization compared to the validation loss

training demonstrates  superior
(['val = 06),
indicating mild overfitting despite the employed early stopping
mechanism. On the other hand, the Figures 3b shows the
classification accuracy (1 —merror), revealing a characteristic
learning curve, where validation accuracy plateaus at 85% after
100 rounds while training accuracy reaches 90%. The persistent 5%
generalization gap suggests potential benefits from increased L,
regularization or dropout techniques. Both curves exhibit C*
smoothness  without local oscillations, confirming the
appropriateness of the selected learning rate (1 = 0.1) and batch

normalization strategy.

5.3 Confusion matrix interpretation

The normalized confusion matrix in Figure 4 exhibits strong
diagonal dominance with particularly robust performance for
SE7 (TPR =96.6%) and SF8 (TPR = 74.8%). The off-diagonal
elements reveal a characteristic adjacency pattern where
misclassifications primarily occur between consecutive SFs,

computed using Equation 13:
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Normalized confusion matrix showing classification probabilities between true (rows) and predicted (columns) SFs.

P(9 =SF,ly = SFu1)>P(9 = SF,ly = SF1) Vm ¢ {n,n+ 1}
(13)

This manifests most prominently in the SF8—SF9 (14.7%) and
SF9—SF10 (15.0%) misclassifications, reflecting the continuous
nature of LoRa signal quality metrics. The matrix shows
degraded performance at higher SFs, with SF12 exhibiting 10.7%
misclassification as SF11, attributable to the compressed SNR
operating range in low-SNR regimes.

Although SF11 and SF12 exhibit higher misclassification rates,
these errors are predominantly adjacent (e.g., SF12 — SF11). Such
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adjacency errors are less harmful, as both SFs are robust in low-SNR
conditions. Additionally, our framework defaults to SF12 in the rare
case of no successful transmissions, ensuring baseline connectivity.
Thus, while classification at extreme SFs remains challenging, the
reliability impact on overall PDR is limited.

5.4 Optimization dynamics

The validation loss trajectory, as depicted in Figure 5, exhibits
characteristic convex optimization behavior that can be decomposed
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TABLE 3 Comparison of ML model performance.

ML model Accuracy Precision Recall F1 Train time (s) Model size (MB)

AdaBoost 03940 0.4158 03940 0.3495 2.07 0.07
Logistic Regression 0.5373 0.4879 0.5373 0.5043 0.38 0.02
Gaussian Naive Bayes 0.4828 0.5620 0.4828 0.4939 0.04 0.03
LDA 05112 0.4981 05112 0.4867 0.02 0.04
XGBoost 0.8045 0.8049 0.8045 0.8036 0.70 1.46

into three distinct operational phases. The initial convergence phase
(Rounds 0-40) demonstrates steep gradient descent with a loss
reduction rate of AL/At = —0.015round ™, indicating rapid initial
learning. This transitions into a refinement phase (Rounds 40-100)
where quadratic convergence dominates, evidenced by progressively
smaller updates to the model parameters. The final termination
phase (Rounds 100-115) achieves stable convergence with minimal
validation loss £)5; = 0.58.

5.5 ML models performance

Table 3 presents a comprehensive evaluation of ML models for
LoRaWAN SF cdlassification. The results demonstrate significant

variation in model effectiveness, with tree-based methods
consistently outperforming linear approaches. Notably, XGBoost
achieves competitive ~accuracy (80.45%) while maintaining

efficient training times (0.7 s) and moderate memory requirements
(1.46 MB). The superior performance of ensemble methods over
traditional classifiers (e.g, 61% higher accuracy than Logistic
Regression) confirms their suitability for processing complex signal
patterns in IoT networks. Our selection of XGBoost is motivated by
four key factors: (1) the training time of 0.7 s represents a 42x speedup
compared to Gradient Boosting (29.69s), crucial for rapid model
deployment, (2) with a 146 MB memory footprint, XGBoost
remains deployable on resource-constrained LoRaWAN EDs, (3)
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and built-in L2 penalty (A = 1.0) prevents overfitting on limited
training samples.

The combination of these characteristics makes XGBoost
particularly suitable for real-world LoRaWAN implementations
where computational resources are constrained yet accurate SF
classification remains critical.

XGBoost was chosen for ns-3 simulation after preliminary
benchmarking against other ML models (3), where it offered the
best trade-off between accuracy (80.45%)) and training efficiency
(0.7 s). These characteristics make it particularly suitable for
LoRaWAN end devices, where computational resources are
constrained.

6 Performance evaluation-online mode
using NS-3

This study presents a comprehensive performance evaluation of
end devices configured in confirmed data mode within a single-
gateway LoRaWAN network architecture.

To ensure a fair comparison, we evaluated XG-ADR against
conventional ADR, BADR, AI-ERA Farhad and Pyun (2023a), and
the most recent TF baseline Lodhi et al. (2025a). While several other
approaches exist, reproducing all of them under a unified ns-3
in datasets,

environment is not feasible due to differences

assumptions, and simulation setups. We therefore selected these
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baselines as they represent both classical and state-of-the-art ML-
driven schemes.

6.1 Simulation setting and application

The network deployment under consideration features a circular
coverage area with a radius of five km, representing a typical urban
or semi-urban IoT deployment scenario. To accurately model

industrial ~asset monitoring applications, the simulation
implements a sophisticated two-dimensional random mobility
algorithm. In this model, each mobile device undergoes

directional changes after completing linear movement segments
of precisely 200 m, with velocity parameters constrained within
the range of 1.0-2.0 m per second. This mobility approach aligns
with well-established IoT movement paradigms documented in
contemporary literature Farhad et al. (2022a); GSMA-3GPP (2016).

The experimental framework mandates that each participating
device generates and transmits exactly six confirmed uplink messages
during each hourly interval throughout a complete 24-h operational
cycle. This transmission pattern reflects realistic industrial monitoring
requirements where periodic status updates are essential. To guarantee
the statistical validity and robustness of the obtained results, the
simulation executes ten independent experimental trials under
identical configuration parameters, and report averaged performance
metrics. The reported performance metrics represent arithmetic means
calculated across all trial iterations, thereby minimizing the impact of
random variations and ensuring data reliability.

The experimental methodology encompasses two distinct
deployment scenarios: stationary and mobile configurations. For
static device evaluations, the simulation distributes between 100 and
1000 end devices following a uniform spatial distribution pattern
across the entire coverage area. This density range permits analysis
of network behavior under varying load conditions. The mobile
scenario implementation incorporates the previously described
random mobility model to accurately represent real-world asset
tracking applications, including logistics monitoring and equipment
location tracking. All experimental configurations strictly adhere to
the parameter set specified in Table 4, which has been carefully
designed to comply with LoRaWAN regional specifications for
European frequency allocations.

Furthermore, the simulation framework incorporates advanced
channel modeling techniques to account for multipath propagation
effects and varying environmental conditions. The path loss model
considers both urban and suburban propagation characteristics, with
additional parameters for shadow fading and interference scenarios.
Each device implements adaptive data rate algorithms in accordance
with LoRaWAN specifications, allowing for dynamic adjustment of SF
based on prevailing channel conditions. The confirmation mechanism
for uplink messages follows the standard LoRaWAN acknowledgment
protocol, with strict timing constraints for downlink windows.

All experiments were conducted in a single-GW setup, which
allows us to directly assess SF allocation behavior without
confounding effects from inter-gateway coordination. While this
represents a common deployment scenario, we acknowledge that
multi-GW  architectures introduce additional challenges (e.g.,
interference coordination, joint ADR control), which we identify
as an important direction for future work.
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TABLE 4 Comprehensive network simulation parameters.

Parameter Value

Maximum Transmission Attempts = 8 (comprising 1 initial attempt plus 7 retries)

Device Velocity Range 1.0-2.0 m per second Farhad et al. (2020a)

Path Update Condition Upon traversing 200 m linear segments

Regulatory Frequency Band European 868 MHz ISM band

Designated Operational Channels 868.1 MHz, 868.3 MHz, and 868.5 MHz

Initial Physical Layer Configuration | SF 12 with 14 dBm transmission power

0.94 B
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FIGURE 6

Comparative PDR performance of XG-ADR, Al-ERA Farhad and
Pyun (2023a), TF Lodhi et al. (2025a), ADR, and BADR algorithms
across network densities (200-1000 EDs) in mobile LoRaWAN
conditions.

6.2 Experimental results

The experimental results illustrated in Figure 6 provide a
comprehensive comparative analysis of PDR performance across
multiple SF allocation algorithms in a simulated LoRaWAN network
under mobility conditions. The evaluation encompasses five distinct
methodologies: the proposed XG-ADR algorithm, the AI-ERA
technique Farhad and Pyun (2023a), the TF approach Lodhi
et al. (2025a), conventional Adaptive Data Rate (ADR), and
Blind Adaptive Data Rate (BADR) Farhad et al. (2021b).
Network density is varied systematically from 200 to 1000 end
devices (EDs) in increments of 200 units, enabling detailed
observation of scalability characteristics.

The performance metrics reveal several critical insights
regarding algorithmic efficacy in mobile LoRaWAN deployments.
The proposed XG-ADR method demonstrates superior PDR
maintenance across all tested network densities, exhibiting
consistent performance advantages throughout the operational
range. This performance superiority stems from XG-ADR’s
advanced gradient-boosted decision tree framework, which
dynamically optimizes SF selection based on real-time channel
conditions and mobility patterns. At lower network densities
(200-400 EDs), XG-ADR maintains PDR levels above 0.95, while
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even at maximum tested density (1000 EDs), it sustains a PDR above
0.85, demonstrating remarkable resilience to network congestion.

AI-ERA Farhad and Pyun (2023a) emerges as the second-best
performer, leveraging its neural network-based resource allocation
mechanism to achieve consistent PDR levels. The algorithm shows
particular strength in medium-density scenarios (400-600 EDs), where
its predictive capabilities effectively balance resource allocation
demands. The TF algorithm Lodhi et al. (2025a) establishes itself as
a robust baseline solution, outperforming both conventional ADR and
BADR approaches by significant margins. Its traffic pattern recognition
capabilities enable more efficient resource utilization compared to non-
predictive methods, though it lacks the adaptability of the machine
learning approaches.

The conventional ADR mechanism shows predictable performance
degradation with increasing network density, with particularly poor
scalability in high-density configurations. This limitation stems from its
static parameter configurations that cannot adequately adapt to rapidly
changing channel conditions in mobile environments. BADR performs
most poorly among the evaluated methods due to its lack of
channel state awareness, demonstrating the critical importance of
environmental adaptation in mobile LoRaWAN deployments.

All algorithms exhibit expected performance degradation with
increasing network density due to rising collision probability and
interference effects. However, the rate of degradation varies
significantly between methods. XG-ADR maintains the most
stable performance curve, with only minimal reduction in PDR
across the tested density range. This resilience underscores XG-
ADR’s superior capability in managing radio resource contention in
dense mobile deployments compared to both conventional
approaches and other machine learning-based alternatives.

The performance evaluation of the proposed XG-ADR
algorithm regarding Packet Delivery Ratio (PDR) for static
deployments appears in Figure 7, with comparative analysis
against AI-ERA Farhad and Pyun (2023a), TF Lodhi et al.
(2025a), ADR, and BADR approaches. Results indicate that XG-
ADR maintains superior PDR performance across all tested network
densities ranging from 200 to 1000 end devices. As expected, all
algorithms exhibit PDR reduction with increasing ED counts due to
elevated collision probability in pure ALOHA networks, though XG-
ADR demonstrates notably more resilient performance.

The experimental data reveals a clear performance hierarchy
among the evaluated methods. XG-ADR achieves the highest PDR
values through its gradient-boosted decision tree framework, followed
by AI-ERA with its neural network-based optimization. The TF
algorithm Lodhi et al. (2025a) performs moderately well, surpassing
both conventional ADR and BADR approaches. Standard ADR shows
expected limitations in static deployments, while BADR consistently
yields the poorest results Farhad et al. (2020a), Farhad et al. (2019a),
particularly in high-density configurations above 600 EDs.

This comparative study highlights XG-ADR’s effectiveness in
optimizing SF allocation for static LoORaWAN deployments. The
algorithm’s intelligent adaptation to network conditions provides
significant reliability improvements over both conventional
methods and competing machine learning approaches like Al-
ERA Farhad (2023a),
advantages in dense network scenarios.

The energy consumption profile of the proposed XG-ADR
algorithm appears in Figure 8 for mobile scenarios, compared with

and Pyun demonstrating particular
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Comparative PDR performance of XG-ADR, AlI-ERA Farhad and
Pyun (2023a), TF Lodhi et al. (2025a), ADR, and BADR algorithms
across network densities (200-1000 EDs) in static LoRaWAN
conditions.
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FIGURE 8
Mobile deployment energy efficiency: XG-ADR maintains

consistent low consumption across all network sizes, outperforming
Al-ERA, TF, and conventional methods.

AI-ERA Farhad and Pyun (2023a), TF Lodhi et al. (2025a), ADR, and
BADR methods. Results demonstrate XG-ADR’s superior energy
efficiency, maintaining the lowest consumption levels (ranging from
0.4] to 2.8]) across all tested ED densities from 200 to 1000 devices.
While all algorithms show increasing energy demands with network
scale, XG-ADR exhibits the most gradual consumption growth.

The comparative analysis reveals a consistent performance
ranking where XG-ADR achieves optimal energy efficiency
through its adaptive transmission parameter optimization. AI-ERA
Farhad and Pyun (2023a) follows as the second most efficient
approach, while TF Lodhi et al. (2025a)
performance. Conventional ADR demonstrates higher energy

shows moderate
demands, with BADR consistently requiring the most energy

(peaking at 5.2] for 1000 EDs), particularly in dense network
configurations.
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Static deployment energy efficiency: XG-ADR maintains

consistent low consumption across all network sizes, outperforming
Al-ERA, TF, and conventional methods.

These findings highlight XG-ADR’s effectiveness in minimizing
energy expenditure for mobile LoRaWAN deployments. The
algorithm’s efficient resource allocation strategy offers substantial
advantages for battery-constrained IoT devices, improving network
sustainability while maintaining communication reliability.

The energy efficiency analysis of the proposed XG-ADR
algorithm for static deployments appears in Figure 9, with
comparative evaluation against AI-ERA Farhad and Pyun
(2023a), TF Lodhi et al. (2025a), ADR, and BADR approaches.
Results demonstrate XG-ADR’s superior performance, maintaining
the lowest energy consumption levels (0.2]-1.8]) across all network
densities from 200 to 1000 EDs. While all methods show increasing
energy demands with network scale, XG-ADR exhibits the most
stable consumption pattern.

The experimental data reveals a clear efficiency hierarchy among
the evaluated algorithms. XG-ADR achieves optimal energy
conservation through its intelligent parameter adaptation, followed
by AI-ERA Farhad and Pyun (2023a) as the second most efficient
approach. The TF algorithm Lodhi et al. (2025a) demonstrates
moderate performance, while conventional ADR shows higher
energy requirements. BADR consistently performs worst, reaching
up to 3.0] consumption at maximum network density.

7 Conclusion

This study has demonstrated the effectiveness of the XGBoost-
driven adaptive data rate (XG-ADR) approach in optimizing both
energy efficiency and packet delivery performance for LoRaWAN
networks across diverse deployment scenarios. The proposed method
conventional ADR, BADR,
contemporary machine learning alternatives (AI-ERA, TF) in

consistently  outperformed and
comprehensive simulations, achieving superior packet delivery
ratios while maintaining significantly lower energy consumption
levels (0.2]-1.8] for static and 0.4]-2.8] for mobile scenarios). The
proposed XG-ADR framework proved particularly adept at adapting
to varying network densities and mobility conditions, with its
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it suitable for

constrained IoT environments. These results validate that machine

computational efficiency making resource-
learning-enhanced resource allocation strategies can substantially
LoRaWAN  network sustainability
compared to traditional approaches. A limitation of the proposed
XG-ADR is that deployment feasibility on real hardware has not been

empirically validated. While our simulation results indicate that the

improve and

reliability

proposed model is lightweight, actual device-level constraints such as
memory availability, CPU performance, and battery behavior were
not tested. We identify this as an avenue for future work, where XG-
ADR will be implemented and benchmarked on representative low-
power 10T hardware to assess its practical deployment cost.
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