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Political Sciences, "Alexandru loan Cuza” University of lasi, lasi, Romania

The rapid integration of artificial intelligence (Al) technologies into academic and
professional practice has profoundly shaped the communication and public relations
domain. However, there is limited empirical understanding of how individuals
actually perceive and use these new technologies. Therefore, this article investigates
Communication and Public Relations (PR) students’ perceptions of artificial intelligence
(Al), specifically aiming to understand how literacy, psychological factors, and
trust influence their Al word-of-mouth (WOM). We proposed a theoretical model,
which we tested using a quantitative approach with SmartPLS analysis on data
gathered from 402 online questionnaires administered to students across three
major Romanian universities. The key findings indicate that Internet use fosters Al
literacy, which subsequently enhances both Al self-efficacy and the perceived ease
of Al use. Crucially, higher Al literacy leads to greater trust, promoting informed
choices. While Al self-efficacy encourages appropriate reliance on the technology
and positively impacts behavioral intention toward Al, higher trust surprisingly
leads to lower privacy concerns. Conversely, heightened privacy concerns increase
algorithm aversion, which in turn negatively impacts both behavioral intention
and WOM communication about Al. We also confirm that a positive behavioral
intention is a strong predictor of increased WOM communication. These findings
have significant implications for academia, policymakers, and PR practitioners by
highlighting the necessity of boosting Al literacy to mitigate aversion and foster
responsible Al adoption among future communication professionals.

KEYWORDS

Al literacy, Al self-efficacy, algorithm aversion, perceived ease of use of Al, privacy
concerns, trust in Al, word-of-mouth

1 Introduction

We are currently living in the “AI era” (Davenport and Ronanki, 2018), a period marked
by an unprecedented democratization of tools utilized in both professional and daily activities.
This transformative context directly influences strategic disciplines such as Public Relations
(PR). According to the definition adopted by the Public Relations Society of America (2025),
Public Relations represents a strategic communication process that builds mutually beneficial
relationships between organizations and their publics. Within this landscape, Artificial
Intelligence (AI) is specifically defined as “the ability of a system to identify, interpret, make
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inferences, and learn from data to achieve predetermined
organizational and societal goals” (Mikalef and Gupta, 2021).
Consequently, the integration of Al capabilities into PR’s strategic
communication process is becoming a central area of study and
practical application.

Al is mainly used in Communication and Public Relations (PR),
healthcare, customer support (virtual assistants and chatbots), and
various industries, from transportation to blockchain or the Internet
of Things. Al is the most transformative technology nowadays. Users
are concerned about possible misinformation in Al results (76%) and
the overall quality of AI-generated content (Maheshwari, 2024), as well
as fears regarding job loss. Despite these worries, 65% of people trust
businesses that use Al technology (Maheshwari, 2024), highlighting
the unique nature of our current moment, which is characterized by
fascination, experimentation, anxiety (Teng et al., 2022), and growing
familiarity with AL This context strongly affirms the need for AI
regulation. For instance, the European Union’s Artificial Intelligence
Act (European Commission, 2021) addresses issues related to
transparency, accountability, and ethics. In June 2023, this draft was
changed to ban some problematic actions, such as the biometric
surveillance, causing various reactions from different stakeholders.

The number of Al users is growing exponentially (Statista, 2024).
In Romania, a study conducted on 40,000 respondents, aged between
18 and 55, living in the urban environment, with access to the Internet,
showed that the term artificial intelligence is known, and it is mainly
associated with robots, ChatGPT, computers, or technology. 59% of
respondents affirmed that they used a virtual assistant to request
information. A well-known tool that has given a glimpse into this
field—ChatGPT—is used for personal purposes, especially for
information (84%), education (34%), and professional tasks (32%)
(Cult Research, 2023).

In an increasingly AI-mediated society, Al literacy is becoming a
core skill for contemporary citizens, enabling them to understand,
critically assess, and responsibly engage with intelligent technologies
that shape everyday life (Kong et al., 2025; Bilbao Erana and Arroyo-
Sagasta, 2025). Al literacy is not just a technical set of competences,
but it refers to individuals’ capacity to engage with Al across personal,
academic, and professional contexts, including their ability to
collaborate with AI systems and critically assess Al-generated outputs
2020).
understanding and real-world application, Al literacy enables users to

(Long and Magerko, Containing both conceptual
employ Al for tasks such as problem solving and informed decision-
making. Integrating Al literacy into educational practice is essential
also for preparing a workforce able to leverage Al in socially beneficial
ways. However, the effective adoption of AI hinges not only on
knowledge but also on individuals’ confidence in their ability to use
AI meaningfully. Only when individuals perceive themselves as
competent and empowered to apply Al to real-life challenges will they
be prepared to capitalize on AT’s potential (Kong et al., 2025).

In this context, Al education remains crucial (Biagini, 2025;
Dabbagh et al., 2025; Luckin, 2025; Msambwa et al., 2025). The plethora
of literacies that a contemporary citizen must manage is in perpetual
growth: print, television, information, digital, media, and computer
literacies. To use Al-based technologies correctly, efficiently, and
ethically, individuals must manage various specific skills and knowledge.
Thus, Artificial Intelligence Literacy (AIL) represents the emergent and
pressing form of literacy that users must develop nowadays. Although
we are living in an exceptionally dynamic period for Al research, the

Frontiers in Communication

10.3389/fcomm.2025.1722464

actual use of Al technologies—and the perceptions of their benefits and
risks among specific populations—remains insufficiently studied.
Understanding people’s reactions to emerging technologies is a
prerequisite for research and interventions. Furthermore, conducting
analyses across distinct Al user groups is essential for contextualizing
the impact of Al literacy and for designing strategies that are responsive
to the specific needs of these groups (Pinski and Benlian, 2024). Our
study aims to fill this gap by investigating the AI perceptions of students
that study Public Relations and Communication Sciences at three
Romanian universities. The students represent the socio-demographic
group that is specially targeted, considering that they are preparing to
enter the labor market, and, as we know, in the communication industry,
Al is already widely used. This paper poses the following research
questions: How are students coping with the new changes brought by
the Al-powered technologies? What is the role of Al literacy in trusting
the results and increasing self-efficacy? What are the concerns regarding
the use of Al tools? Are there negative effects that arise from the
behavioral intention toward AI?

In the next section, we briefly review some relevant studies
regarding the studied phenomenon and emphasize the main
theoretical concepts. Then, based on the literature review, we
formulate the hypotheses, and we describe the research design. We
discuss the results using the state-of-the-art, evaluating the value of
the proposed model, identifying its limitations, and outlining future
research directions.

2 Theoretical framework

When examining communication research from a metatheoretical
perspective, we must note a series of challenging shifts.
Communication can no longer rely on paradigms built exclusively
around human—human interaction. As AI systems increasingly
generate, adapt, and interpret messages, the longstanding separation
between communication theory and Al research (Guzman and Lewis,
2020) has become untenable. Classical models fail to capture scenarios
in which AI exercises communicative agency—autonomously
producing recommendations, initiating exchanges, and interacting on
behalf of users (Gunkel, 2012; Endacott and Leonardi, 2022). Such
capabilities fundamentally recast technology from a passive conduit
to an active participant in meaning-making. This shift demands a
reconceptualization of communication’s functional, relational, and
metaphysical foundations and calls for theoretical models that
recognize the inherently social nature of human-machine interaction
(Guzman and Lewis, 2020). Thus, communication theory must keep
pace with the disruptive effects of Al, which provides channels and
platforms, and becomes an assistant or a partner in communication.
The emergence of Artificial Intelligence-Mediated Communication
(AI-MC) (Hancock et al., 2020) underscores this need, as AI now
routinely shapes communicative behavior through tools such as
predictive text, translation systems, and voice assistants (Goldenthal
etal., 2021; Li et al., 2023). Together, these developments make clear
that communication theory must urgently integrate AT's expanding
role in shaping contemporary communicative practices.

Against this paradigmatic background, our paper is mainly
grounded in a few theoretical approaches that have the necessary
explanatory power for the proposed model. In this respect, the
Technology Acceptance Model (TAM) asserts that user behavior (i.e.,
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ease of use and usefulness) is determined by the intention to use a
particular technology (Davis, 1989). Fishbein and Ajzen (1975)
emphasized the importance of how individuals perceive the ease of
use, the advantages, and the credibility of technology in the formation
of the attitude and behavior toward that technology. The way in which
an individual perceives AI will construct his attitude toward Al as the
Theory of Planned Behavior asserts. Uses and Gratification Theory
represents the fruitful framework when we examine the users’
motivations for interacting with Al to fulfill their tasks (Back and Kim,
2023) and their various needs: cognitive (i.e., when they seek
information), affective (i.e., when they engage in emotional or
parasocial interaction with chatbots or AI assistants), and
entertainment needs (Shao and Kwon, 2021). Not all interactions are
as expected, and not everyone is an early trend responder.
Furthermore, the Innovation Resistance Theory (Ram and Sheth, 1989)
helps us understand not just the practical challenges, such as access,
usage, or risks when people use Al for communication, but also the
mental blocks that can arise from differing views and beliefs. Also, the
CASA (Computers as Social Actors) approach (Gambino et al., 2020)
explains that human-machine communication is eminently social:
people could not stop themselves from applying the same norms and
expectations when they communicate with a chatbot or Al as they
apply to interpersonal human relationships.

3 Research model and hypotheses
3.1 Al literacy and internet use

Artificial intelligence literacy refers to “the ability to properly
identify, use, and evaluate Al-related products under the premise of
ethical standards” (Wang et al., 2022). Four pillars are essential for
AIL: awareness, usage, evaluation, and ethics. AIL represents a
complex ability that encompasses not only awareness of diverse Al
tools but also the proficiency to apply them effectively for personal and
professional tasks; it involves using AI pragmatically within an ethical
framework while continuously considering individual and collective
rights and responsibilities; and it requires comprehension of Al
technology alongside the critical evaluation of the results produced by
AL AIL cannot be equated with a skill-based technique and, like most
technological literacies, reclaims deliberation and critical thinking. An
“overarching conceptual framework” of AIL was built by considering
the three key facets of AL autonomy, inscrutability, and learning,
alongside three areas: learning methods, components, and effects
(Pinski and Benlian, 2024). AIL is a holistic “enabling construct” that
encompasses multifarious proficiency dimensions related to
knowledge, awareness, skills, abilities, and experience (Pinski and
Benlian, 2024). As Laupichler et al. (2022) noted in their scoping
literature review on AIL in higher and adult education, a widely used
definition considers AIL “a set of competencies that enables
individuals to critically evaluate AI technologies, communicate and
collaborate effectively with AI, and use Al as a tool online, at home,
and in the workplace” (Long and Magerko, 2020, p. 2). At least 17 core
competencies are listed (Long and Magerko, 2020) as important by
adults from higher education regarding what Al is, what it can do, how
it actually works, how it should be used, and how it is perceived:
recognizing artifacts that use AI, understanding the concept of
“intelligence;” acknowledging the intrinsic interdisciplinarity of

Frontiers in Communication

10.3389/fcomm.2025.1722464

intelligent machines, differentiating between general and narrow Al,
identifying ATl's strengths and weaknesses, imagining future AI
applications and their consequences, understanding Al representations
and providing examples, describing how AI operates and makes
decisions, understanding machine learning steps, recognizing the
human role in Al possessing prerequisite data literacy, learning from
and critically interpreting data, comprehending AI reasoning
processes and its capacity to act, identifying and understanding
sensors, having an ethical perspective, and recognizing that AT agents
are programmable. Artificial Intelligence-Mediated Communication
(AI-MC) literacy is a subcategory of AIL, and it refers to “a user’s level
of familiarity (as a proxy for understanding), comfort, and confidence
(as a proxy for skill) with individual forms of AI-MC, and with AI-MC
tools as a subset of AI technology” (Goldenthal et al., 2021). AI-MC
literacy is positively connected to AI-MC adoption. Because AI-MC
has serious variations from individual to individual, lower levels of
understanding and comfort using AI-MC could be serious barriers to
developing higher AI-MC literacy levels.

Individuals with physical access to information and
communication technologies are more expected to recognize and use
various Al tools. Even if access is just one condition (necessary but not
sufficient) for developing Al skills, the Internet connectivity and use
represent a stimulus for a wider range of activities that could be done
online. Digital competencies and personal motivation improve the
evaluation of the outcomes of Al-based technologies (Voda et al.,
2022). Convenient access to digital technologies determines a profound
engagement with Al tools (Celik, 2023; Dabija and Vatamanescu, 2023).

University students represent a critical target for the AI market:
on the one hand, they must quickly and efficiently acquire advanced
competencies for the labor market, which is increasingly dominated
by AI tools; on the other hand, not all academic specializations yet
include dedicated courses for this purpose, even though all students,
regardless of their field of study, will encounter situations involving AI
use in both their professional and personal lives (Hornberger et al.,
2023). Despite the growing importance of Al its incorporation into
educational curricula has largely been confined to STEM disciplines
(Southworth et al., 2023; Ng et al., 2021). STEM students tend to have
higher levels of Al literacy compared to their peers, whereas healthcare
students exhibit lower levels of AT comprehension (Hornberger et al.,
2023). Al education should extend beyond these fields to encompass
broader societal needs, equipping all students with knowledge ranging
from technical Al training to ethical considerations. It is important for
students to graduate with the AI knowledge and skills needed to
succeed in the 21st-century workforce, but is this aim currently being
achieved? Moreover, the heterogeneous composition of students’
backgrounds should not be underestimated, as informal learning
serves as a resource in this regard, with a positive correlation between
the frequency of engagement in Al-related informal contexts and AIL
(Hornberger et al., 2023; Pinski and Benlian, 2024). Furthermore, the
current state of Al literacy among university students remains largely
unclear (Hornberger et al., 2023). The bias that simply belonging to
the digital-native generation automatically leads to strong digital
competencies (Vodd et al., 2022) can also be extended to AIL. However,
the literature indicates (Hornberger et al,, 2023) that university
students in this group face significant problems, including an inability
to explain what Al is, a weak understanding of how it works, and
several misunderstandings, such as believing that AI possesses
human-like qualities or functions like the human brain.
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Given these considerations, we propose the following hypothesis:

H1: The internet use of PR and Communication Sciences students
has a positive influence on their Al literacy.

3.2 Al self-efficacy and the perceived ease
of use of Al

Self-efficacy, or the expectation of personal efficacy, represents the
personal belief in the capacity of performing a certain thing, task, or
behavior (Hooda et al, 2022). Self-efficacy determines many
subsequent behaviors and attitudes, such as “whether coping behavior
will be initiated, how much effort will be expended, and how long it
will be sustained in the face of obstacles and aversive experiences”
(Bandura, 1977, p. 191). The beliefs that users have about their skills
to use Al tools effectively and perform various tasks show their AI
self-efficacy. Al self-efficacy is a “holistic perception” defined as
individuals’ general belief in their ability to use and interact with AI
(Wang and Chuang, 2024). The literature presents mixed results
regarding the relationship between AIL and the intention to continue
using AL both a positive and a negative association have been reported
(Pinski and Benlian, 2024). Users with stronger self-efficacy
perceptions about using Al tools will show a greater intention to use
Al Also, negative results could be considered, because greater task
efficiency resulted in an increased “perceived creepiness” of AI (Baek
and Kim, 2023). When people see Al as a helpful toolbox that could
increase their productivity, the tendency to use it increases. Also,
when the Al results are very strong and accurate or when it resolves
difficult and complex tasks that overwhelm the human possibility,
people find Al uncanny and develop, consequently, mixed feelings
about its power and use. In a competitive academic environment,
students must proficiently complete various tasks within sometimes
tight deadlines. In this context, Al tools can serve as valuable solutions
to enhance their performance. Students who believe they can perform
a specific task, even when faced with challenges, are less likely to use
AT tools for completing academic activities on their behalf, whereas
those with high self-efficacy are more likely to use Al tools to meet
their need for interaction with others (Rodriguez-Ruiz et al., 2025).

The ease of use refers to the degree to which individuals believe or
perceive how easy or effortless it is to use a particular technology (Uzir
et al., 2023). Therefore, both acceptance and resistance to using Al
technologies depend on the way the user perceives that Al tools or
products will be handled and managed (easily or hardly). Perceived
ease of use is a significant factor that shapes the intention to use Al
technology and positively influences its perceived usefulness. If a
person thinks Al is not a struggle to use, the chances to implement it
for everyday tasks and activities are growing.

Therefore, we formulate the following hypotheses:

H2: The Al literacy of PR and Communication Sciences students
positively influences their Al self-efficacy.

H3: The Al literacy of PR and Communication Sciences students
positively influences the perceived ease of Al use.

H4: The perceived ease of Al use exerts a positive influence on PR
and Communication Sciences students” Al self-efficacy.
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3.3 Behavioral intention toward Al

Intention represents a person’s location in a subjective probability
dimension involving a relationship between himself and some action.
A behavioral intention, therefore, refers to a person’s subjective
probability that they will perform some behavior” (Fishbein and
Ajzen, 1975). Human behavior is viewed as a reasoned action that
results from a behavioral intention (Fishbein and Ajzen, 2010). A
person is more likely to perform certain behaviors that are perceived
to produce positive outcomes, that are normatively desirable, and that
involve controllable behavioral processes. Perceived technology
effort
(Mohammadyari and Singh, 2015) and learning intention. Self-

literacy predicts expectancy in e-learning contexts
efficacy was the most important factor that directly predicted primary
school students’ behavioral intentions toward AI (Chai et al., 2021).
Also, for medical students, the behavioral intention had a significantly
strong and positive impact on actual learning and was significantly
predicted by personal relevance of Al, subjective norms, and perceived
self-efficacy of learning AI tools (Li et al.,, 2022). Thus, the next

postulated hypothesis is:

H5: The PR and Communication Sciences students’ AI self-
efficacy positively influences their behavioral intention toward AL

3.4 Trust in Al results and privacy concerns

Trust in technology represents an important domain of research
in the field of human-computer interaction (Lankton et al., 2015).
Trust represents the belief that Al agents’ responses, recommendations,
and decisions are reliable and credible (Shin, 2021). Conversational
AT’s features increase the level of user trust (Baek and Kim, 2023),
emphasizing the relevance of CASA theory. The anthropomorphic
characteristics of chatbots positively influence the perceived trust in
Al chatbots (Cheng et al., 2022), which also positively influences the
usage intention and user engagement (Mostafa and Kasamani, 2022).
Trust in Al is also correlated with higher levels of perceived AI
performance and use intention (Cheng et al, 2022). Literacy
interventions can significantly recalibrate users’ reliance on machine
learning models: participants become more discerning, relying on the
models when appropriate but withholding trust when the model
outputs appear uncertain or potentially flawed (Chiang and Yin,
2022). Literacy does not simply increase trust; rather, it promotes
appropriate and calibrated reliance, thereby improving human-AI
decision-making dynamics (Chiang and Yin, 2022). Trust also has a
major influence on students’ engagement with AI technologies
(Nazaretsky et al., 2025).

Privacy is defined as consumers’ right to confidentiality and
control over their personal information (Gurung and Raja, 2016).
Privacy concern refers to consumers” uncertainty about potential loss
due to a lack of privacy of their personal information in the online
environment (Alzaidi and Agag, 2022). Users’ worries about the
possible misuse of their private data result in a feeling of discomfort
(Rajaobelina et al., 2021). At the same time, there is a positive
relationship between privacy concerns and the perceived “creepiness
of chatbots” (Dekkal et al., 2024), due to their resemblance to human
agents. Privacy concerns constitute a major barrier to technology
acceptance and use, including AI (Alzaidi and Agag, 2022; Acosta and

frontiersin.org


https://doi.org/10.3389/fcomm.2025.1722464
https://www.frontiersin.org/journals/Communication
https://www.frontiersin.org

Obada et al.

Reinhardt, 2022), and have a significant negative influence on people’
passion to use personal digital assistants (Maduku et al., 2023).
Perceived privacy violations represent a major perceived obstacle for
students in the adoption of AI-EdTech and diminishes the trust in AI
et 2025). Therefore, we formulate the

(Nazaretsky al.,

following hypotheses:

H6: The PR and Communication Sciences students’ AIL has a
positive influence on their trust in Al results.

H7: The PR and Communication Sciences students’ trust in AI
results exerts a negative influence on their privacy concerns
regarding AL

3.5 Algorithm aversion and WOM regarding
Al

Despite a set of rational reasons for appreciating algorithms, such
as their superior performance, distrust of algorithms is a specific
attitude of rejecting or not relying on algorithms in specific activities
or decision processes (Kawaguchi, 2021). When a person and an
algorithm make the same mistake, people tend to lose confidence in
algorithms faster than in humans (Liu et al., 2023). When people do
not follow algorithms that perform better than humans (referred to as
a “behavioral anomaly”), their expected utility and self-efficacy may
decrease (Filiz et al., 2021). In this vein, the algorithm aversion is a
“behavior of discounting algorithmic decisions with respect to one’s
own decisions or others decisions, either consciously or
unconsciously” (Mahmud et al., 2022). The lack of familiarity with
algorithms leads to a higher aversion to them, while familiarity with
them could be a “double-edged sword dilemma” (Mahmud et al.,
2022), with different outcomes. The familiarity with algorithms could
result in algorithm acceptance (Fenneman et al., 2021) or in negative
experiences (i.e., errors or algorithmic bad decisions).

WOM is an informal form of communication that acts as a driving
force in shaping perceptions, decisions, and actions (Jo, 2023; Allen

10.3389/fcomm.2025.1722464

and Choudhury, 2022). People are less willing to share negative word-
of-mouth after a service failure caused by an AI recommendation
system, in contrast to a human employee, despite there being no
difference in the failure or dissatisfaction with the deficiency (Huang
and Philp, 2021). Comparing university students and office workers
in relation to ChatGPT use (Jo, 2023), the utilitarian benefits (such as
time and cost savings) are more relevant for office workers when
recommending Al services or products to other people. WOM
recommendations among university students are driven by the
behavioral intention: if students have a strong will to use Al, they are
more likely to share positive WOM about it.
Therefore, we propose the following hypotheses:

H8: The PR and Communication Sciences students’ privacy

concerns  regarding Al  positively  influence  their

algorithm aversion.

H9: The algorithm aversion of PR and Communication Sciences
students negatively impacts their behavioral intention toward AL

H]I0: The algorithm aversion of PR and Communication Sciences
students exerts a negative influence on their word-of-mouth
regarding AL

H11I: The behavioral intentions of the PR and Communication
Sciences students toward Al positively impact their word-of-
mouth about the technology.

Figure 1 depicts the hypothesized model.

4 Methodology
4.1 Research design and research context

This study used a quantitative approach in the form of a
questionnaire-based survey. The investigation was cross-sectional

Al
Literacy

Internet Use

Trust in
Al Results

Privacy
Concerns

FIGURE 1
Hypothesized model. Source: own development.

Perceived
Ease of Use

Al Behavioral
Self-Efficacy Intention
A
Algorithm Word-
Aversion of-Mouth
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because we assessed the variables using only one sample of subjects,
specifically PR and Communication Sciences students from three
Romanian universities. The choice of research design is justified by the
fact that the purpose of the study and our research objectives is to test
the relationships between the variables in the conceptual model. This
study aims to investigate the factors that influence the spread of
information about AI (Word-of-Mouth regarding AI). The authors’
decision to concentrate their investigation on Romania was based on
the fact that the country is undergoing a rapid digital transformation
and increasing Al adoption across professional sectors, including PR
and communication, making it crucial to understand how students
(i.e., future professionals) perceive these tools. Additionally, there is
an empirical gap in understanding how students from Central and
Eastern Europe, particularly those in Romania, perceive this
phenomenon, which suggests a potential contribution to our study.

4.2 Sample

PR and Communication Sciences students from three Romanian
universities comprised the study participants. We selected
Communication and Public Relations students because they represent
a population for whom AI technologies are becoming increasingly
integral to both academic training and future professional practice.
Their coursework frequently engages with digital communication
theories and tools, making them a highly relevant group for examining
Al literacy, self-efficacy, trust, and subsequent Al adoption behaviors.
Moreover, these students are expected to act as early adopters and
evaluators of technological innovations within organizational and
media environments, which positions them as an appropriate
population for predicting word-of-mouth intentions regarding Al
tools. Using a relatively homogeneous cohort also strengthens internal
validity by reducing variance unrelated to the constructs under
investigation. For these reasons, Communication and PR students
constitute a theoretically and practically justified sample for the aims
of this study.

We employed a non-probabilistic sample technique, namely, the
snowball. The decision was based on the characteristics of the studied
population of future public relations practitioners. After the initial
check of the database for quality, we obtained 402 valid responses.
Incomplete questionnaires, meaning those that did not meet the
study’s criteria or lacked control questions, were excluded. In terms of
demographic information, most of the participants were female
(76.4%; n = 402), had ages between 19 and 23 years (64.9%; n = 402),
reported low monthly income (less than 400 euros) (53.7%; n = 402),
graduated from high school (54%; n = 402), and were employed in
communication, public relations, or marketing (52%; n = 402).

4.3 Data collection

Data was collected the first part of the 2024 year (January-March).
The invitation to participate was distributed online via email and
social media (e.g., Facebook groups of students). The initial section of
the questionnaire provided a description of the study and included an
online consent form that reinforced the confidentiality and anonymity
of the responses and stipulated that participation was voluntary.
Additionally, we utilized filter questions to collect relevant information
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regarding the respondents’ occupations and whether they are currently
studying communication sciences. To help respondents understand
the AI tools for online communication, we gave easy-to-understand
definitions and explanations of AI from Mikalef and Gupta (2021),
described the different areas of AI (Zawacki-Richter et al., 2019), and
showed how intelligence-mediated communication works according
to Hancock et al. (2020), along with examples of AI functions and
tools used in communication.

We ensured the protection of the participants’ rights by
complying with national laws, specifically Law 677/2001 and Law
206/2004, which regulate ethical standards in scientific research in
Romania. For this study, we did not collect any personal data that
could potentially disclose the identities of the participants, including
their identification numbers, physical characteristics, physiological
traits, psychological attributes, economic conditions, cultural
backgrounds, or social characteristics.

4.4 Questionnaire design and measures

We built the online questionnaire using validated scales from
the literature that we adapted for our investigation. We measured
Internet Use (IUS) by asking respondents to rate their agreement
with six statements (e.g., “I use the Internet services for browsing
online”), which we adapted from Hills and Argyle (2003). We
assessed Al Literacy (AL) by inviting respondents to rate their
agreement with three assertions (e.g., “I can distinguish between
smart devices and non-smart devices”), which we adapted from
Wang et al. (2022). The Algorithm aversion (AA) was assessed by
requiring participants to report the extent to which they agreed to
three statements (e.g., “In online communication, I will decide by
myself rather than follow the decision given by Al tools”),
adapting the scale from Mahmud et al. (2022). We measured Al
Self-Efficacy (SEAI) by asking respondents how much they agreed
with three statements, such as “I am certain that I can work
effectively on different tasks in my online interactions with
algorithmic platforms.” In this vein, we modified the scale from
Shin et al. (2022). Behavioral intention toward AI (BI) was
measured by asking respondents the extent to which they agreed
to four statements (e.g., “In the future, I plan to access online
communication apps and websites based on artificial intelligence
more often”), adapted from Nagy and Hadji (2021). Perceived
Ease of Use of AI (PEU) was evaluated by asking respondents the
extent to which they agreed to four items (e.g., “AI-powered
online communication apps and websites are easy to use”),
adapting the scale developed by Nagy and Hadju (2021). Privacy
concerns regarding AI (PCAI) were assessed by asking
respondents the extent to which they agreed to two statements
(e.g., “The personal information disclosed on the AI-driven
communication platform is subject to many threats”), modified
from Shin et al. (2022). We measured Trust in AI Results (TAIR)
by asking respondents to indicate their level of agreement with
three items (e.g., “I trust the recommendations by algorithm-
driven platforms in online communication”), which we adapted
from Shin et al. (2022). We evaluated Word-of-Mouth by asking
respondents to indicate their level of agreement with two
statements (e.g., “I recommend others to use artificial intelligence
(AI)-based online communication apps and websites”), which we
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adapted from Uzir et al. (2023). All the 5-point Likert-type scales
ranged from 1 (strongly disagree) to 5 (strongly agree) and were
reflective. We conducted a pilot test with 40 respondents to
guarantee that the items were easily comprehensible to the
participants prior to administering the questionnaire. We also
provided the participants with a draft of the online questionnaire,
which included all of the items, and we requested that they review
the form of the statements carefully. Participants highlighted any
ambiguous terms or sentences and offered an alternative. The
objective of pre-testing was to assess their language comprehension
and detect any potential instrumental errors. Based on the
feedback we received, we made necessary changes. Table 1
indicates that the scales exhibited good psychometric properties
in terms of reliability and validity.

TABLE 1 Measurement scales.

10.3389/fcomm.2025.1722464

4.5 Data analysis procedure

We conducted descriptive and inferential statistics to evaluate the
data collected during the investigation. We derived the descriptive
statistics for the measured variables, including means and standard
deviations, using the SPSS software, version 23. For the purposes of
assessing the hypotheses, we implemented structural equation
modeling (SEM) with Smart PLS 4 during the inferential phase of our
investigation. We selected the PLS-SEM method due to its advantages,
which include its superiority over covariance-based SEM in terms of
robustness to collinearity and data distribution, as well as its capacity
to explain complex relationship models and simultaneously explain
multiple statistical relationships between each construct and the
hypotheses (Uzir et al., 2023).

Construct Loading VIF outer Cronbach’s alpha
model (o)
Internet use (IUS) 1US1 0.729 1.750 0.875 0.560 0.857
1US2 0.712 2.163
1US3 0.769 2.269
1US4 0.781 1.846
1US5 0.747 2.129
1US6 0.750 1.743
Al literacy (AL) ALl 0.847 1.571 0.733 0.659 0.739
AL2 0.803 1.487
AL3 0.772 1.357
Algorithm aversion (AA) AAl 0.759 1.272 0.709 0.633 0.713
AA2 0.848 1.618
AA3 0.778 1.466
Al self-efficacy (SEAI) SEAI1 0.775 1.398 0.767 0.683 0.777
SEAI2 0.825 1.682
SEAI3 0.876 1.823
Behavioral intention BI1 0.844 2.074 0.856 0.861 0.701
toward AI (BI) BI2 0.729 1489
BI3 0.896 3.024
Bl4 0.870 2.798
Perceived ease of use of AI | PEU1 0.776 1.548 0.799 0.625 0.802
(PEU) PEU2 0.714 1.389
PEU3 0.815 2.114
PEU4 0.852 2.321
Privacy concerns PCAIl 0.898 1.485 0.727 0.785 0.732
regarding AI (PCAI) PCAI2 0.874 1485
Trust in Al results (TAIR) TAIR1 0.872 1.385 0.733 0.638 0.815
TAIR2 0.802 1.516
TAIR3 0.714 1.470
Word-of-mouth regarding = WOMI1 0.917 1.747 0.791 0.827 0.795
AL(WOM) woM2 0.901 1.747

N = 402; a = Cronbach’s alpha; AVE, average variance extracted; CR, composite reliability.

SEAL AI Self-Efficacy; AL, AI Literacy; AA, Algorithm Aversion; BI, Behavioral Intention toward AI; IUS, Internet Use; PEU, Perceived Ease of Use of AI; PCAI, Privacy Concerns regarding

AL TAIR, Trust in AI Results; WOM, Word-of-Mouth regarding Al
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5 Results

5.1 The evaluation of the measurement
models

We assessed the measurement models in the preliminary phase
using the structural equation modeling function of SmartPLS 4.0. We
evaluated each reflecting construct from the conceptual model for its
internal consistency and validity. Table 1 presents the item loadings,
reliability statistics, average variance extracted (AVE), and variance
inflation factor (VIF) values. The loadings satisfy a minimum threshold
of 0.70 (Hair et al., 2010), demonstrating the existence of convergent
validity across all assessed items. We assessed reliability using
Cronbach’s «, with a criterion of 0.7 or above deemed acceptable for
confirmatory analysis (Henseler and Sarstedt, 2013). All reliability
scores are above 0.7, therefore validating the model’s internal
consistency. Also, all AVE values over 0.5 indicate a satisfactory model
and confirm the convergent validity of the constructs (Chin, 1998).
Composite reliability (CR) is considered satisfactory when composite
values are above 0.7 (Hair et al., 2010). Furthermore, we evaluated the
collinearity among the items in the measurement model. The dataset
exhibits no multicollinearity problems since the maximum VIF value
is 3.024 (BI3 item), which is below the threshold of 3.3 given by Hair
etal. (2017). Therefore, the presence of common method bias (CMB)
was not a concern. We also checked if each construct was different
from the others using the Fornell-Larcker and Heterotrait-Monotrait
methods. According to the Fornell-Larcker standards (Hair et al., 20105
Henseler and Sarstedt, 2013), the Average Variance Extracted (AVE)
for each latent variable must exceed the correlation coefficient between
the given variable along with all of the other variables (Table 2).

To ascertain that the concepts are not conceptually identical, we
employed the Heterotrait-Monotrait criterion. The values for all the
concepts in this study are below the important threshold of 0.9
(Henseler et al., 2015), which confirms that the concepts are distinct
from each other (Table 3).

5.2 The evaluation of the structural models

To be able to conduct an extensive assessment of the structural

10.3389/fcomm.2025.1722464

The highest VIF value found in the inner model is 1.157
(PEU — SEAI), which is below the limit, indicating that there is no
multicollinearity among the variables. The goodness of fit of the
saturated model is also acceptable. The square root mean residual
(SRMR) has a value of SRMR = 0.063, which fulfills the recommended
criteria of < 0.08 (Hair et al., 2017).

Besides, Internet Use explains 6.8% of the variance of Al Literacy
(R*=0.068), while AI Literacy explains 5.9% of the variance of
(R*=10.059) Trust in AI Results and 31.7% (R*>=0.317) of the
variance of Perceived Ease of Use of AL Trust in AI Results explains
4.3% (R* = 0.043) of the variance of Privacy Concerns regarding Al,
while Privacy Concerns regarding Al explain 1.7% (R* = 0.017) of
the variance of Algorithm Aversion. Furthermore, 23.9%
(R*=0.239) of the variance in AI Self-Efficacy is explained by
Perceived Ease of Use of Al and Al Literacy. Also, 27.8% (R* = 0.278)
of the variance in Behavioral Intention toward Al is being explained
by AI Self-Efficacy and Algorithm Aversion. Finally, 50.9%
(R*=0.509) of Word-of-Mouth regarding AI is explained by
Algorithm Aversion and Behavioral Intention toward Al (see
Figure 2).

As shown in Table 4, all 11 hypotheses (H,-H,;) were
empirically validated.

Hypothesis 1 posited that the internet use of PR and
Communication Sciences students has a positive influence on their Al
literacy. The outcomes (f} = 0.261; t-value = 4.638; p < 0.000) confirm
the existence of a positive effect. According to Cohen’s (1988)
interpretation, the effect values of p ranging from 0.10 to 0.29 are
classified as small, those from 0.30 to 0.49 as medium, and effect sizes
of 0.50 or more are deemed large. Therefore, we can argue that the
predictor has a small positive effect on the predicted variable; thus, H,
is supported.

Hypothesis 2 proposed that the AI literacy of PR and
Communication Sciences students positively influences their Al self-
efficacy. The results of the analysis (P =0.343; t-value =4.807;
P <0.000) indicate the existence of a positive, medium effect; hence,
H, is supported.

Hypothesis 3 postulated that the AI literacy of PR and
Communication Sciences students positively influences the perceived
ease of use of Al The findings (p = 0.563; t-value = 11.329; p < 0.000)
confirm the presence of a positive, large effect, providing support for

model, it was necessary to investigate the collinearity of the constructs. ~ hypothesis Hs.
TABLE 2 Discriminant validity analyses (The Fornell-Larcker criterion).
Variable SEAI AL AA Bl IUS PEU PCAI TAIR WOM
SEAI 0.826
AL 0.458 0.808
AA —0.237 0.041 0.796
BI 0.505 0.331 —0.268 0.837
1US 0.040 0.261 0.211 0.023 0.748
PEU 0.398 0.563 0.026 0.334 0.143 0.791
PCAI —0.029 0.051 0.130 —0.134 0.097 0.050 0.886
TAIR 0.326 0.243 —0.113 0.275 0.003 0.200 —0.208 0.799
WOM 0.443 0.266 —0.324 0.699 0.054 0.290 —0.131 0.249 0.909

SEALI, Al Self-Efficacy; AL, Al Literacy; AA, Algorithm Aversion; BI, Behavioral Intention toward Al; IUS, Internet Use; PEU, Perceived Ease of Use of Al; PCAI, Privacy Concerns regarding
AT; TAIR, Trust in AI Results; WOM, Word-of-Mouth regarding AL The bold values represent the square root of the average variance extracted by each construct which is greater than the

correlation between the construct and the other constructs.
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TABLE 3 Discriminant validity analyses (Heterotrait—Monotrait criterion).

Variable SEAI AL AA BI IUS PEU PCAI TAIR WOM
SEAI

AL 0.613

AA 0326 0.107

BI 0.620 0418 0.347

1US 0.099 0313 0.275 0.061

PEU 0.508 0.727 0.106 0.399 0.179

PCAI 0.066 0.090 0.180 0.172 0.138 0.121

TAIR 0.440 0.298 0.169 0.345 0.110 0.241 0.265

WOM 0.562 0.353 0.429 0.850 0.079 0.364 0.173 0.343

SEAL AI Self-Efficacy; AL, AI Literacy; AA, Algorithm Aversion; BI, Behavioral Intention toward AI; IUS, Internet Use; PEU, Perceived Ease of Use of AI; PCAI, Privacy Concerns regarding
AL TAIR, Trust in AI Results; WOM, Word-of-Mouth regarding Al
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Us2 o729 0847 o803 0772 o s o 525 0 576 el
0712 0o BI2
LR or2s— >
0.261 > 0.068 0.343
uss 40781 0896—p oo
0747 0.870
o750  Internet Al 0.563 Al Self-Efficacy Behavioural
wss e Literacy Intention Bl4
wwardsAI
usé
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‘/0776 7‘ 4 03‘5\ 0.85\
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A 09!7
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FIGURE 2
Structural model. Source: own development in SmartPLS.
TABLE 4 The path coefficients of the structural equation model.
Path B SD T-value CIt p values Decision
HI1: IU—-AL 0.261 0.056 4.638 [0.170, 0.388] 0.000%* Supported
H2: AL—SEAI 0.343 0.071 4.807 [0.196, 0.477] 0.000%* Supported
H3: AL-PEU 0.563 0.050 11.329 [0.463, 0.654] 0.000%* Supported
H4: PEU—SEAI 0.205 0.068 3.031 [0.073-0.337] 0.002* Supported
H5: SEAI-BI 0.468 0.054 8.586 [0.360-0.573] 0.000%* Supported
H6: AL—-TAIR 0.243 0.071 3.435 [0.101-0.376] 0.001* Supported
H7: TAIR—-PCAI —0.208 0.064 3.250 [-0.336, —0.086] 0.001* Supported
HS8: PCAI-AA 0.130 0.058 2223 [0.023-0.249] 0.026%** Supported
H9: AA—BI —0.157 0.059 2.689 [-0.272, —0.045] 0.007* Supported
H10: AA>WOM —0.147 0.043 3.419 [-0.236, —0.067] 0.001* Supported
H11: BI-WOM 0.660 0.038 17.383 [0.582-0.729] 0.000%* Supported

#p < 0.01; #p < 0,001, **%p < 0.05.

SD, Standard Deviation.

SEAL AI Self-Efficacy; AL, AI Literacy; AA, Algorithm Aversion; BI, Behavioral Intention toward AI; IUS, Internet Use; PEU, Perceived Ease of Use of AI; PCAI, Privacy Concerns regarding
AL; TAIR, Trust in Al Results; WOM, Word-of-Mouth regarding Al

!CI, Confidence interval [2.5-97.5%].
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Hypothesis 4 assumed that the perceived ease of use of Al exerts a
positive influence on PR and Communication Sciences students’ A self-
efficacy. The outcomes of the examination (f = 0.205; t-value = 3.031;
P <0.002) indicate the occurrence of a positive and significant small
effect; thus, H, is supported.

Hypothesis 5 presumed that the PR and Communication Sciences
students’ Al self-efficacy positively influences their behavioral intentions
toward Al The study insights (p = 0.468; t-value = 8.586; p < 0.000)
indicate the presence of a moderately positive impact that supports Hs.

Hypothesis 6 asserted that the PR and Communication Sciences
students’ Al literacy has a positive influence on their trust in Al The
outcomes (P = 0.243; t-value = 3.435; p < 0.001) confirm the existence of
a small positive effect; hence, Hy is supported.

Hypothesis 7 proposed that the PR and Communication Sciences
students’ trust in Al results exerts a negative influence on their privacy
concerns regarding AL The findings (B =—0.208; t-value = 3.250;
P <0.001) confirm the presence of a negative, small effect, providing
support for hypothesis H;.

Hypothesis 8 posited that the PR and Communication Sciences
students’ privacy concerns regarding Al positively influence their
algorithm aversion. The results (§ = 0.130; ¢-value = 2.223; p < 0.026)
pinpoint the existence of a positive, small, yet statistically significant
effect; thus, hypothesis H; is validated.

Hypothesis 9 postulated that the PR and Communication Sciences
students’ algorithm aversion exerts a negative influence on their
behavioral intention toward Al. The analysis outcomes (f = —0.157;
t-value = 2.689; p < 0.007) indicate a small negative effect; thus, H,
is supported.

Hypothesis 10 stated that the PR and Communication Sciences
students’ algorithm aversion exerts a negative influence on their word-
of-mouth regarding Al. The results of the analysis (f=—0.147;
t-value = 3.419; p<0.001) confirm the occurrence of a small yet
statistically significant negative effect; thus, H,, is supported.

Hypothesis 11 assumed that the PR and Communication Sciences
students’ behavioral intention toward AT has a positive influence on their
(B = 0.660;
t-value = 17.383; p < 0.000) pinpoint a large positive effect, providing

word-of-mouth regarding AI. The study results

support for hypothesis Hj,.

6 Discussion

The research model posits that Internet use facilitates the
development of Al literacy, which in turn positively influences Al
self-efficacy, namely, students’ perceived capacity to perform
Al-related tasks and handle various challenges that may arise in this
process. Possessing a certain level of Al literacy impacts how
respondents approach different Al-related situations and contexts,
fostering a high level of confidence in their ability to successfully
complete these tasks. The result, according to which the AI literacy
of PR students shapes their AI self-efficacy, is convergent with
Hornberger et al” study on the Al literacy among university students
in Germany. They found that their respondents have only a
foundational level of understanding of AL but Al literacy is related
to self-efficacy, interest in A, and attitude toward AI (Hornberger et
al., 2023). In their nationwide survey in Canada, Teng et al. (2022)
showed that health care students felt unprepared and uneducated
about A, which may have contributed to their fear and anxiety over
this topic. As we can notice, while AIL positively correlates with AI
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self-efficacy and performance, the lack of it is associated with
uncertainty, lack of confidence, Al inefficacy, and even anxiety.

Al literacy positively influences students’ trust in Al-generated
outcomes, as being Al literate entails not only acquiring knowledge
about AI but also interpreting data, critically evaluating it, and making
informed decisions accordingly. The literature (Chiang and Yin, 2022)
supports the positive impact of AIL on appropriate trust. Al self-efficacy
also contributes to an appropriate reliance on AI (Chiang and Yin, 2022)
as well as an appropriate delegation behavior toward AI (Pinski et al.,
2023; Pinski and Benlian, 2024; Chai et al., 2021). Pinski and Benlian
(2024) observed that while some studies suggest that task performance
improves with behavioral change; others have not found any significant
effect, highlighting the need for further empirical research in this area.

The Al literacy of PR students positively influences the perceived ease
of use of AL while the perceived ease of use of Al exerts a positive
influence on PR and Communication Science students” Al self-efficacy.
Students with perceived Al literacy are more likely to consider Al-related
tasks or Al-mediated communication (AI-MC) as easily manageable,
unlike those who lack or do not perceive themselves as possessing the
necessary Al competencies to complete such tasks. Our study showed that
PR and Communication Science students’ trust in Al results has a
negative influence on their privacy concerns regarding Al Nazaretsky et
al. (2025) also highlighted significant ethical concerns about Al use
among students, which intensify as their understanding of AI deepens.
This trend was especially noticeable among Master’s students in Computer
and Communication Sciences compared to STEM Bachelor’s students.
Their findings suggest that merely increasing Al knowledge does not
necessarily reduce ethical concerns. Another finding of our study is that
the students’ privacy concerns shaped their aversion to algorithms, which
in turn negatively influenced their behavioral intention toward Al and
their word-of-mouth communication. Fears related to privacy breaches
and the misuse of personal data increase the likelihood of developing
algorithm aversion, limiting the students’ intention to use Al tools and
applications. Algorithm aversion must be studied more deeply and
nuanced within this socio-demographic category, because the literature
is still scarce to have an understanding of this phenomenon among
students. In general, aversion to Al can be triggered by multiple factors:
lack of familiarity with Al, overestimation of ones own skills and
knowledge, and being an expert (Mahmud et al., 2022). Individuals with
task familiarity might be less inclined to engage in positive word-of-
mouth, as their higher confidence in decision-making reduces their
reliance on external validation (Allen and Choudhury, 2022). Finally, we
also found that PR and Communication Science students with a
behavioral intention toward AI were more willing to talk about AL This
result matches what Jo (2023) found, showing that students’ willingness
to use Al greatly influenced how much they talked about it, helping to
explain the patterns of discussion for this group.

7 Conclusion
7.1 Theoretical contributions

The Al literacy landscape is currently highly fragmented (Pinski
and Benlian, 2024), with one major issue being the problematic solidity
of the concept itself, especially when it must be rigorously delineated
from related terms such as digital literacy. While literacy is always in
process, continuously evolving, a well-grounded Al specificity is not
merely a matter of scientific vocabulary but of consciously measuring
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its complexity. The imprecise, implicit, or vague use of the term does not
contribute to the advancement of this field. Our study aimed to provide
a clearer depiction of this concept for a specific group of students. PR
and Communication Science students have an urgent need for Al
literacy, particularly as most of them fall into the two major categories
of users described in the literature: non-expert Al users (primarily in
their personal lives) and expert Al users (as a job requirement) (Pinski
and Benlian, 2024). The effects of Al literacy remain one of the least
studied aspects in the academic literature (Hornberger et al., 2023;
Pinski and Benlian, 2024), and our study aimed to contribute to a better
understanding of its consequences and correlations within a group that
is at the forefront of this phenomenon. Promoting AI literacy
(Nazaretsky et al., 2025) remains a necessary conduct for equipping
students with the optimal knowledge, competences, and critical
thinking for leveraging Al in a safe and productive manner.

7.2 Practical implications

Our findings also have some practical effects. The academic
community, the educational policymakers, and the practitioners can

> .

comprehensively understand the factors shaping students’ “orientation”
in an Al ecosystem that becomes prevalent. The tech-savvy generations
are not proficient per se, but they need a solid Al literacy foundation
to cope with the complex challenges of their personal and professional
lives. University professors may find in our study’s results significant
elements that contribute to a more nuanced understanding of students’
perceptions regarding some of the key factors influencing Al usage,
such as self-efficacy, trust, or privacy concerns. In this regard,
incorporating Al-related topics into courses or increasing the number
of specialized AI courses could enhance knowledge, competencies, and
critical thinking when assessing Al products. Educational policymakers
can design action plans and long-term campaigns focused on digital
and Al literacy. Furthermore, employers and industry specialists could
use our study’s data to identify solutions for better collaboration
between academia and the labor market, ultimately facilitating
students’ employability. Understanding how students perceive Al
efficacy, trust, or their intention to use Al, provides valuable insights
for developing well-structured educational and professional programs.

7.3 Limitations and future research
directions

The present study had inherent limitations. The study’s primary
limitation is the use of a regional sample, specifically students learning
PR and Communication Science from only three Romanian
universities. These characteristics may limit the generalizability of the
results to other national, cultural, or educational contexts. While this
methodological option represents a limitation, it also serves as a strong
starting point for future research, which could be conducted on
students from different universities in other countries and continents.
We acknowledge that numerous individual differences, as well as
variations in academic organizational culture and national contexts,
may impact such research in diverse ways. Therefore, diversifying
samples can ensure more objective comparisons and add value to the
understanding of this phenomenon. The self-reported perception of the
variables could also be a limitation of our study, and other studies could
find relevant objective measures for the variables included in our model.
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Future research could introduce additional individual
psychological variables as well as institutional factors specific to
each university (such as Al-related courses or the use of Al tools
in classrooms). Further studies might also explore whether AI
literacy depends more on formal education or on informal ways of
acquiring information and skills. This model could also be applied
to other socio-professional categories, in various contexts, and
across time. Finally, although the proposed model indicates
relationships between the studied variables, it cannot definitively
establish causality or track changes over time because of the study’s
cross-sectional nature. Additionally, a longitudinal study could
shed light on the differences that emerge within this model and the

factors that drive them.
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