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The right to game Al-systems: a
speculative right for contestation
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This paper proposes the ‘right to game Al-systems’ as a speculative design artifact
to challenge dominant narratives that position ‘gaming’ as a threat to algorithmic
integrity. We argue that in high-stakes domains like insurance, health, and welfare,
gaming the system should be recognized as a legitimate and necessary act of
agency, resistance, and contestation. Rooted in a critical reading of the GDPR
and the EU Al Act, and employing Causal Layered Analysis (CLA) and speculative
design, we reframe the ‘right to game’ as a vital response to structural opacity and
the unequal power dynamics inherent in Al governance. By connecting 'gaming’
to established concepts of contestability, ethical hacking, and playful exploration,
this paper argues for a radical shift in perspective that empowers individuals
to become active participants in, rather than passive subjects of, algorithmic
decision-making.
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1 Introduction: systems we're not allowed to game

Artificial Intelligence (AI) has rapidly evolved from a speculative technology into a
ubiquitous, powerful force, fundamentally reshaping decision-making processes across critical
sectors. From assessing creditworthiness and insurance premiums to allocating healthcare
resources and determining eligibility for social welfare, Al-driven systems are now
instrumental in governing people’s lives (O’Neil, 2016). This pervasive integration means that
automated decisions are routinely made about individuals, often with profound and life-
altering consequences (O’Neil, 2016; Pasquale, 2015).

Numerous real-world examples underscore the critical need for transparency and
contestability in algorithmic governance. In the German case of Hesse v. Agentur fiir Arbeit, a
court questioned the transparency and accountability of a risk scoring algorithm (the Austrian
AMS system) used to assess job seekers, highlighting concerns about individuals being
disadvantaged by an inscrutable system.' The widely reported A-level grading scandal in the
United Kingdom demonstrated how an opaque algorithm, initially presented as a neutral tool,
disproportionately downgraded students from marginalised backgrounds based on factors
seemingly unrelated to their individual performance, revealing a stark example of algorithmic
bias and a lack of accountability for its discriminatory impact (UK Parliament, House of
Commons Education Committee, 2020). In the Netherlands, the SyRI (System Risk Indication)
system, designed to detect welfare fraud using a range of personal data, was ultimately ruled
unlawful by a court due to its violation of human rights, particularly the right to privacy, but
also raising significant concerns about its potential for discrimination against low-income and
migrant communities (NJCM v The Dutch State, 2020; Van Bekkum and Borgesius, 2021).

1 Hesse v Agentur fUr Arbeit Sozialgericht Giel3en, Judgment of 20 February 2020, S 14 AS 101/19.
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The opacity of the algorithm made it impossible for affected
individuals to understand why they were flagged as potential risks,
denying them the opportunity to meaningfully contest the basis of the
state’s suspicion.

These cases are not isolated incidents; they are symptomatic of a
broader phenomenon where the opacity of algorithmic decision-
making systems denies individuals the opportunity to understand,
scrutinize, and effectively contest the basis upon which they are being
judged. This lack of transparency is particularly problematic because,
as critical scholars have demonstrated, algorithmic systems frequently
reproduce and amplify existing societal biases and structural
inequalities (Eubanks, 2018; Couldry and Mejias, 2019). Trained on
historical data that reflects past and present discrimination, and
designed with objectives and logics that may implicitly favor dominant
groups, these systems can inadvertently or intentionally entrench
disadvantage and reinforce existing power structures and social
hierarchies under the guise of technical neutrality and efficiency
(Couldry and Mejias, 2019).

The opacity of AI systems not only hinders individual
understanding and contestation but also tends to obscure the political
choices and value judgments embedded within algorithmic design
and deployment. This can lead to outcomes that are not objective,
data-driven inevitabilities but the result of deliberate design decisions,
data selection, and power dynamics (Winner, 1980). This makes it
harder to identify the mechanisms through which inequality is
reproduced and limits opportunities for people to take action
(Mittelstadt et al., 2016; Zarsky, 2013).

To make this more concrete, this is about when for example: your
car insurance premium is determined by a telematics “black box” that
monitors your every move; or when you need healthcare and your
treatment options are ranked by a health algorithm; or when you are
looking for a job and your opportunities are filtered by an automated
hiring system These are systems, we are subject to, but not allowed to
understand, much less challenge in a meaningful way.? In each of these
cases, the system’s logic may be protected as a corporate asset. This
opacity denies individuals the opportunity to scrutinize and effectively
contest the basis upon which they are being judged, often reproducing
and amplifying existing societal biases and structural inequalities
under a guise of technical neutrality (Mittelstadt et al., 2016).

In this context, we ask how individuals can exercise meaningful
control over their lives. This paper argues that addressing the harms
of opaque algorithmic governance requires a fundamental shift in
perspective. We propose a provocative concept: the right for
individuals to ‘game’ AI systems. This concept is introduced not in the
sense of malicious exploitation, but as a speculative design artifact that
challenges dominant narratives. We argue that in high-stakes domains,
understanding how these systems work and adjusting one’s behavior
in response should be recognized as a legitimate act of agency and
participatory sense-making.

This paper will proceed as follows. Section 2 will analyze the
current regulatory landscape and use Causal Layered Analysis (CLA)
to deconstruct the fear of gaming that underpins algorithmic secrecy.
Section 3 will reconceptualize gaming as a powerful form of

2 See Dun & Bradstreet Austria, Case C-203/22, Judgment of 27 February

2025, Court of Justice of the European Union
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contestation, linking it to academic literature on contestable Al,
ethical hacking, and playful exploration. Section 4 will operationalize
this concept through a speculative design scenario: the “Fair Play
Insurance Dashboard” to illustrate its practical benefits. Section 5 will
then discuss the ethical parameters and implications of such a right.
Finally, we conclude by advocating for a future where individuals are
empowered as active algorithmic citizens, not as passive data subjects.

2 The status quo: algorithmic secrecy
and the fear of ‘gaming’

The prevailing approach to AI governance is characterized by a
fundamental tension: a stated desire for transparency on one hand,
and a deep-seated institutional and economic structure that fiercely
protects algorithmic secrecy on the other. This section first examines
the legislative landscape that enables this conflict and then uses Causal
Layered Analysis (CLA) to uncover the deeper narratives that fuel the
fear of gaming the system.

2.1 The regulatory paradox: the right to
access vs. trade secrecy

The European Union’s General Data Protection Regulation
(GDPR) and the AI Act represent landmark efforts to regulate
algorithmic decision-making. Articles 15 and 22 of the GDPR grant
individuals the right to meaningful information about the logic
involved in automated decision-making (Regulation (EU), 20165
Malgieri and Comandé, 2017).

Article 15, the right of access by the data subject, is particularly
relevant.’ It grants individuals the right to obtain confirmation as to
whether personal data concerning them is being processed, and if so,
to access that data and specific information about the processing.
Article 15(1)(h) states that this information includes “meaningful
information about the logic involved, as well as the significance and the
envisaged consequences of such processing for the data subject.” This
provision seems to directly address the need for individuals to
understand how automated decisions affecting them are made.

Furthermore, Article 22 grants data subjects the right “not to
be subject to a decision based solely on automated processing,
including profiling, which produces legal effects concerning him or
her or similarly significantly affects him or her” While this article
provides a right against solely automated decisions in high-stakes
scenarios, it implicitly underscores the need for transparency and
human involvement where such decisions are permitted or used to
inform human decisions.

However, these promises of transparency are significantly
undermined by countervailing protections for corporate interests.
Recital 63 of the GDPR explicitly states that the right of access “should
not adversely affect the rights or freedoms of others, including trade

secrets or intellectual property”.*

3 We argued for the need for a broad interpretation of access rights and trade
secrets (Van den Boom, 2020).
4 Recital 63 GDPR.
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In practice, this exception is often used to block any meaningful
access (Wachter et al, 2017). People trying to obtain greater
algorithmic transparency under the GDPR have frequently
encountered this trade secret defense from companies, highlighting
the practical difficulties individuals face in exercising their rights
when confronted with powerful corporate interests (Veale et al., 2021).

When a driver asks their telematics insurer why their premium
has increased, they are likely to receive vague categories of risk factors
(driving style, route choices) rather than the specific weights and data
points that constitute the meaningful information they need (Bucher,
2017). The algorithms remain a black box. This creates a regulatory
paradox where the right to transparency exists in theory but is often
unenforceable in the face of corporate claims of confidentiality (Veale
etal., 2021).

The European Union’s Artificial Intelligence Act (AI Act)
represents a first comprehensive legal framework.

A framework specifically designed to regulate Al systems.’
Adopting a risk-based approach, the AT Act imposes varying levels of
obligations on Al systems depending on their potential to cause harm.
Al systems used in critical areas such as healthcare, education,
employment, and law enforcement are classified as high-risk and are
subject to stricter requirements.

The AI Act includes specific transparency obligations for high-risk
Al systems under Article 13 and broader transparency obligations for
certain Al systems under Article 52. For high-risk systems, providers
must design and develop them to enable human oversight and provide
accompanying information that is “clear and adequate” This
information is intended to help users understand the system’s
capabilities and limitations.

Article 52 imposes specific transparency obligations for Al systems
intended to interact with individuals or generate content, requiring
users to be informed that they are interacting with or exposed to Al

While the AT Act reinforces the importance of transparency and
accountability for high-risk AJ, it does not fully resolve the problems
we face with implementing the GDPR in a way that protects trade
secrets (Oxford Law Blogs, 2025). While it builds upon GDPR
principles, the AI Act’s focus is more on the safety and fundamental
rights risks posed by the AI system itself, rather than the data
protection rights of individuals concerning automated decisions.

The Act aims to balance innovation with safety and rights, but the
specific details of how transparency will be enforced and how it will
be weighed against claims of confidentiality remain subject to ongoing
debate and the
and guidelines.

development of implementing standards

The burden often remains on affected individuals or civil society
organizations to identify problematic Al systems and advocate for
greater transparency and accountability.

Furthermore, the regulatory landscape for Al transparency is
fragmented. Even with the GDPR and AI Act, individuals seeking to
understand how algorithmic decisions are made about them must
navigate complex interactions between data protection law, sector-
specific regulations (e.g., in healthcare or finance), and intellectual
property law (Mittelstadt, 2019).

5 Regulation (EU) 2024/1689 of the European Parliament and of the Council
of 13 June 2024 (Artificial Intelligence Act).
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The lack of a single, clear, and universally enforceable right to truly
understand algorithmic logic significantly hinders the ability of
individuals to exercise agency and contest decisions that impact their
lives, contributing to the opacity that underpins the reproduction of
inequality.®

2.2 Unpacking the fear of gaming: a causal
layered analysis

To understand the persistent resistance to transparency, we must
look deeper than legal texts. Causal Layered Analysis (CLA), a futures
research method, helps deconstruct the narratives that sustain the
status quo (Inayatullah, 1998). CLA is a poststructuralist futures
research method that moves beyond conventional, surface-level
analyses of issues to uncover the deeper causes, worldviews, and
metaphors that shape our understanding and limit possibilities for
change (Inayatullah, 1998). By applying CLA to the debate
surrounding algorithmic transparency and the fear of providing access
and transparency, we can peel back the layers and reveal the often-
hidden power dynamics and ideological commitments that maintain
the status quo of algorithmic opacity (Figure 1).

CLA operates on four distinct, yet interconnected layers:

(a) Litany: immediate concerns and the fear of gaming

At the surface level, the litany of the algorithmic transparency
debate is dominated by immediate concerns about the potential
negative consequences of granting individuals access to the inner
workings of Al systems. The narrative frequently presented in media,
policy discussions, and by corporate actors focuses on the risk that
users will game the system if they understand its logic (Van den Boom,
2020). Examples cited include individuals manipulating credit scoring
algorithms to improve their rating without genuine financial
responsibility, drivers altering behavior only when telematics systems
are active, or students finding loopholes in educational assessment Al.

This layer emphasizes threats to algorithmic integrity, system
security, and the potential for widespread manipulation or exploitation.
The proposed solutions at this level often involve technical safeguards
to prevent gaming, legal penalties for misuse, or simply maintaining
secrecy to make gaming impossible. This litany, while containing
elements of valid concern about system security, tends to frame the issue
as a problem of malicious individual behavior that must be controlled.

(b) Systemic causes: structures of power and competition

Moving beneath the surface litany, the systemic layer reveals the
underlying social, economic, and legal structures that give rise to and
sustain the fear-of-gaming narrative. A primary systemic cause is the
economic incentive for companies to protect their AI algorithms as

6 Thisis despite the CJEU, which recently confirmed the right to explanation
of automated decision-making. Instead, the balancing of interests must
be carried out on a case-by-case basis, Dun & Bradstreet Austria, Case
C-203/22, para. 75 (CJEU, 2025). see https://curia.europa.eu/juris/document/
document jsf?text=&docid=295841&pagelndex=0&doclang=en&mode=Ist&
dir=gocc=first&part=1&cid=1555350.
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+ People should not game the system
« Transparency enables cheating
+ Algorithms must remain secret

+ Data extraction business models
- Competition/IP law prioritizes corporate interests
» Lack of robust enforcement mechanisms

FIGURE 1
CLA applied.

WORLDVIEW

MYTH / METAPHOR

valuable trade secrets and intellectual property. In a highly competitive
market, the specific design, training data, and operational parameters
of a performant algorithm can represent a significant competitive
advantage. Transparency is perceived as a direct threat to this
advantage, potentially allowing competitors to replicate successful
models without incurring the same research and development costs
(Van den Boom, 2020). This economic structure creates a powerful,
vested interest in maintaining algorithmic opacity, and the legal
frameworks surrounding intellectual property often provide robust
mechanisms for doing so, creating a direct conflict with data
protection and transparency rights.

Furthermore, the concentration of power within large technology
companies and institutions that develop and deploy Al systems is a key
systemic factor. This concentration of power allows these actors to shape
the discourse around Al, influencing policy and public perception.

The fear of gaming can be strategically amplified by those in power
to justify maintaining control and limiting external scrutiny. The
complex technical nature of advanced Al also acts as a systemic barrier,
creating an information asymmetry between those who build and deploy
AT and those who are subjected to its decisions, reinforcing existing
power inequality. The fragmented and often weakly enforced regulatory
landscape for AT accountability also contributes to this layer by failing to
create sufficient systemic pressure for meaningful transparency.

(c) Worldview: beliefs in control and market primacy

The systemic causes are, in turn, supported by deeper worldviews
and paradigms. A dominant worldview underpinning the fear-of-
gaming narrative is a strong belief in control and order imposed from the
top down. This worldview views systems as entities to be managed and
protected by experts and authorities, with users as passive recipients or
potential disruptors who need to be controlled or contained. From this
perspective, granting individuals the power that comes with
understanding a systems inner workings is inherently risky and
undesirable, as it might lead to unpredictable outcomes outside of
intended control.

Frontiers in Communication

Another powerful worldview at play is the prioritization of market
dynamics and corporate interests over individual rights and democratic
accountability. This perspective holds that the pursuit of economic
efficiency, innovation (often narrowly defined by market advantage), and
corporate profitability are paramount. Within this worldview, the
protection of trade secrets is seen as essential for market functioning and
innovation, and concerns about individual transparency rights are
secondary or viewed as obstacles to progress. This worldview often
assumes that market competition will eventually lead to optimal outcomes,
including trustworthy Al, without the need for extensive external
regulation or mandatory transparency that might impede corporate
strategies. This perspective often downplays or fails to adequately account
for how market forces can exacerbate, rather than mitigate, inequality and
social harms when left unchecked (Whittaker, 2021).

Human

(d) Myth/Metaphor: about

Nature and Al

Underlying  Beliefs

At the deepest layer, the worldviews are sustained by powerful, often
unconscious, myths and metaphors. The fear of gaming taps into deep-
seated cultural myths about human nature, often portraying individuals
as fundamentally self-interested actors prone to cheating and exploiting
systems for personal gain. This myth justifies the need for external
control and surveillance, reinforcing the idea that individuals cannot
be trusted with power or knowledge about the systems that govern them.”

At the same time, there are powerful myths surrounding Al itself. AT
is often portrayed metaphorically as objective, a neutral judge capable of

7 For an analysis of the arguments, see Busuioc et al. (2023) who found that
[] the effectiveness of secrecy as an antidote for gaming is far from uncontested.
Busuioc M, Curtin D, Almada M. Reclaiming transparency: contesting the logics
of secrecy within the Al Act. European Law Open. 2023;2(1):79-105; Rudin,
C. (2019). Stop explaining black box machine learning models for high-stakes
and use instead. Nature Machine

decisions interpretable models

Intelligence, 1, 206.
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making perfectly rational decisions free from human bias (Gillespie,
2014). We also see the narrative that Al systems are too hard to
understand even for expert, so we just have to accept instead of scrutinize
these systems.® These myths contribute to a sense of technological
determinism or inevitability best left in the hands of a select few experts
(Morozov, 2013; Broussard, 2019; De Liban, 2024). The combination of
the myth of the untrustworthy individual and the myth of the inscrutable
or infallible algorithm enables the narrative that denying transparency is
necessary and appropriate (Schellmann, 2024; Kroll et al., 2017). The
algorithm becomes a benevolent, necessary authority that must
be protected from the potentially malicious actions of individuals seeking
to exploit its secrets (Kak and West, 2023).

Using Causal Layered Analysis reveals that refusing transparency
and access rights is not a simple response to security risks. It is a
narrative deeply embedded in structures of power, competition, and
worldviews that prioritise corporate control over individual agency
(Van den Boom, 2022). Challenging this requires more than
demanding transparency; it requires a fundamental reframing of what
it means to interact with an algorithmic system (Rudin, 2019).

3 Reimagining the right to gaming
systems as a right of contestation

We deliberately use the provocative term gaming to challenge
its negative connotation and reframe it as a legitimate and
necessary form of contestation in an algorithmic society. This
section builds a theoretical foundation for this re-appropriation,
connecting it to established legal and interdisciplinary debates on
contestability (Wachter et al., 2020), civic resistance (Cohen,
2019), play as critique (Sicart, 2014), And ethical hacking
(Bellaby, 2023).

3.1 From illegitimate cheating to a right of
contestation

In everyday use, gaming the system implies deception or
manipulation. We acknowledge this cultural framing. However, in the
context of opaque, high-stakes AI systems, often shielded from
scrutiny by trade secrets or proprietary protections, gaming becomes
arational and necessary response to structural power imbalances (Kak
and West, 2023; Edwards and Veale, 2018). When official channels for
redress or explanation fail, users are left with few options but to
experiment, test, or subvert the system to understand or challenge it.

We argue that gaming in this context takes on multiple
democratic functions:

» Agency: Reclaiming control in systems where individuals are
typically positioned as passive subjects of computation, subject
to automated decisions without recourse (Cohen, 2019).

8 This understanding that systems are too complex to be understood by
ordinary people was also refuted by the CJEU in Dun & Bradstreet Austria,
Case C-203/22 (CJEU 2025).
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o Resistance: Pushing back against dominant narratives that
position algorithmic outcomes as objective or inevitable
(Eubanks, 2018).

« Participatory sense-making: Engaging with algorithmic
systems not just to interpret their outputs but to actively
make sense of how they construct subjects and realities
(Lindley et al., 2020).

« Behavioral self-modification: Using knowledge gained from
gaming to adapt one’s behavior and achieve fairer outcomes
within algorithmic systems (Ananny and Crawford, 2018).

This reframing aligns with the growing literature on contestable
AI which seeks to provide procedural mechanisms for users to
intervene in automated decision-making (Wachter et al., 2020). Our
concept of the right to game AI systems is a speculative legal
proposition that extends beyond explanation rights, advocating for
user-driven practices of resistance, redress, and reappropriation.

3.2 Playing with the trouble

This re-appropriation finds further grounding in the legal
recognition of ethical hacking, red teaming, and adversarial testing as
legitimate modes of system critique (European Union., 2024; Veale,
2020). However, these practices are usually reserved for technical
experts under institutional oversight. Our speculative intervention
envisions a future in which such practices are democratized. Here, the
individuals most impacted by algorithmic systems (welfare recipients,
insured drivers) are empowered to act as civic auditors, drawing on
their lived experience to test, probe, and challenge the logic and
effects of these systems (Van den Boom, 2023).

In this framing, gaming shifts from a self-interested or deceptive
practice into a distributed method of algorithmic accountability. It
functions as a form of grassroots red teaming, allowing users to stress-
test decision systems and demand more robust, just, and transparent
design. Unpacking these socio-technical infrastructures requires
interventions from multiple, distributed vantage points (Crawford and
Joler, 2018).

3.3 Why gaming and not just contesting?

While the notion of contestability has gained traction in Al
governance discourse, it often remains tethered to formal legal
procedures or institutional processes (Wachter et al., 2020). We retain
the term gaming because of its speculative, insurgent potential.
Contesting suggests recourse within an existing system; gaming implies
tactics deployed precisely when those systems are inaccessible,
incomplete, or untrustworthy.’

The Right to Game AI Systems is thus presented not as a formal
legal right in the traditional sense, but as a speculative legal artifact, a
tool to provoke discussion about what rights might be needed when
we are governed by inscrutable, non-negotiable infrastructures. It
reflects the critical legal insight that law itself is often structured to
deny access or recognition to certain subjects, and that resistance must

9 Cohen (2019); Eubanks.*
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often come from outside its formal channels (Delacroix and
Wagner, 2021).

4 A speculative artifact: the right to
game Al-systems in practice

Causal Layered Analysis (CLA) helps us break down the deeper
stories and systems that support the lack of transparency in
algorithmic technologies. Speculative design builds on this by
offering a way to go beyond critique (Van den Boom, 2023). It allows
us to imagine and explore futures where people are not simply
governed by algorithms but have agency and control over them. This
section introduces a speculative scenario that puts into practice the
idea of a right to game Al systems.

Speculative design is not about solving current issues or creating
market products. Rather, it provides a way to ask “what if?” about
technological and societal direction, allowing us to envision futures
beyond existing legal, social, or technological frameworks. It
challenges dominant worldviews and opens doors to imagining
alternatives (Dunne and Raby, 2013; Lindley and Green, 2021).
Within Al governance, it enables us to question the passive roles
often assigned to users and imagine futures where power is
redistributed toward individuals (Lindley et al., 2020).

The Right to Game AI-Systems is a speculative legal artifact, a
fictional, provocative tool. It is not a legally enforceable right, but a
means to rethink how people might contest or engage with
algorithmic systems. By imagining individuals who can test, deceive,
or resist algorithmic decisions, the artifact aims to surface
assumptions embedded in current governance frameworks and invite
alternative models of fairness, accountability, and agency (Lindley
et al., 2020).

Speculative design turns abstract values like transparency and
resistance into tangible experiences that can be imagined, lived
through, and discussed. It concretizes intangible concepts in narrative
or material form." By envisioning a future where individuals have the
right to game Al systems, we can explore both positive outcomes and
unintended consequences and anticipate ethical or legal challenges
(Pschetz et al., 2017; Tallyn et al., 2018).

More broadly, this speculative approach reshapes our view of
human-AT relations. Rather than focusing solely on protection from
harm, it invites consideration of how people might actively shape,
resist, or subvert Al systems. The Right to Game framework prompts
reflection on who holds power in algorithmic systems and under
what conditions such power can be contested (Lindley et al., 2020).

Consider the example of a driver whose insurance premium is set
by a telematics black box. Instead of passive acceptance, we imagine
a speculative tool called The Fair Play Insurance Dashboard. Although
fictional, this interface makes algorithmic decisions visible,
contestable, and even gameable by the user."

Our driver logs into her insurance portal and is greeted by the Fair
Play Dashboard. This innovative tool goes beyond simply displaying

10 Dunne & Raby®.
11 See for other examples, Bitbarista, which was designed to provoke

reflection on autonomy and data norms (Tallyn et al., 2018).
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her premium; it empowers her with four key features: the module, the
explorer, the simulator, and alerts.

The fair play insurance dashboard

Radical transparency module: Logic and weights explorer:

This section lists every data point the | This is the core of the dashboard. It
insurer’s algorithm uses: every trip, displays the key factors influencing the
start/end times, speed, acceleration/ Driver risk score and, crucially, their
braking patterns, routes taken, and relative weights.
even contextual data like weather For example:
and traffic density. Hard Braking Events: 35%
It also lists non-driving data points Driving Between 11 p.m. - 5 a.m.: 25%
that might be used, such as the car’s Exceeding Speed Limit: 20%

Driving in High-Risk Zones: 15%

Total Mileage: 5%

model, age, and color.

The gaming simulator: Bias and fairness alerts:

This is an interactive tool where the “Our model flags the North Industrial’
driver can play with the model. They | zone as high-risk, which increases your
can use sliders to adjust variables premium. We recognize this may
and see the immediate impact on disproportionately affect residents or
simulated premium. workers in this area.
For example,

“What if I had made 50% fewer

hard-braking maneuvers last month?”

You have the right to request a review of
this factor”

This feature turns the driver from a
The simulator shows a premium passive subject into an active participant
drop of 15%.

“What if I avoided all driving after

11 p.m.?” The simulator shows a

in ensuring the system’s fairness.

premium drop of 20%.

These features allow her to actively ‘play’ with her premium and
driving behavior. These features allow her to interactively explore her
premium and driving behavior.

The dashboard is intended to spark discussion rather than provide
direct assistance. By enabling drivers to experiment with different
scenarios without altering their actual behavior, they can “win” by
lowering their premiums.

This approach highlights the fact that insurers may not fully
understand or have access to the algorithms they use. Research shows that
insurers set premiums using algorithms that lack transparency regarding
the factors influencing risk scores. By outsourcing risk scoring algorithms,
insurers no longer know whether there is a clear link between driving
behavior, risk scores, and the premiums drivers pay. This ambiguity can
lead to potential unfair discrimination, as drivers may be unaware of the
underlying data and logic that determine their rates (Van Bekkum et al,,
2025). The Fair Play Dashboard aims to provoke people to challenge how
we allow algorithmic decision-making in insurance and other aspects of
our lives that have a serious impact.

5 The parameters and implications of
a right to game

With this example of a beneficial vision of gaming the Al system,
we now turn to the ethical framework needed to guide its implementation.
Having the right to game Al systems should not be absolute. There are
serious concerns and negative consequences when people are allowed to
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Significant
consequences
Yes

Is the individual subject
to scoring or classification?

\/
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No serve innovation or

obscure inequality?

No (Obscurgs Inequality)

Y

The right to game applies

FIGURE 2
Decision flow for applying the right to game.

Is the algorithmic decision
high-stakes or legally/
economically significant?

Does the trade secret claim

Yes (Innovation)

No

Is there a public interest
in fairness, harm reduction,
or bias prevention?

Yes No

Y

Limited access may be justifiable

challenge systems through creative practices. In the context of insurance,
for example, when people know the company will have a threshold before
they will investigate, people may abuse this knowledge and make sure
their claims are below the threshold instead of filing for the actual (lower)
amount. Therefore, the right we propose must be balanced against
societal interests and be the least likely to cause harm.

The following conditions, presented here as a decision flow, can
serve as a guide for determining when this right should apply (Figure 2).

This framework helps to set the boundaries of the right. It is not
a call against the protection of trade secrets, but to contest that when
an algorithm functions as a gatekeeper to important interests of
individuals, the decision must be in favor of radical transparency and
individual agency."

The Fair Play Dashboard scenario meets all these criteria:
insurance is high-stakes, Drivers are being scored, there is a public

12 On whether the public interest should outweigh secrecy. Oxford Law
Blogs. (2025, July 23). Secrecy without oversight: How trade secrets could

potentially undermine the Al Act’s transparency mandate.

Frontiers in Communication

interest in fair pricing, and the insurer’s claim of secrecy risks
obscuring biases against certain drivers or neighborhoods.

6 Conclusion: toward algorithmic
citizenship

This paper has argued for a fundamental reframing of our
interaction with AI systems. We have challenged the narrative
that positions gaming the system as a threat, re-imagining it as a
legitimate and necessary right of contestation. By connecting this
provocative concept to established academic literature and
illustrating its potential through a speculative design scenario,
we have shown how empowering individuals to understand and
engage with algorithmic logic can lead to fairer, more equitable,
and more effective outcomes.

The fear of individuals gaming AI systems they are subject to
is a narrative that serves to protect existing power structures. By
reframing this, we advocate for a future where individuals
transition from being passive data subjects to becoming active
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stakeholders, enabled to make well-informed decisions (Gillespie
et al., 2014). This requires a fundamental shift in how we develop
and regulate AI, prioritizing transparency, agency, and
accountability. Embracing this openness is essential for fostering
trust and ensuring that the future shaped by Al is one where
power is more equitably distributed and fundamental human
rights are protected.

In other words, what we have experienced is that using
speculative scenarios helps make the benefits of the right to game
tangible. It transforms the relationship between the driver and
their insurer from one of opaque judgment to one of transparent
negotiation. Furthermore, it can help companies to shift from
merely avoiding punishment to actively pursuing improvement
because there are clear rules they and others can follow. Instead
of accepting given narratives, using speculative design can raise
awareness and improve stakeholder engagement to lead to better
outcomes for both the individual (lower premiums, safer driving)

and society (fewer accidents, fairer pricing; Gillespie et al., 2014).
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