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A Correction on
Synchronizing LLM-based semantic knowledge bases via secure
federated fine-tuning in semantic communication

by Li, L, He, Y., Xu, R., Chen, B., Han, B., Zhao, Y., and Li, J. (2025). Front. Artif. Intell. 8:1690950.
doi: 10.3389/frai.2025.1690950

The funder: National Key Laboratory of Security Communication Foundation [2023,
6142103042310] for Jianhua Li was erroneously omitted.

The correct Funding statement appears below.

The author(s) declared that financial support was received for this work and/or
its publication. This work was funded by National Key Laboratory of Security
Communication Foundation [2023, 6142103042310] for Jianhua Li.

The original version of this article has been updated.
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