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Ensuring robust test coverage, high code quality, and a strong security posture
are persistent challenges in modern industrial software development, especially
as systems grow in complexity and release cycles accelerate with recent Artificial
Intelligence (Al) related productivity gains. This paper introduces a conceptual
framework, "The Test Pyramid 2.0", which offers a clear and actionable path to
integrate the latest advances in Al and DevSecOps principles into engineering
workflows to achieve greater efficiency, reduce defect leakage, and create
more resilient systems. We examine how Al enhances each layer of the test
pyramid through capabilities such as automated test generation, coverage
analysis, test data synthesis, anomaly detection, and intelligent Ul exploration.
In parallel, we embed DevSecOps practices directly into the pyramid by aligning
security controls with each testing layer, ranging from static analysis and policy
enforcement to dynamic testing, misconfiguration detection, and adversarial
simulation. We also explore how Al strengthens these security practices through
adaptive learning, risk prioritization, and context-aware detection. Together,
these advances create a holistic, Al-augmented, and security-conscious testing
strategy that supports the speed of modern development without compromising
quality or safety.

KEYWORDS

software testing, quality assurance, artificial intelligence, DevSecOps, shift left,
continuous integration, security testing

1 Introduction and background

Testing remains a cornerstone of modern software delivery. Existing challenges in
ensuring robust test coverage and maintaining a strong security posture are further
exacerbated by unprecedented productivity gains achieved through the use of Generative
AT in the software development life-cycle (Rolls, 2025). As developer velocity increases,
so does the urgency to ensure that production-ready software is backed by automation-
enabled quality and security practices. In addition, for practitioners, test coverage alone
is not sufficient; automated testing and fast feedback loops are essential to support rapid
iteration without compromising reliability or safety (Shahin et al., 2017). Meanwhile,
according to the DevSecOps philosophy, Security must also “shift left,” becoming a first-
class citizen in testing strategies rather than an afterthought of deployment (Lietz, 2015).
This paper addresses these needs by re-examining the classical test pyramid through the
dual lenses of AT and DevSecOps.

“The Test Pyramid” (Cohn, 2009) is a fundamental and widely adopted concept in
modern software quality engineering. From unit, component and integration tests to
UI/API and manual exploratory tests, it is a structured framework for balancing effort,
isolation, and speed in different layers of application testing. Originally proposed by Mike
Cohn and expanded by various practitioners such as Vocke (2018), the pyramid encourages
teams to build a test suite that is comprehensive, efficient, and maintainable. The basic
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principle is that tests become broader, fewer, and more expensive
to execute as we move up the pyramid. This structure emphasizes
speed and feedback efficiency at the lower levels, while it captures
essential behavioral checks at the upper layers (Figure 1). The
concept has been widely adopted in Agile environments and forms
a cornerstone of scalable test automation strategies.

We extend this model into “The Test Pyramid 2.0,” embedding
security testing directly into each layer. It is important to note
that in this paper we operate on a more granular version of the
Test Pyramid proposed by Mike Cohen in his book “Succeeding
with Agile: Software Development Using Scrum.” The original test
pyramid had three layers (Unit, Service, and UI/E2E), while we
operate on a pyramid with five layers that incorporate various
testing methodologies used across the industry and academia today.
This allows us to dive deeper into the advances and vend our
recommendation at each granular layer.

Further, we explore the role of AI in amplifying both
quality and security outcomes. From automated test generation,

10.3389/frai.2025.1695965

intelligent test orchestration, and anomaly detection to adaptive
vulnerability scanning and context-aware risk prioritization,
various Al techniques transform each layer of the pyramid into
a smarter, more proactive quality and security checkpoint. By
framing these advances within a familiar model, this document
offers a practical framework for teams seeking to deliver
faster, safer, and more resilient software in today’s high-velocity
engineering environments.

2 Changes to the test pyramid—The
Test Pyramid 2.0

In each sub-section below, we start by defining the traditional
role of each layer in the test pyramid. We then cover the proposed
changes: (a) application of various Al techniques based on existing
research and (b) embed a concrete suite of tests borrowed from the
DevSecOps philosophy. These changes are summarized in Figure 2.
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FIGURE 2
The Test Pyramid 2.0
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2.1 Unit testing (Layer-1)

Unit tests form the foundation of the pyramid and are the
most comprehensive in terms of code coverage. These tests focus
on the narrowest scope, typically a single function or method at
the package or module level. The goal is to validate that individual
units of code behave as expected for various inputs, often through
stubbing or mocking external dependencies to ensure isolation.
Due to their lightweight nature and fast execution time, unit tests
provide the quickest feedback loop and are critical for supporting
rapid development cycles. Obtaining close to 100% coverage at
this level is generally considered ideal. Their close relationship
with code modules makes them prime candidates for AI-driven
automation. Here are some of the automation techniques that we
recommend applying at this layer:

2.1.1 Automated testcase generation

A broad spectrum of studies have been published that used
Large-Language Models (LLMs) to generate test-cases. Chen et al.
(2024) proposes “ChatUniTest,” which is a framework for LLM-
based Test Generation. The authors use four Java projects (from
different domains eCommerce, Binance connectors, etc.) and
compare it's performance with “EvoSuite” (Fraser and Arcuri,
2011) which is based on evolutionary algorithms. Compared to the
overall coverage of 38.2% achieved by EvoSuite, the LLM-based
solution yielded 59.6%. Further, Adu (2024) discusses Prompt
engineering, Fine-tuning, and Retrieval-Augmented Generation
(RAG) techniques. Through experiments, the research shows the
performance improvement of an LLM (gpt-3.5-turbo), generating
up to 85% relevant tests, with the remaining 15% scenarios deemed
Minor (not important; good to have).

In addition, studies such as Takerngsaksiri et al. (2025),
provide a solution to generate automated test-cases using Deep
Reinforcement Learning. This text-to-testcase generation approach
enables test-driven development (TDD), where code is not available
for testcase generation. Finally, Bagar and Khanda (2025) discusses
case studies that demonstrate how AI can effectively enhance
testing efficiency in both legacy and modern software systems.
Building on these prior researches, we see LLMs (along with other
AT techniques like RL playing a smaller role) as a potent tool
to generate unit test cases by parsing code structures, identifying
logical branches, and proposing scaffolds that test key execution
paths, providing a valuable tail-wind for users in both industry
and academia.

2.1.2 Code coverage analysis

As mentioned in the above section, LLMs can help automate
test case generation, which improves code coverage. However, the
application of Reinforcement Learning (RL) can further improve
code coverage. In CGFT Engineering (2025), the authors used
test-coverage guided RL to fine-tune a model with 7B params
and deployed a custom unit-testing agent. The agent significantly
improved code coverage (at a coverage increase rate of 0.41),
outperforming general-purpose models like 03-mini/o4 (at a 0.3
increase rate), even while being relatively small @ 7B params.
Similarly, in Zhang et al. (2025), researchers optimized LLMs
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for unit test generation via chain-of-thought (CoT) prompt and
reinforcement learning (RL) from coverage feedback. This strategy
helped LLMs understand the semantic intricacies and logical
constructs, along with the diversity of the generated tests. Such
Al-enhanced tooling can provide real-time code coverage insights,
identifying untested paths, and auto-generating tests to fill those
gaps. Smith (2024) offers a sample methodology along with some
case studies.

Furthermore, we envision that such tools will increasingly
be integrated with code editors to offer live assessments of
cyclomatic complexity, refactor suggestions, and maintainability
scores, helping elevate code quality along with test completeness.
Almeida et al. (2024), presents a research investigation into the
application of Artificial Intelligence to enhance the quality and
efficiency of code. An Intelli] IDEA plugin was developed to achieve
this objective, leveraging GPT-3.5 as the foundational framework
for automated code assessment. The researchers tested the tool in
a test group and control group setting and found: (a) a higher
average of 28 code smells compared to the control group’s 20 and
(b) detection of 25 refactored code smells on average, as opposed to
the control group’s 13. By automating test generation and providing
intelligent feedback during development, we visualize Al enabling
teams to scale their unit testing practices more effectively and with
greater precision.

2.1.3 Introducing static application security
testing in Layer-1

In the updated test pyramid, we extend the base layer to include
Static Application Security Testing (SAST) alongside traditional
unit tests. SAST analyzes the source code to identify common
security vulnerabilities such as injection risks, hard-coded secrets,
or unsafe API usage, well before the code reaches production.
Embedding SAST at this foundational level aligns with shift-left
principles and ensures that security becomes a default part of the
developer workflow, not a delayed checkpoint. SAST’s frequency,
proximity to the source code, and fast execution speeds are our
primary motivations for aligning it with the unit testing layer.

Artificial Intelligence meaningfully enhances the effectiveness
of this layer. Using a large corpus of known vulnerabilities and
secure coding patterns to learn, Russell et al. (2018) demonstrated
the potential of using ML to detect software vulnerabilities directly
from the source code. The study experiments with a variety
of ML techniques and achieves the best overall results using
features learned through a convolutional neural network (CNN)
and classified with an ensemble tree algorithm. Such Al-augmented
SAST tools can detect complex or context-dependent issues that
traditional rule-based scanners often miss. In addition, Santos et al.
(2021) presents a comparison of manual code review, traditional
SAST tools, and SAST tools with ML to provide a starting point
for organizations. Involvement of ML also ensures that these
systems continuously adapt to emerging threats, evolving their
detection capabilities in response to new Common Vulnerabilities
and Exposures (CVEs), code-bases, and language ecosystems.

One of the most impactful contributions of AI here is the
reduction of false positives, a long-standing challenge in static
analysis. Klieber and Flynn (2024) uses LLMs, which show
promising initial results in adjudicating static analysis alerts and
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providing rationales for adjudication, offering possibilities for
better vulnerability detection and reducing false positives. Through
a deeper contextual understanding of code flow and function
interactions, the researchers aim to enable LLMs to improve the
signal-to-noise ratio and developer trust in these tools.

Combining unit testing with intelligent static analysis at
the base of the pyramid allows teams to catch functional and
security defects early, resulting in faster remediation, better security
posture, and stronger development velocity.

2.2 Component testing (Layer-2)

Located above unit tests in the pyramid, component tests
validate the
or methods. They are designed to test logical groupings

interaction between a small number of units

of code, methods, or functions, often by mocking remote
endpoints, aiming to verify internal behaviors and relationships.
These tests still maintain relatively fast execution times and
contribute significantly to understanding behavioral patterns
within components. Although slightly less granular than unit tests,
they provide broader insight into how different units collaborate.

2.2.1 Automated testcase generation and code
coverage

Like unit testing, component tests are numerous and fast,
and their proximity to business logic makes them ideal for high-
coverage functional testing using the AI-powered automation
mentioned above in Sections 2.1.1, 2.1.2. For automated test case
generation and analyzing/improving code coverage, we visualize AT
to assist this layer using the same techniques as Layer-1. The goal is
for teams to continue to make it easier to validate component-level
behavior independently of the larger system context.

2.2.2 Smart test maintenance and self-updates

As component tests often span functions, methods, and
modules, even small changes to the code-base can break numerous
tests. Advanced tools have historically provided features for
updating tests in response to changes in source code; however,
applications of Al like Code Language Models (CLMs) significantly
improve this capability. Saboor Yaraghi et al. (2025) introduces
TaRGET (Test Repair GEneraTor), a new method that utilizes
CLMs to automatically repair test cases. The best performing
model in this rigorous study achieves 66.1% exact match accuracy
(EM) and 80% plausible repair accuracy (PR) on an extensive
benchmark. Recent advances in the field have further improved
the capability of CLMs, giving way for Large Language Models
for Code Understanding and Generation. In Wang et al. (2023),
researchers explore a new family of open code LLMs to support
a wide range of tasks. In this study, the researchers verified
the code-LLMs via extensive experiments on more than 20 code
intelligence benchmarks.

Additionally, recent studies such as Pathik and Sharma (2022)
focus on the use of deep learning models to perform an accurate
impact analysis of code changes. With a clear understanding
of the semantic relationships between different elements of the
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code, teams can create automation that can reliably predict
the ripple effects of a change and update tests automatically.
Researchers achieve a precision of up to 97.2% using their
proposed approach. Given all these advances, we recommend that
industry and academia teams take advantage of such Al-enabled
tools to detect outdated or broken tests and proactively update
them before execution, saving significant engineering time and
bandwidth. This is particularly valuable in complex applications
with large, interdependent components, where maintaining test
suites manually becomes increasingly burdensome.

2.2.3 Enhanced test execution and orchestration

Two primary issues for test-driven development (TDD) and
continuous integration (CI) are rapidly changing environments
and slow test execution, both leading to slower developer feedback.
Al is poised to make meaningful improvements to both these issues.
Bagherzadeh et al. (2022) highlights an RL-based approach for Test
Case Prioritization, with prioritization strategies that produce high
accuracy [Normalized Rank Percentile Average (NRPA) > 0.96],
approaching the optimal ranking of the test cases based on actual
failure data and execution times. Similarly, Agentic Orchestration
platforms like Mathew (2025) optimize test execution, balance
test loads, and predict flaky tests. Such capabilities accelerate the
feedback loop, where individual developers benefit from faster
results, and engineering teams gain greater velocity and confidence
in the code-base’s behavior at the component level.

2.2.4 Introducing security controls validation in
Layer-2

In the second layer of the updated test pyramid, we
propose extending component testing to include Security Controls
Validation (SCV), a DevSecOps practice focused on verifying that
an application’s security measures work as intended. In other
words, SCV ensures that the security mechanisms themselves
are functional, enforced, and resilient in production; it bridges
the gap between secure development and secure operations. This
involves systematically evaluating enforcement points, such as
access control policies, data handling rules, and configuration
settings within individual components. We see this layer as a
natural place to codify and enforce security policies as code
(PaC), given the cost of executing tests in the higher layers. Also,
security controls validation does not need to rely on component
interactions, aligning well with Layer-2 restrictions.

Recent advances in AI have made way for research such
as Romeo et al. (2025) an agentic system that combines
LLMs, Retrieved-Augmented-Generation (RAG) and tool-based
validation to automate the generation and verification of PaC
rules. Through experiments, researchers baseline different LLMs
(Claude Sonnet 4, GPT-40, and Qwen3:30b) in plain-LLM, RAG,
and Agentic RAG setups and show that Claude Sonnet 4 is able
to generate Rego rules without external knowledge and also verify
them on the test application. Similarly, Nobi et al. (2022) surveys
and summarizes the emerging benefits of machine learning in
various areas of access control, including attribute engineering,
policy mining, and access control policy verification. Policies could
come from internal governance rules, compliance frameworks, or
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cloud configuration baselines. Solutions like this allow teams to
catch policy non-compliance before code moves to higher layers
of testing.

At this level, Al-techniques like ML and LLM have been
shown to automate vulnerability scanning and identifying security
misconfigurations. In addition, Shiri Harzevili et al. (2024) shares a
systematic literature review on Automated Software Vulnerability
using various Classic and Deep Learning ML models. While Wen
et al. (2025) highlights the use of LLMs for misconfiguration
detection, outperforming existing data-driven approaches with
a precision of 72.88%, recall of 88.18%
79.75%. Teams can deploy such solutions to continuously analyze

and Fl-score of

application components and infrastructure definitions for insecure
configurations, drift, or known weaknesses.

Embedding security controls validation into the component
testing layer ensures that security policies are not just present but
effective, and that violations are caught early, while changes are still
isolated and inexpensive to fix. This is key to our vision of making
this layer a crucial checkpoint for building secure systems from the
inside out.

2.3 Integration testing (Layer-3)

As we ascend the test pyramid, the emphasis shifts from
code-level precision to validating cross-component interactions
and system behaviors. Integration tests reside in the third layer
of the pyramid and focus on system-level behaviors rather
than isolated units. These tests are generally fewer in number
compared to the previous layers’ tests but are vital to verify that
distinct services or modules communicate and function together as
expected. Unlike unit or component tests, integration tests typically
do not mock remote services and are often run in controlled
environments such as staging or beta environments. As an example,
a common use-case involves verifying database integrations to
ensure that the entire stack behaves correctly with databases under
real-world conditions.

Below, we explore how Al can augment this layer by addressing
longstanding challenges related to test data fidelity and use
intelligent defect targeting to further improve effectiveness.

2.3.1 Testdata generation and management

A persistent challenge in integration testing is managing
test data across environments. Unlike unit or component tests,
integration scenarios typically involve communication between
multiple subsystems. This often requires that test entities exist
in a specific (and valid) state before testing begins. For example,
a test verifying a users subscription retrieval must ensure
that the user account exists and has associated subscription
history configured.

Existing research like Behjati et al. (2019) has proposed the
use of Recurrent Neural Networks to generate synthetic test data,
however advances in LLM technology have unlocked additional
capabilities. In Baudry et al. (2024), researchers experiment with
GPT-4 and show improved data adequacy (63 case studies),
executability (69% success rate), and high-degree of compatibility
with existing faking libraries. Such Al-powered tools reduce the

Frontiersin Artificial Intelligence

10.3389/frai.2025.1695965

manual effort required to provision and maintain contextual test
data. Teams can leverage them in an attempt to generate (or clone)
valid entity states and ensure data consistency across test runs. Long
et al. (2024) surveys the current available research on LLM-driven
test data generation and articulates directions for future research
for adoption in diverse organizations. In addition, the enhanced
ability to generate synthetic data helps teams ensure compliance
with privacy and data protection standards.

In addition, studies such as Rashidi et al. (2024) show the
role of ML in the quality of synthetic data generated for tests.
Researchers embedded an auto-ML module in the loop, allowing
users without deep expertise to generate usable synthetic datasets
and fully automating the synthetic data generation.

2.3.2 Defect prediction and risk analysis

ML techniques enable teams to intelligently forecast where
defects are most likely to occur within or between integrated
components. In Madeyski and Stradowski (2025), researchers
propose a lightweight approach for ML-based Software Defect
Prediction (SDP), along with the use of explainable Al to provide
feedback to stakeholders. They used a real world scenario to
validate their solution, vended the solution to professionals,
and solicited feedback from industry experts to achieve high
precision (up to 0.981). In practical scenarios, various features
such as historical bug patterns, test reports, change frequency,
and dependency graphs are available for ML models to identify
and highlight risky areas. In addition to applications that use ML,
several DL-based mechanisms have also been proposed that exploit
such features (Giray et al., 2023). Insights from such solutions
help engineering teams allocate testing resources strategically
(to focus on defective areas) and preempt issues before they
reach production.

Separately, the authors of “The use of artificial intelligence for
automatic analysis and reporting of software defects” (Esposito
et al, 2024) concluded that companies that incorporate Al
algorithms will be able to include an agile model in their life cycle,
as they will reduce the rate of failures, errors, and breakdowns,
allowing cost savings and ensuring quality. When paired with
automated test generation, we visualize defect prediction capability
to target risk areas and produce high-value test cases, effectively
closing the loop between prediction and prevention. We see this
approach as not only improving test coverage but also helping
teams avoid wasted cycles in low-risk areas.

2.3.3 Introducing interactive application security
testing in Layer-3

In this layer of the enhanced testing pyramid, we expand
integration testing to include Interactive Application Security
Testing (IAST), which is a dynamic technique that observes
application behavior, data flow, and interactions during runtime.
IAST uniquely provides accurate, runtime-verified vulnerability
detection with full code-level context. Since integration tests
validate how components work together at runtime, this is a natural
point to embed IAST as it instruments the running application
during test execution, offering real-time insights without requiring
security scripts. This layer provides an opportunity where it is still
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early in the development cycle to allow for quick remediation, yet
rich in execution context.

Researches like Wang et al. (2025) have proposed the use of
LLMs to identify data flows across component boundaries. This
is a critical capability as it allows IAST to dynamically detect data
flows. Models can now learn and establish behavioral baselines for
how components typically interact. When these patterns deviate,
they become a signal of potential vulnerability; researchers in
Chang et al. (2025) use CNNs with such signals for anomaly
detection. Their algorithm algorithm achieves an average accuracy
0f 95.88% a recall rate of 91.23% and a false positive rate of 2.34%.
Such solutions adds net value in addition to standard rule-based
detection, which is widely used in existing IAST tools.

Recent research like Mehmood et al. (2023) and Basheer et al.
(2024) also presents approaches that use ML to detect issues
like privileged access escalation through chained components and
insecure API invocations. The former achieved accuracy of up to
97% in detecting and classifying a Privilege Escalation Attack, while
the latter achieved up to 88%These are often difficult to detect with
static rules alone, but become apparent when ML models learn the
expected patterns and spot deviations.

Finally, similar to previous layers, Al-techniques can be
leveraged to generate targeted test data as security testing often
requires crafted inputs to probe for specific vulnerabilities such
as injection vectors or malformed headers. Meng et al. (2024)
employs the use of LLMs to mutate inputs for broad code coverage.
Using this solution, the authors discovered 9 distinct and previously
unknown zero-day vulnerabilities in widely-used and extensively-
tested protocol implementations, while the baseline tools only
discovered 3 or 4 of them.

By combining integration testing with Al-enhanced IAST, this
layer becomes a powerful mechanism to uncover complex, cross-
service security flaws early in the life cycle.

2.4 UI/API testing (Layer-4)

UI and API tests operate on the user interface or the external
interface of the application. This is the fourth layer of the pyramid
and generally comprises the final level of automated testing.
These tests assess how the system behaves from an end-user or
external consumer (client application) perspective, and hence play
a critical role in ensuring end-to-end functionality. Depending
on the application, this may involve graphical Uls, RESTful APIs,
etc. These tests also verify the integration of the application with
external systems and services. Given their broader scope and
dependency on full system contexts, they have the slowest feedback
cycle and the lowest isolation among automated tests. Given their
broad scope and proximity to real-world usage patterns, this layer
presents unique opportunities for various Al techniques to improve
the quality, speed, and efficiency of tests, as described below.

2.4.1 Al-enabled behavior driven development
and testing

At this level, we conceptualize the use of Generative Al to create
Behavior-Driven Development (BDD) (Terhorst-North, 2006)
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test-cases, along with the corresponding test code. Chemnitz et al.
(2023) proposes a similar vision for the generation of source code
from the BDD syntax; however, we propose deploying GenAl
for the creation of tests and test code. By feeding Al systems
with Business Requirements Documents (BRDs), which are
standard in the software development industry, teams can generate
BDD-aligned test cases that enable them to test the behavior of the
target application.

BDD emphasizes the creation of tests based on expected
user behavior and business requirements, often written in
human-readable formats such as Gherkin. Meanwhile, Generative
Al thrives on large and well-structured textual data (Moyer,
2025). We envision tools that leverage these capabilities and
generate BDD tests (from BRDs) to reduce the developer
effort and improve coverage. Reliance on text/specs also helps
improve collaboration between product, development, and QA
teams, ensuring clearer specifications and earlier detection of
misalignment while producing and managing essential test cases.
The result is software that better aligns with user expectations and
business goals, supported by a comprehensive and human-readable
acceptance testing framework.

2.4.2 Visual testing

Al has expanded the scope of visual regression testing.
Instead of relying on brittle pixel-by-pixel comparisons, Al-
enabled tools use object recognition and contextual awareness
to evaluate visual correctness. For example, Gamal et al.
(2023), researchers propose Owl Eye, which is an Al-driven
visual testing tool. It uses a combination of traditional image
processing and deep learning to identify visual defects in GUI
testing, achieving an Fl-score of 72%Similarly, in Komar et al.
(2024), researchers use neural networks to detect layout changes,
misalignments, color inconsistencies or missing elements, many
times in varying screen sizes and browsers. This form of intelligent
visual validation supports consistent user experiences, particularly
in modern multi-platform applications where UI variations
are common. We expect development of capable AI agents
can also maintain baseline images, highlight only meaningful
differences, and ignore inconsequential changes like anti-aliasing
or font rendering.

2.4.3 Improved defect identification and
reporting

We envision that AI tools (and agents) at this layer can go
beyond simply executing tests. LLMs can be used to analyze logs,
outputs, and API responses to detect anomalies, correlate error
patterns, and categorize failures. Researchers in Anjali et al. (2023)
employ ML techniques to automatically identify probable root
causes and recommend next steps for classification and resolution,
achieving an accuracy of 96.56%Also, similar to SDP applications,
Al agents can learn from historical defects, error reports, and
behavioral patterns to detect and report failures.

Researchers have also used LLMs to improve the quality
of bug reporting. Acharya and Ginde (2025) demonstrates
how instruction fine-tuned LLMs can automatically convert
unstructured bug reports into well-structured ones that closely
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follow standard templates. In their study, the fine-tuned Qwen
2.5 achieved a CTQRS (Crowd-sourced Test Report Quality
Score) of 77%. Such detailed reporting capabilities can provide
actionable diagnostics to developers, while Quality Assurance
engineers can gain visibility into recurring trends or system hot
spots, enabling both the roles to effectively partner in expediting
development cycles.

2.4.4 Introducing dynamic application security
testing in Layer-4

At the top of the automated testing stack, we extend traditional
UI and API-level testing to include Dynamic Application Security
Testing (DAST). Similarly to UI/API Testing, DAST is a black-
box testing technique that simulates attacks against a running
application to identify vulnerabilities that an external attacker could
exploit. Unlike static analysis, DAST does not require access to
source code as it evaluates the application as an outsider, making
it a natural fit for this layer, where automated tests validate system
functionality across real endpoints and user flows. As the highest
layer with automated testing, this is the ideal point for simulating
real-world security threats and evaluating how the system responds
under attack.

One of the persistent challenges in DAST is the accuracy of
crawling dynamic and complex applications to uncover all available
endpoints and inputs. Recent research has shown significant
promise in the discovery of applications’ attack surface. For
example, Yang et al. (2025) proposes “CrawlMLLM,” a framework
using multi-modal large language models to simulate human
web browsing. It attempts to address the challenges of complex
page relationship discovery and contextually inappropriate input
generation to identify attack surface. In six real-world applications,
CrawlMLLM detected 20 vulnerabilities while the next best method
found six. Similarly, Varga (2025) proposes an ML-enhanced web-
crawler for vulnerability detection. Such solutions can substantially
enhance DAST’s effectiveness by identifying the full attack surface,
including hidden routes, conditional flows, etc. and ensuring that
testing is not limited to known paths.

Next, similar to Section 3.3.1, various AI techniques can
be employed to generate synthetic data input that can simulate
vulnerabilities such as SQL injection or cross-site scripting (XSS).
Jha et al. (2024) proposes a BERT and Reinforcement Learning
Based fuzzer that helps identify vulnerabilities. The RL-guided
feedback loop enables it to automatically generate and search the
space of attack vectors to exploit the weaknesses of the given victim
application without the need to create labeled training data. The
researchers observed a significant improvement in terms of time to
first attack (54% less than the closest competing tool). By learning
which vectors are the most successful against specific technologies
or patterns, the solution improved both detection accuracy and
testing efficiency over time.

By combining UI/API-level testing with Al-augmented DAST,
this layer delivers high-value security insights and identifies issues
before they reach production. It is important to understand that the
addition of DAST at this layer makes it heavier and more expensive;
we have provided some high-level insights later in the paper, while
a deeper cost-benefit analysis will be covered in future work for
this manuscript.
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2.5 Manual or exploratory testing (Layer-5)

At the top of the pyramid lies manual or exploratory testing,
sometimes referred to in industrial settings as "Friends and Family"
testing or acceptance testing. This stage focuses on unscripted
human-centered evaluation, where testers creatively explore a
running system to identify quality issues, usability challenges, or
unexpected behavior. These tests are valuable for surfacing real-
world issues that are not captured by scripted tests. The ideal
approach is to automate the insights gained from the exploratory
sessions, thereby enriching the automated test suite over time. With
the rise of generative Al and autonomous agents, even this layer is
poised to see a meaningful transformation.

2.5.1 Generative Al for scenario exploration

We expect teams to be able to use Generative Al (GenAl)
tools to simulate various user interactions, exploring combinations
of actions and edge cases that may not be explicitly covered in
business requirements, coded assumptions, or test cases. These
tools can act as “imaginative testers,” proposing scenarios that
go beyond what the engineering team anticipated. Pyhéjirvi,
(2025) narrates the perspectives of practitioners’ in using Al as a
tool for exploratory thinking. By identifying boundary conditions
and behavioral inconsistencies, GenAl can enhance the depth
of exploratory testing and reduce the likelihood of latent bugs
escaping into production.

Although this layer has historically been manual, the emergence
of Al agents is promising. As agents become more capable of
automating manual human tasks, we envision that exploratory
QA can be led by AI agents, enabling continuous, intelligent
exploration that adapts as the system evolves.

2.5.2 Introducing penetration and chaos testing
in Layer-5

At the top of the testing pyramid, we broaden the traditional
scope of manual and exploratory testing to include Penetration
(Pen) Testing and Chaos Testing, both of which are essential
for validating a system’s resilience against real-world threats and
failures. Penetration testing simulates the behavior of an attacker
to uncover exploitable security vulnerabilities. Similarly, Chaos
Testing intentionally injects failures into a system to evaluate
its ability to withstand unexpected disruptions. Like exploratory
testing, both of these are largely driven manually and are often
reserved for critical checkpoints because of their cost and effort.

In penetration testing, we envision GenAI (LLMs) to help
in various steps of the process, such as the planning phase,
identifying potential attack paths, and prioritizing vulnerabilities.
In Cirkovi¢ et al. (2025) researchers apply LLMs for the automated
generation of malicious payloads in penetration testing processes.
They successfully generated advanced payloads for three key types
of attacks: XSS, SQL Injection, and Command Injection, where
the total time required to generate a single synthetic attack was
10.5231 s. Their experimental results confirm that this approach
not only reduces the time required for penetration test but also
significantly improves the coverage and accuracy of vulnerability
detection compared to traditional methods.
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We envision similar benefits for chaos testing. Hernandez-
Serrato et al. (2020) visualizes machine learning techniques that can
learn from existing a-priori data, stream data, or both to address
various challenges in automating chaos testing. They propose ML
applicability in data labeling, feature engineering, system modeling,
experiment management, post-mortem analysis, and automated
recovery, covering the full life-cycle of chaos tests. At this layer
of the pyramid, the system is still under test and does not
serve production traffic, allowing automation to iteratively cycle
components offline and online and adapting fault patterns, without
causing production customer impact.

Together, these practices elevate the top of the pyramid from
occasional manual testing to strategic simulation and resilience
validation, with different AI techniques acting as an intelligent
orchestrator of deeper, broader, and more adaptive test coverage.

The diagram below summarizes our concept of the “The Test
Pyramid 2.0” in it’s entirety.

3 Cross-cutting improvements with Al

While the previous sections examined how various AI
techniques can augment each layer of the test pyramid, this section
explores the broader, cross-layer capabilities that Al unlocks and
how it can unlock holistic improvements to testing strategies,
pipelines, security, and overall software quality practices.

3.1 Use of generative Al to develop a
comprehensive QA strategy

Beyond individual tools and workflows, we envision engineers
and leaders to partner with Generative Al capabilities (of existing
LLMs) to craft end-to-end quality assurance strategies. This
involves selecting the right Al-driven tools and models for
different layers of the pyramid, aligning them with organizational
goals, and integrating them into a cohesive test capability. By
incorporating critical productivity and efficiency metrics (aimed
at performance evaluation, impact assessments, and observed
quality/security improvements) as a feedback loop, teams can
continuously refine their QA strategy. This “learn and adapt”
loop enables organizations to drive consistent efficiency gains and
increase the resilience of their software systems over time.

3.2 Agentic testing across the pyramid

The emergence of Autonomous Al agents capable of navigating
software applications autonomously opens new possibilities.
Although research in this area is still nascent, industrial
applications of AI agents are on the rise. Andrades (2025) discusses
the use of AI Agents to autonomously drive self-healing testing
scripts, self-learning and adaptive tests, predictive error detection,
continuous optimization, and autonomous test implementation.
Kumar (2025) covers industrial case studies on the use of AI Agents
in testing, where an online retailer (eCommerce application)
reported a 95% reduction in the maintenance effort of their tests.

Although this is still an emerging area, agentic testing
represents a promising avenue for future investment. In the
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longer term, we envision the entire test pyramid, including the
traditionally manual top layer, to be automated through intelligent
agents that cover testing for application and security defects.

4 Discussion and practical
considerations

Al-augmented testing combined with embedded DevSecOps
principles holds significant promise, but realizing its full potential
requires intentional strategy and cultural adaptation. The goal is
not just to automate more, but to integrate quality and security
thinking into every stage of delivery and turn Al into a trusted
partner rather than a disconnected tool.

4.1 Role evolution for developers and
quality assurance engineers

From a velocity point of view, AI accelerates development by
automating repetitive test authoring, maintenance, and execution
while also orchestrating test runs based on risk, historical flakiness,
security exposure, and business priority. This results in faster
feedback loops, reduced developer wait-times, and earlier surfacing
of both functional and security issues. Coverage also improves
meaningfully, as Al can generate tests that target untested paths,
simulate complex user or attacker behaviors, and validate security
controls that humans may overlook. These capabilities allow teams
to validate more functionality with less manual effort. And when
combined with predictive analytics, AI increases confidence by
focusing validation efforts on the areas with the highest-risk and
revealing insights that drive informed quality decisions.

However, achieving these gains requires a “role evolution” of
existing teams. Engineers must move from being test executors to
becoming quality and security orchestrators or conductors. Instead
of manually crafting each test, developers and QA engineers should
design intelligent, policy-aware frameworks that can generate,
adapt, and monitor thousands of test cases. Their role expands to
curating data, refining prompts, managing test agents, and building
observability into every testable unit.

For Quality Assurance Engineers (QAE), manual bug hunting
and risk resolution give way to investigative collaboration with
AT agents, exploring risk maps, defect trends, and intelligent
diagnostics. This demands a mindset of trust, continuous tuning,
and technical curiosity. As these practices become rooted, the role
of QAE increases in strategic importance and becomes a force
multiplier. Achieving these outcomes depends not just on what AI
can do, but also on how organizations enable their teams to work
with it.

4.2 Practical considerations: overlaps and
potential redundancies

Embedding security at the unit, integration, and system or user
interface layers is not redundant, but is optimal for risk because
it exposes vulnerabilities before release and reduces the chances
of unauthorized access, privilege escalation, lateral movement, and
compliance violations. Boehm and Basili (2001) synthesize decades
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of evidence showing that defect removal cost escalates the later
an issue is found, which underwrites the return-on-investment of
shift-left security in multi-stage testing pipelines.

To focus efforts where it matters the most, organizations
should maintain an application inventory and drive security depth
with a formal risk function defined as likelihood multiplied by
impact. Felderer and Schieferdecker (2014) formalize this in their
risk-based testing taxonomy, which aligns risk assessment and
test strategy across all phases and provides a framework for
selecting and tailoring techniques depending on system criticality.
In practice, critical services (ex. that process critical/PII data)
sit high on both likelihood and impact and therefore warrant
comprehensive controls such as SAST, DAST, and IAST, while
internal applications that handle only public information may
be assigned a lighter control baseline. Industrial evidence in
Felderer and Ramler (2013) shows that this inventory driven
prioritization improves resource allocation and test effectiveness in
real organizations and can be introduced stepwise without stopping
delivery cadence.

We argue that coverage should be multi-method rather than
a single tool because static, dynamic, and interactive techniques
cover different classes of vulnerabilities. Large empirical studies on
real web systems like Qadir et al. (2025) confirm complementary
detection profiles in different types of security tests. This ultimately
advocates layered gates rather than one-shot scans. To make this
efficient, CI and CD pipelines should enforce policy driven quality
gates that block merges or releases when high or critical issues
appear and allow progress only after remediation or formally
recorded risk acceptance, a practice reflected in systematic reviews
of continuous practices and CI trade-offs in the research literature
(Shahin et al., 2017).

Overlaps between various security tests (across different layers)
may help catch the same class of vulnerabilities, but that may be
visible in a different execution context. For example, DAST and Pen
Test both simulate external attackers probing for vulnerabilities;
however, both have a place in team testing strategies today
(Badman and Forrest, 2024). Meanwhile, we also acknowledge
that such overlaps can turn into wasteful redundancies (noise).

10.3389/frai.2025.1695965

For example, if a vulnerability is accepted in a lower layer, it
may resurface in a higher layer, leading to redundant triage and
acceptance discussions. To avoid redundant noise when multiple
layers indicate the same flaw, findings should be correlated and
de-duplicated. Triage policies should be made explicit, a need
highlighted by empirical studies of how developers respond to static
analysis warnings and why poor signal quality leads to under-use of
tools (Johnson et al., 2013).

4.3 Practical considerations: challenges

Embedding security controls at every layer of the test pyramid
offers earlier vulnerability detection and reduced remediation costs,
but this architectural choice introduces challenges that teams must
carefully navigate.

Based on our initial assessments, the practical challenges for
embedding Security Testing in existing QA workflows manifest
themselves in three dimensions. First, from a licensing perspective,
commercial SAST and DAST platforms typically charge per
developer, per scan, or per application, with enterprise-grade
solutions representing substantial annual investments that scale
with team size and application portfolio. Open-source alternatives
reduce direct licensing costs, but shift the burden on tuning and
ongoing maintenance. Next, based on Byrne and Solis (2025),
DAST scanners that exercise complete application workflows
through instrumented browsers can require between one and three
hours of execution time for moderately complex web applications
with several hundred routes. This forces teams to extend CI timeout
thresholds from the typical 15-min limit to multi hour windows,
delaying feedback, and consuming expensive CI runner minutes.
Finally, TAST instrumentation, while lighter in comparison to
DAST, imposes runtime overhead. Industry benchmarks place
this drag around 10% per test execution (OX Security, 2025),
which accumulates across integration and contract test suites that
may execute hundreds or thousands of scenarios per build. We
summarize the practical challenges in Table 1.

TABLE 1 Summary of primary value and key challenge applicable due to introduction of various security tests.

Layer-1 (Unit tests)

Static application security testing

Analyzes the source code to identify
common security vulnerabilities.

[High Monetary Cost] Tests/Scans at
layer-1 run frequently, licensing/run
cost may be an issue.

Layer-2 (Component tests) Security controls validations

Verify that an application’s security
measures work as intended.

[High Monetary Cost] Some teams may
run SAST again (with broader context),
resulting in increased licensing/run cost.

Interactive application security
testing

Layer-3 (Integration tests)

Provides runtime-verified vulnerability
detection with full code-level context.

[Higher Execution Time] Integration
may run each beta deployment, IAST
may introduce runtime overhead of as
much as 10% per execution.

Layer-4 (UI/API Testing) Dynamic application security

testing

A black-box testing that simulates
attacks against a running application.

[High Execution Time] May introduce
1+ hours of execution time per run.

Layer-5 (Manual and exploratory testing) | Penetration & Chaos Testing

Penetration testing simulates the
behavior of an attacker. While, Chaos
Testing intentionally injects failures into
a system.

[Significantly higher execution time]
most expensive form of security &
resiliency testing.
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We recommend that teams be pragmatic and exercise the same
level of testing as application testing. For instance, in the past
application teams may configure software to run Layer-1 and Layer-
2 (from Pyramid 1.0), on each code commit/build; however, UI/API
testing and Manual tests may be on a need by basis. Similarly, SAST
and Security Controls can be frequent, while penetration testing
can be periodic. Our motivation is to shift left and ensure the same
level of focus on security testing as application testing. We highly
recommend that teams identify mechanisms that ensure that they
concretely define and follow the repeatability of each layer in the
Test Pyramid 2.0.

5 Future work

Although we have commenced incrementally adopting our
concept of the Test Pyramid 2.0 in our corresponding work,
empirical data on productivity, efficiency, and effectiveness are
not yet available. As a next step, we will conduct surveys and
structured interviews with engineering teams applying this model,
gathering both quantitative and qualitative feedback. These results
will be used to validate our vision, refine best practices, and identify
mitigation measures for any unanticipated challenges.

Another area of focus will be the cost-benefit analysis of the
embedded security and AI-driven mechanisms, particularly tools
that enabled Interactive Application Security Testing (IAST) and
Dynamic Application Security Testing (DAST), which tend to have
longer (and more expensive) runs. As covered above, these practices
can significantly improve coverage and risk detection, but they
can also increase resource consumption, costs, or extend testing
timelines if not applied selectively. Measurement of execution
times, infrastructure usage, and remediation outcomes will help
ensure that these additions deliver net value without making the
testing process prohibitively expensive or operationally impractical.

Finally, we will iteratively explore the changes in deployment
practices enabled by the adoption of this model. By embedding
functional and security testing earlier and automating risk
prioritization, we expect that release pipelines will be accelerated
while maintaining a high quality bar. We will evaluate how these
practices affect the frequency of deployment, rollback rates, and
mean time to recovery (MTTR), with the goal of creating a more
secure, efficient, and resilient delivery process.

6 Conclusion

As modern software systems become more distributed and
rapidly evolving, the demands on testing teams have never been
higher. This paper presents a concept “The Test Pyramid 2.0,
which integrates Artificial Intelligence and DevSecOps practices
to strengthen every layer of the testing stack. We envision that
this practical methodology (/road-map) that embeds functional
validation, security enforcement, and intelligent automation into
a single model, software development can move beyond manual
bottlenecks and fragmented efforts to build resilient, scalable, and
intelligent quality practices.
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Advances in Al enable this transformation by scaling
test generation, optimizing execution, improving coverage, and
providing contextually appropriate risk detection. DevSecOps
ensures that security controls are applied consistently and
proactively throughout the delivery process. Together, they shift
the paradigm from reactive defect detection to predictive, policy-
driven, and risk-focused validation.

However, realizing these benefits is not only a matter of
technology. It depends on the evolution of the culture, in which
developers, QA engineers, and security specialists evolve to become
architects of an intelligent, secure, and resilient quality pipeline.
The outcome is a framework that enables organizations to deliver
faster without compromising trust.
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