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Background: Medical applications of artificial intelligence (Al) range from
diagnostic support and electronic health record optimization to personalized
treatment and administrative automation. Despite these advances, Al
integration into healthcare requires the acceptance and trust of clinicians and
patients. Understanding their perspectives is critical to guiding effective and
ethical Al adoption in medicine.

Methods: We conducted a nationwide, anonymous, online survey of self-
identified physicians and patients in the United States using the Clinician and
Patient Experience Registry (CaPER) platform. The survey employed Random
Domain Intercept Technology (RDIT) and Random Device Engagement (RDE)
to collect nationally-representative online responses while minimizing known
survey biases. Respondents were stratified into physicians (n = 382) or patients
(n=760), and completed a series of questions assessing demographics,
comfort with Al-supported decision-making, trust in Al vs. human clinicians,
and perceived impact of Al on the physician-patient relationship. Data were
analyzed descriptively and comparatively, including specialty-specific sub-
analyses among physicians.

Results: A total of 1,142 complete responses were analyzed. Both physicians
and patients reported generally positive attitudes toward Al-supported
medical decision-making, with the majority expressing comfort or neutrality.
Approximately one-third of both groups favored a collaborative model
integrating both human and Al input. Specialty-specific analysis revealed
higher comfort with Al among procedure-based disciplines, while diagnostic-
oriented specialties expressed more reservations. Respondents were generally
evenly divided regarding the anticipated impact of Al on the physician-patient
relationship, with many predicting a strengthening effect.

Conclusions: This large-scale online survey highlights a generally favorable
outlook toward Al integration among both physicians and patients, with
notable variation by medical specialty for physicians. The findings underscore
the importance of tailoring Al implementation strategies to specific clinical
contexts and maintaining a focus on human-Al collaboration.
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1 Introduction

Artificial intelligence (AI), using modalities such as machine
learning (ML), neural networks, and others, is being incorporated
into systems and applications that support both healthcare and
other industries (1). Such solutions have been rapidly developing,
and are being increasingly embedded as tools in healthcare.
Examples include image and tissue analysis (2, 3), electronic
health record (EHR) optimization with decision support and
error flagging (4-7), personalized treatment leveraging genetics
(8-10), surgical assistance for precision procedures (11), and
administrative offloading within healthcare facilities (12).

The applications of AI in medicine aim to improve patient
care, increase diagnostic precision, and reduce complications.
Practical examples are diagnostic support systems, resource-
limited treatment options, and predictive models aimed at
prognosis, disease prevention, and epidemic control. Currently,
these applications still call for human oversight and ethical
safeguards (2, 13). Despite their latent prospective capabilities,
the effective integration of Al systems into medical practice still
hinges on human factors, particularly the acceptance and trust
of those directly impacted: clinicians and patients. The current
landscape of AI adoption in healthcare presents a unique
inflection point where technological developments are rapidly
outpacing the understanding of stakeholder readiness and
concerns. Nevertheless, healthcare systems must measure Al-
enhanced diagnostics and treatment against complex issues of
liability, transparency, and the preservation of human clinical
judgment. This period of swift technological development makes
it particularly crucial to understand how frontline healthcare
participants—both  clinicians and patients—perceive the
integration or AI tools that could fundamentally reshape
medical practice. Without comprehensive insight into these
perceptions, Al solutions may fail to gain the trust and adoption
necessary to unlock their respective potential benefits (14).

Clinicians play a crucial role in accepting, selecting, evaluating,
and implementing AI technology in healthcare. By actively
participating in these processes, they can help ensure the
effective integration of AI tools into clinical workflows,
addressing real-world challenges, and improving patient care
(15). Clinician insights are vital to advancing AI systems
through assessing their accuracy, reliability, and usability;
however, their ambivalence and concerns about liability, loss of
autonomy, and overreliance on these systems are legitimate and
warrant further investigation (16). On the other hand, clinician
engagement is critical for building trust in Al, ensuring ethical
practices, and fostering the overall acceptance and integration of
Al-driven solutions into medical practice.

Likewise, patient perspectives are essential for evaluating the
usability, accessibility, and ethical considerations of AI tools.
Research highlights the importance of active patient involvement
in the evaluation and feedback process. The limited research
about patient perceptions of AI use suggests mixed feelings of
trust and openness to AI systems as supportive tools in
healthcare. Patients express concerns over transparency, data
privacy, and, more importantly, compromised human oversight in
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decision-making (16). Building trust and tailoring Al technologies
that align with individual needs, preferences, and abilities requires
understanding and addressing of these concerns and barriers (17).
Consequently, collecting and leveraging patient feedback is vital
for effective development and deployment of future Al tools in
healthcare, facilitating continuous adaptive learning from actual
real-world experiences and outcomes.

Despite the growing integration of AI in healthcare and the
critical need for clinician and patient engagement, there remains
a considerable gap in acquiring comprehensive data regarding
their perceptions of the impact of such technological leaps. This
gap reflects both the relative novelty of AI technologies and the
scarcity of empirical studies examining what shapes clinician
and patient perceptions and acceptance of Al integration. Little
is particularly known about how clinician perspectives of Al
integration may vary across medical specialties and,
consequently, may influence Al implementation strategies that
could be specialty-specific besides being patient-centered. To
address this gap, we surveyed physicians and patients in the
United States to explore their attitudes and perspectives
regarding the use of AI in healthcare (18). The use of a mass
random sampling methodology allowed the collection of
sentiment data, theme analysis, and head-to-head comparison of
specific data points between the two groups, thereby offering

valuable insights into this dynamic subject.

2 Methods

The Clinician and Patient Experience Registry, or CaPER
(https://riwi.com/caper), was utilized to conduct an electronic,
anonymous, opt-in, non-incentivized survey of random internet
users in the United States. Respondents self-identified as recipients
of clinical care (“patients”) or as clinicians. Out of the clinician
category, only physician responses were included. This study used
two distinct “recruitment” methodologies: Random Domain
Intercept Technology (RDIT) and Random Device Engagement
(RDE). RDIT is a patented tool (RIWI Corp, Toronto, Canada)
that delivers anonymous opt-in surveys to random web users.
RDIT mitigates self-selection, social desirability, acquiescence, and
online coverage biases through proprietary algorithms, and also
compares responses to census data to maximize generalizability
(19). This technology does not use ad-tracking pixels, essentially
preventing ad-blocking technology from impacting survey
distribution. While the survey is underway, RDIT employs bot-
filtering, anomaly detection techniques like straight-lining
detection, fraud detection, and rotation of entry points to surveys
to ensure unique respondents. RDE allows surveys to reach users
across applications, websites, and pop-ups, further diversifying
reach. This technology has been utilized successfully to collect
respondent perceptions across diverse healthcare topics (20, 21).

All potential participants were presented with an opt-in screen
indicating that the survey was secure, anonymous, non-
Qualifying

(physicians and patients) were directed along two separate

incentivized, and non-committal. respondents

answer trees with some common questions to both groups. Data
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were analyzed both descriptively and comparatively and evaluated
against census data. The analysis was limited to surveys that were
fully completed. This project did not constitute human participant
research according to the definition codified in the Common Rule
at 45 CFR 46 and FDA regulations. WSU IRB HPR Number: 2023
126.

The results reported herein represent a sub-analysis of 1,142
responses focusing on general demographics, trust in Al-
supported systems, and the relationship between medical
specialty and comfort with AI integration in medicine.

2.1 Statistical analysis

Data Preparation and Grouping: Data was imported and
cleaned using R. Participants were classified by role as physicians
or patients. Age groups were created to facilitate demographic
analysis and are defined as: 16-24, 25-34, 35-44, 45-54, 55-64,
and 65 or over. Physicians and patients were analyzed separately
for demographic summarization and subgroup analyses.

Descriptive ~ Statistics: Demographic  characteristics  for
physicians (n =382) and patients (1 =760) were summarized in
separate tables, including age, age group, gender, medical
specialty for physicians, and industry for patients. Frequencies
and percentages were calculated for categorical variables and
means and standard deviations for continuous variables.

Statistical Analyses: Comparisons between physicians and patients

on Al-related survey responses were performed using non-parametric

TABLE 1 Respondent demographics (n = 1142).

Patients only (n =760)

10.3389/fanes.2025.1676819

tests due to the ordinal nature of Likert scale data. For comparisons of
response distributions by group, Chi-square or Fisher’s exact tests were
used for categorical proportions. Wilcoxon rank-sum tests assessed
differences in mean ordinal response scores between physicians and
patients. Kruskal-Wallis tests evaluated differences in responses
across medical specialties, followed by Bonferroni-adjusted pairwise
Wilcoxon post-hoc tests when significant. Statistical significance was
set at a two-sided p-value < 0.05.

Software: All data analyses and visualizations were conducted
using R (version 4.3.2).

3 Results

The online survey was released electronically nationwide between
January 29th and March 26th, 2024. A total of 1,500 responses were
collected for the parent survey, out of which 1,142 had completely
answered the three questions contained within this analysis. Of
those, 382 classified as Physicians and 760 as Patients.

3.1 Survey logic and demographics

Participants were initially asked to report their age, gender,
and occupation, and 1,499 complete responses were collected.
Of those, respondents were asked to report their occupation
from an inclusive list of general categories (Table 1). Those who
reported “Healthcare” as an occupation were further asked to

Physicians only (n = 382)

Age (years) 39.64 >% total | Age (years) 4299 + 19.64 % total
Age group (years) 16-24 169 2224 Age group (years) 16-24 3 0.79
25-34 173 22.76 25-34 111 29.06
35-44 242 31.84 35-44 164 4293
45-54 56 7.37 45-54 46 12.04
55-64 51 6.71 55-64 22 5.76
65 or over 69 9.08 65 or over 36 9.42
Gender Female 290 38.16 Gender Female 130 34.03
Male 470 61.84 Male 252 65.97
Industry Agriculture 33 4.34 Medical specialty Allergy 7 1.83
Construction 120 15.79 Anesthesiology 12 3.14
Educational services 34 4.47 Cardiology 27 7.07
Finance 56 7.37 Critical care 4 1.05
Manufacturing 67 8.82 Dermatology 16 4.19
Mining/oil/gas 9 1.18 Emergency medicine 25 6.54
Not working 157 20.66 Endocrinology 10 2.62
Professional services 69 9.08 Family medicine 102 26.70
Transportation 20 2.63 Hematology 7 1.83
Utilities management 13 1.71 Neurology 16 4.19
Vehicle rental 8 1.05 Obstetrics 15 3.93
Wholesale 41 5.39 Orthodontics 17 445
Other 133 17.50 Psychiatry 34 8.90
Radiology 9 2.36
Surgery 81 21.20

Total number of respondents was 1,142, average age 40.76 + 20.82 years.
Respondents self-reported being recipients of care (patients) or physicians.
Incomplete responses were not included in this analysis. Respondents who did not fit either category were not included in this analysis.
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specify their role, and the “Physician” responses were included in
the final analysis. Non-healthcare respondents were asked survey
questions from their perspective as recipients of care or
“Patients”. Respondent demographics are depicted in Table 1
and physician specialty data in Figure 1.

3.2 Comfort in Al-supported decision
making and trust in Al-supported systems

Respondents were asked about their comfort level regarding
the use of AI to support medical decision making. Their
responses were graded on a 7-point scale ranging from
The
same question was asked to both survey groups, and the

“extremely uncomfortable” to “extremely comfortable”.

responses reflected perspectives on the issue (Figure 2).

Among patient and physician respondents, all categories
indicating discomfort received around 10% or less of the total
responses per group. Answers were comparable between patients
and physicians except for a statistically significant higher
“neutral” responses in physicians and “quite comfortable” in
patients. The highest response was “extremely comfortable” for
physicians and “quite comfortable” for patients (Figure 2A).
There was no statistically significant difference between the two
exhibited
comparable attitudes toward the use of AI in supporting

groups, indicating that physicians and patients
medical decision-making (Figure 2B).

Respondents were also asked about the extent of their trust
in AI supported medical systems as compared to the traditional

clinician-led systems. Their responses were categorized into Al-

10.3389/fanes.2025.1676819

favoring, human-favoring, collaboration-favoring, or no
preference. The same question was asked to both survey
groups, and the responses reflected perspectives on the issue
(Figure 3).

Most respondents in both groups (around 30%) expressed
trusting human-AI collaboration, and a similar proportion of
patients expressed favoring Al-supported systems but within
limits. Per answer category, the groups differed significantly in
the proportion of physicians who “trusted AI more” and
“trusted physicians more” (Figure 2A). There was no statistically
significant difference in trust levels between the two groups,
suggesting that physicians and patients demonstrated similar
attitudes toward the use of AI in medical decision-making.
Overall, both groups tended to express the greatest confidence
in models emphasizing collaboration between AI systems and

human physicians (Figure 3B).

3.3 Medical specialty stratification

Stratifying the above results for physicians and by specialty,
responses were somewhat widely spread (Figures 4, 5). Notable
categories included the following:

Most Allergists indicated comfort with reliance on AI-
supported systems, while the majority of Orthodontic surgeons
were neutral, and most Critical Care physicians expressed slight

discomfort. Regarding preferences in trust between Al-

supported systems and humans, Anesthesiologists,

Dermatologists, Neurologists, and Critical Care physicians

trusted  Al-supported systems, but within limitations.

1A: Physician Distribution by Specialty (n=382)

Psychiatry

Family Medicine

Surgery

Cardiology

Emergency Medicine

Orthodontics

2
T Neurology
g
2] Dermatology
©
o
8 Obstetrics
=
Anesthesiology
Endocrinology
Radiology
Hematology
Allergy
Critical Care
0% 10% 20
Percentage
FIGURE 1

as a specialty were further sub-divided into surgical sub-specialties

Physician specialty data. (A) All respondents who indicated “Healthcare” as an occupation were further asked to specify field of work. Those who
answered “Physician” were further sub-stratified into medical and surgical

1B: Surgeon Distribution by Sub-specialty (n=81)

Surgery Sub-specialty

40
Percentage

sub-specialties. (B) All physician respondents who indicated “Surgery”
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How comfortable are you with reliance on Al systems for medical decision-making support? Each survey group (patients vs. physicians) received the
same question tailored to their respective views on the matter. The question was prefaced with “As a patient..." or “As a physician...". (A) Inter-group
comparisons per answer category. (B) Overall group comparison. The Wilcoxon rank-sum test (Mann—Whitney U test) was conducted to determine
whether comfort levels with reliance on Al systems for medical decision-making differed significantly between physicians and patients. This non-
parametric test was selected due to the ordinal nature of the Likert-scale data.

Orthodontic surgeons generally had no preference. Allergists,

Cardiologists, Emergency physicians, Endocrinologists, and
Obstetricians preferred human-AI collaborative systems. There
was a statistically significant difference among medical as well as
surgical specialties, indicating that comfort with AI varied by
field of practice (Figure 4).

When evaluating physician level of trust in AI systems relative
to humans, there was no statistically significant difference among
medical or surgical specialties, suggesting that trust in Al was

relatively consistent across fields (Figure 5).
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3.4 The physician-patient relationship

Respondents were asked to predict the impact of Al-supported
medical systems on the physician-patient relationship. Responses
were recorded on a 7-point scale ranging from “Strengthen a
lot” to “Weaken a lot”. The two groups were generally in
agreement, and the responses were more or less evenly spread
across all answer choices with no statistically significant
differences (Figure 6A).
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analysis.

To what extent do you trust Al systems in comparison to human physicians when it comes to making medical decisions such as treatment choices
and plan of care?. Each survey group (patients vs. physicians) received the same question tailored to their respective views on the matter. The
question was prefaced with “As a patient...” or “As a physician...". (A) Inter-group comparisons per answer category. (B) Overall group comparison.
A Wilcoxon rank-sum test (Mann—-Whitney U test) was conducted to assess whether levels of trust in Al systems, relative to human physicians,
differed between physicians and patients. Given the ordinal structure of the trust scale, this non-parametric approach was appropriate for the

Physician

There was no statistically significant difference between the
two groups regarding perceived impact of Al on the physician-
patient relationship, suggesting that physicians and patients hold
broadly similar perceptions regarding the influence of AI on this
relationship. Overall, the responses of both groups were
concentrated around neutral to slightly positive categories,
reflecting a general expectation that AI will either have minimal
effect or may modestly strengthen
relationship (Figure 6B).

the physician-patient
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4 Discussion

We surveyed a sample of self-identified patients and
physicians across the US in 2024 and analyzed 1,499
responses regarding the use of Al-supported medical systems.
Our aim was to address the gap in our understanding of the
perspectives of some of the key stakeholders in our medical
systems—patients and physicians—regarding the utilization of
Al in medicine. A sub-analysis of the parent survey included
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"How comfortable are you with reliance on Al systems for medical decision-making support?” (medical and surgical specialties). The total number of
respondents in the “Physician” group was 382, including 301 in medical (A) and 81 in surgical (B) sub-specialties. A Kruskal—-Wallis test was conducted
to assess whether physicians’ comfort levels with Al in medical decision-making differed significantly across medical specialties. This non-parametric
approach was deemed appropriate due to the ordinal nature of the 7-point Likert scale used to measure comfort. A separate Kruskal-Wallis test
applied to physicians within surgical disciplines also demonstrated similar findings.
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382 physicians and 760 recipients of healthcare, here termed
“patients”.

Our survey was conducted via web-delivery technology, and
the respondents spanned multiple age groups. We observed a
higher concentration in the 16-44 year age range, likely
reflecting the internet-using demographic. The physician group
represented multiple medical and surgical specialties, the largest
being Family Medicine.

Frontiers in Anesthesiology

Overall, we noted varying degrees of comfort and trust from
both physicians and patients with the use of Al in medicine.
The level of comfort with reliance on Al-supported systems
showed a positive trend for physicians and patients, and about a
third of respondents in each group preferred a system that
involved human-AI collaboration (Figures 2, 3). Interestingly,
the two statistically significant comparisons indicated that
physicians were more likely to take an extreme view of trusting
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FIGURE 5
To what extent do you trust Al systems in comparison to human physicians when it comes to making medical decisions such as treatment choices
and plan of care? (medical and surgical specialties). The total number of respondents in the “Physician” group was 382 (A), including 81 in surgical
sub-specialties (B). A Kruskal-Wallis test was employed to examine whether physicians’ levels of trust in Al systems relative to human physicians
differed significantly across medical specialties. This non-parametric approach was selected due to the ordinal nature of the five-point
categorical trust scale. A separate Kruskal—Wallis test applied to physicians within surgical disciplines also demonstrated similar findings.

Al more or trusting physicians more as compared to patients
(Figure 3A). Taking a closer look at the physician group,
different specialties predictably showed different affinities to
integrating Al into their workstream. The specialty that seemed
most comfortable with the reliance on Al-supported systems
was Allergy, while Endocrinology and Cardiology expressed less
trust in those systems (Figure 4). When looking into the trust
placed in Al-supported systems, specialties such as Allergy,
Cardiology, Emergency Medicine, Endocrinology, and Obstetrics

Frontiers in Anesthesiology

called for a physician-Al collaboration, or the “human-in-the-
center” 5). “Trust
physicians more (than AI)” belonged to Family Medicine and

model (Figure Physicians who most
Psychiatry. These results indicate increased comfort with Al-
supported systems in procedure-based disciplines that are

already closely integrating technology. This also highlights

apprehension among  specialists in  diagnostic-oriented
specialties, which may reflect concern that AI could replace
current human skillsets and devalue clinical expertise.
08 frontiersin.org
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Orthodontics was the most noted “neutral” specialty, where AI
integration has been limited and does not yet pose such issues
to the clinicians. Overall, the varying responses across numerous
specialties strengthen the importance of tailoring Al integration
to each specialty.

Perhaps surprisingly, patients and physicians seem to be
evenly distributed in their perspective on the impact of Al on
the physician-patient relationship. The overall sentiment seems

Frontiers in Anesthesiology 09

to be that introducing AI would strengthen this relationship,
presumably by allowing physicians to allocate more time and
energy to be present in their interactions. Another perceived
benefit to the integration of Al into medical systems may be the
alleviation of logistical burdens of tasks best automated.

The integration of AI in healthcare presents a mixed yet
overall positive outlook for both physicians and patients. While
Al is widely acknowledged for its potential to enhance

frontiersin.org



Saasouh et al.

diagnostic accuracy and efficiency, there are significant concerns
regarding privacy, empathy, and over-reliance that surface with
its usage (16, 22). It is, however, prudent to identify avenues
where AI and ML can assist in data analysis and identification
of complex patterns. For example, nucleic acid-level interactions
can be prohibitively complex, yet they are manageable with the
aid of advanced models such Heterogeneous Information
Networks (HINs) (23).
established drugs can be discovered via computational drug

Similarly, novel indications for
repositioning models (24, 25).

This study has several limitations inherent to survey research,
particularly when conducted online. First, the voluntary and
anonymous nature of participation introduces the potential for
self-selection bias, as individuals who choose to respond may
differ systematically from those who do not, potentially limiting
the generalizability of the findings. Additionally, the reliance on
self-reported data is subject to recall bias, social desirability bias,
and inaccuracies in participant responses, which may affect the
validity of the results. Online surveys present unique challenges,
including limited control over the survey environment and the
inability to verify the identity or eligibility of respondents. This
raises the possibility of multiple submissions by the same
individual or participation by individuals outside the intended
target population. Furthermore, online surveys may exclude
individuals with limited internet access or lower digital literacy,
introducing sampling bias and potentially underrepresenting
certain demographic groups. The cross-sectional design of the
survey precludes the establishment of causal relationships
between variables. Non-response bias is also a concern, as those
who did not complete the survey may differ in meaningful ways
from those who did. Finally, the use of closed-ended questions,
while facilitating quantitative analysis, may restrict the depth
and nuance of responses.

Our survey methodology differs from traditional survey
research in key aspects. Utilizing RDIT, RDE, and mass-
sampling across a wide geographical base provides a more
representative sample than traditional targeted survey research.
The proprietary algorithm used in collecting and analyzing
responses automatically minimizes the influence of typical
online survey outliers via bot filtering, anomaly detection (such
as straight-lining), and comparison to census data. Unlike
traditional surveys, this methodology allows for rapid collection
of responses, mitigating the time delay typically faced. Despite
limitations, we believe that this analysis provides valuable
insights into the research question and highlights areas for
future investigation using complementary methodologies.

5 Conclusion

This study aimed to collect and evaluate the perspectives on Al
in medicine from both physician and patient perspectives. The
results suggest that comfort with AI integration in healthcare is
influenced by prior exposure to technology, with clinicians in
technology-intensive specialties and younger patients reporting a
greater acceptance. In contrast, physicians in diagnostic fields

Frontiers in Anesthesiology

10.3389/fanes.2025.1676819

such as radiology and elderly patients reported a lower comfort
level with AI in the medical field. By understanding the
opinions on Al integration, researchers are able to design Al
systems that are both trusted and accepted by providers and
patients, supporting the overall goal of advancing healthcare and
improving patient outcomes.
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